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1. Introduction
The term ‘induction’ is sometimes (Swinburne, 1974, p. 1; Lipton, 1991; Howson, 2000) used to apply to all non-deductive (ampliative) inferences. I shall use it more narrowly, to denote only inferences from a sample to the whole population or to the next case. On my (more customary) usage, we reason inductively when we infer that the sun will rise tomorrow on the basis of daily sunrises in the past. The belief in Newton’s second law of motion (F=Ma), by way of contrast, isn’t inductively based. We haven’t got the requisite evidence from which to generalise, because neither the force acting on a body nor its mass is observable. Our belief is warranted (if at all) by best explaining the phenomena: planetary motion, the tides, falling bodies, motion on inclined planes, etc. 
Inductive scepticism is the claim that no inductive argument is reasonable. Like any scepticism worth its salt, it has to be based on an argument, rather than merely issue a challenge. Instead of asking “How is it possible that there should be knowledge of general propositions in cases where we have not examined all the instances”? (Russell, 1912, p. 81), or challenging us to justify a prior probability distribution (Howson, 2000), the sceptic should undertake to show that there cannot be such knowledge; that the inference from numerous sunrises to its rising tomorrow, or to its always rising, doesn’t yield knowledge, indeed, isn’t even warranted.
True, Hume wonders whether the “effects and influences” of bodies might not “change, without any change in their sensible qualities…What logic”, he asks, “secures you against this supposition?” (1777, p. 38). But the question is just a rhetorical flourish. He has just presented an argument to show that the only reply is ‘No logic’; that induction is irrational.
2. The First Argument

Sextus Empiricus, the ancient Greek sceptic, adduces an argument, in the form of a dilemma, to “set aside the method of induction”:
[W]hen they propose to establish the universal from the particulars by means of induction, they will effect this by a review either of all or of some of the particular instances. But if they review some, the induction will be insecure, since some of the particulars omitted in the induction may contravene the universal; while if they are to review all, they will be toiling at the impossible, since the particulars are infinite and indefinite.

                                                         (OP, p. 283)

If Sextus is right, our expectation that the sun will rise tomorrow is completely unfounded. And his conclusion, that induction is unjustified, seems even more outrageous, because it pertains even to what seems the paradigm of rationality, science, putting it on a par with astrology and soothsaying. No wonder Broad (1952, p. 143) labels induction “the glory of science and the scandal of philosophy”, and inductive scepticism - “a skeleton in the cupboard of Inductive Logic”. 

How should we respond to the sceptical argument? If we are to reject its conclusion in a principled way, the argument must be rebutted. And this is easily done. We can concede that the conclusion of an inductive argument may be false even if its premises are true, and that in this, induction differs from, indeed, falls short of, deduction. But that doesn’t mean, as the sceptic is (implicitly) assuming, that inductive grounds do not provide good reasons. The term ‘reason’, we will point out (Edwards, 1949), doesn’t mean ‘logically conclusive’, and inductive grounds, despite being logically inconclusive, may well provide perfectly good reasons, thereby rendering their conclusions rational (“secure”). Taking a risk, we will remind the sceptic, may be eminently reasonable. It is rational, for instance, to take a medicine one thinks is very likely, although uncertain, to cure one of a horrible disease even if it sometimes has pretty unpleasant side-effects. 

Note that since our aim is to rebut the sceptical argument, we are not required to show that induction is like the medicine; that it yields overall more truths than falsehoods. The sceptic has claimed that induction is irrational because it involves the risk of inferring a false conclusion from true premises. In response we may simply point out that this is not a good reason for eschewing it; that it is sometimes quite reasonable - as is attested by familiar situations - to take risks. 

This doesn’t complete our response to the sceptical argument. For we also want to disprove the argument’s conclusion, i.e., show, that the inductive inference is justified. Although we have rebutted the argument, its conclusion may nonetheless be true. Whether or not this task can be accomplished remains to be seen. We must first respond to a second sceptical argument.

3. A Better Sceptical Argument

Hume’s argument against induction is more sophisticated and persuasive. It is presented in the course of his (complex) discussion of causality in the Treatise (1739, I.3.vi), and more succinctly and perspicuously in the Enquiries (1777, pp. 35-36):
(1) The conclusion of an inductive argument isn’t logically entailed by its premises. “Concerning matter (sic) of fact and existence”, Hume claims (1777, p. 35), “there are no demonstrative arguments...since it implies no contradiction that the course of nature may change...and the trees will flourish in December...If we be, therefore, engaged by arguments to put trust in past experience...these arguments must be probable only”. 

(2) Every inductive argument assumes that nature is uniform; “that the future will be conformable to the past”.
(3) The principle of uniformity, which must be warranted if induction is to be justified, cannot be justified a priori.

(4) The principle of uniformity cannot be justified a posteriori, since such a justification would be circular. It would itself be inductive, inferring nature’s uniformity tout court from its uniformity in the past, thus presupposing - like any inductive argument - that nature is uniform.
4. Hume’s First Premise
Is Hume right when he says that “it implies no contradiction that...the trees will flourish in December? It might be objected that anything that flourished in December wouldn’t be a tree. But this ploy is both implausible and ineffectual (von Wright, 1957, pp. 48-50). It is implausible, since trees simply aren’t defined as not flourishing in December. That they do not is an empirical claim about them. 
The definitional gambit is plausible in some cases. It might be claimed, for instance, that water is defined as H2O. And this means that the generalisation ‘Water is H2O’ is a conceptual truth, and, doesn’t, therefore, satisfy the sceptical premise. But even if plausible in this case, this response won’t silence the inductive sceptic. There are empirical generalisations pertaining to water: that it freezes at 0o, for instance. And of these - the sceptical premise is true.

Similarly, suppose we grant the definition of the term ‘tree’ as applying only to things that do not flourish in December. Then what we would (now) describe as a tree flourishing in December will have to be described - in the face of this manoeuvre - as something that looked like a tree and flourished in December. But as in the case of water, the sceptic will cite other empirical generalisations about trees to which the first premise in his argument applies. For instance, he can formulate his premise in terms of what things look like. There are no demonstrative arguments from past appearances to future ones: even if things have never looked as if trees flourished in December, it is logically possible that they suddenly should. 

5. Hume’s Second Premise
Does every inductive argument assume that “the future will be conformable to the past” (Hume, 1777, p. 35)? Should inductive arguments be construed as enthymematic, with the principle of uniformity as a suppressed premise? To answer this question, the principle of uniformity must be properly formulated.

First, it mustn’t be construed as essentially pertaining to the future. Although it is often assumed that induction involves an inference “from the past to the future”, some inductive arguments extrapolate to past or present (unobserved) cases. So the requisite principle is that unobserved cases, whether future or not, resemble observed ones. And, indeed, this is one of Hume’s formulations in the Treatise (1739, p. 89): “that instances, of which we have had no experience, must resemble those, of which we have had experience”.
Second, Hume seems to think that the principle of uniformity, when conjoined with a statement of some observed regularity, logically entails predictions about unobserved cases, so that its addition to an inductive argument renders it deductively valid. It “implies no contradiction”, he says (1777, p. 35), “that the course of nature may change, and that an object, seemingly like those which we have experienced, may be attended with different or contrary effects. May I not clearly and distinctly conceive that a body, falling from the clouds, and which, in all other respects, resembles snow, has yet the taste of salt or feeling of fire?” Hume is illustrating the principle by giving an example of its violation, from which we can see that he thinks that if nature were assumed to be uniform, it would follow that all snow flakes would resemble observed ones (in all relevant respects). If we add the principle of uniformity to a statement of our (restricted) experience of snow-like flakes, Hume thinks, we would get a logically valid argument, whose conclusion is that the next snow-like flake will be cold, tasteless, etc.

Hume’s construal of the principle of uniformity renders it far too powerful. As Ayer (1972, pp. 20-1) points out, we do not take a counter-example to an inductive prediction to refute the principle of uniformity: we continue to extrapolate from observed cases to unobserved ones even after encountering a white raven. Ayer concludes from this that there is no principle of uniformity to be invoked, but this is, surely, precipitate. We should, instead, substitute a weakened, but still substantive (albeit vague) principle, according to which unobserved cases are sufficiently often reliable guides to unobserved ones. From this principle no particular inductive prediction follows, but it nonetheless fulfils an important function: justifying the inference from an observed regularity to an unobserved case. Even if the inference isn’t deductively valid, it is reasonable, since sufficiently many like it have true conclusions. Unlike deduction, induction sometimes leads us astray. But - thanks to the (weakened) uniformity principle - this is atypical.
Third, Hume seems to think that we project every observed regularity onto unobserved cases: “We remember to have had frequent instances of the existence of one species of objects; and also remember, that the individuals of another species of objects have always attended them…Without any farther ceremony, we…infer the existence of the one from that of the other” (1739, p. 87). But here, too, he ascribes an inflated content to the principle of uniformity. We have learnt from Goodman (1955) that we do not always project regularities onto unobserved cases. We predict that the next emerald will be green if those that we have observed have been green, but we do not predict that the next emerald will be grue, although those that we have observed have been grue. (An emerald is grue if it is green and the time is no later than 2010, or it is blue and the time is after 2010.) Similarly, we do not predict that all emeralds are observed even if all observed emeralds have been observed. The principle of uniformity should, therefore, be construed to take account of our “discriminatory” extrapolative practice: some observed regularities are reliable guides to unobserved cases. 

Here is the last clarificatory point, which I will present by considering Howson’s defence of Hume’s premise. Without “a patent of trustworthiness - a soundness argument - for a putative rule”, Howson (2000, pp. 28-9) argues, “you have no reason for confidence in any reasoning which employs it”. Howson’s claim can be made quite plausible by considering the following analogy. My taking some unpleasant medicine is irrational unless I believe it is efficacious, sufficiently efficacious, that is, to offset the unpleasant side-effects. So, similarly, someone who reasons inductively while thinking that induction isn’t reliable, or is agnostic about its reliability, doesn’t seem (intuitively) justified (reasonable) in his inductively-based beliefs, and this is so even if induction is reliable (BonJour, 1985, 3.3). 

But a qualification is needed so as to meet a natural objection. Someone who reasons inductively while thinking that induction isn’t reliable is intuitively unjustified in his inductively-based beliefs. But this is because plausibly, one shouldn’t believe something to which one has, to one’s knowledge, no reliable means of epistemic access. But an (unsophisticated) agent who doesn’t have the concept of reliability (uniformity) may be justified in reasoning inductively, although he doesn’t believe induction is reliable. So the sceptic will have to restrict his premise to sophisticated agents. But this is not a devastating concession.
With these clarificatory points in mind, we can now consider the cogency of Hume’s second premise. Perhaps Hume’s reason for thinking that induction requires a principle of uniformity isn’t convincing. According to van Cleve (1984) and Mackie (1979), Hume thinks the principle of uniformity is crucial because it is supposed to render “probable reasoning” deductively valid. And this suggestion, we have just seen, is misguided: we do not expect an inductive argument to entail its conclusion. But this, of course, doesn’t show that Hume’s second premise is wrong: we do not disprove a claim by rebutting an argument for it. And even if (plausibly) inductive arguments involve a sui generis (non-deductive) inference rule, they might, in addition, presuppose nature’s uniformity. Indeed, the supposition - properly construed - is eminently plausible. Without a justified belief in nature’s uniformity, an observed regularity won’t even give inductive support to a prediction. 

All of the following accounts of induction deny Hume’s intuitively compelling second premise, and this must count against them. First, externalists about justification think that a belief (inference rule) may be justified in virtue of facts which need not be known by the agent, or even believed to obtain. In particular, the inductive principle is justified because given true premises, it yields true conclusions sufficiently often (Braithwaite, 1953; van Cleve, 1984),
 or is grounded in virtuous (reliable) cognitive dispositions (Greco, 2000), and the agent doesn’t - contrary to Hume’s second premise - need to believe this so as to be justified in reasoning inductively. 
Second, Goodman (1955, p. 64) thinks that the rules of inference we employ and particular inferences we make, whether deductive or inductive, are adequately justified by “being brought into agreement with each other”, the “agreement achieved...[being] the only justification needed for either”. 

Third, according to the so called “analytic” defence of induction (Edwards, 1949; Strawson, 1952, ch. 9; Barker, 1974; Kyburg 1974), induction is constitutive of rationality. “It is an analytic proposition...that...other things being equal, the evidence for a generalisation is strong in proportion as the number of favourable instances...is great...plac[ing] reliance on inductive procedures...is what ‘being reasonable’ means” (Strawson, 1952, pp. 256-7, original italics). 

Finally, Carnap (1950, p. 30), Sen (1980, ch. V) and Stove (1986) think that it is a logical truth that the sun rising tomorrow is rationally believed on the basis of previous sunrises.
 Call this the “logical” defence of induction. Its claim is weaker than that of the “analytic” defence, since not all logical truths are analytic (true in virtue of their meaning).
Further objections can be cited against the latter three proposals; i.e., Goodman’s, the “analytic” and the “logical” defences of induction. If the analyticity claim were correct, Blackburn (1973, pp. 20-21) argues, the question ‘What reason do we have for believing according to inductive grounds?’ wouldn’t arise: to have inductive grounds just means to have a good reason. But the question does arise, so the analyticity claim must be false. Fumerton (1995, p. 194) argues in a similar vein. If the statement ‘Induction is rational’ were analytic, the sceptic would be contradicting himself. Since his claim is intelligible (even if implausible), the analytic defence, Fumerton concludes, fails.  
In response, it may be claimed that not all analytic statements are trivial, and mistakes about them can be made (Weintraub, 2004). There may be unknown conceptual truths, since we are not omniscient about meaning. Witness disagreements about the meaningfulness of the positivists’ metaphysical bogeys such as Bradley’s ‘The absolute enters into, but is itself incapable of, evolution and progress’. Remember, too, the disputes about the correctness of philosophical analyses of some terms. It is not just that we cannot come up with an analysis: that is not surprising. We find it difficult to determine whether a given analysis is correct. Does ‘knowledge’ mean ‘true justified belief’? Does the meaning of the terms ‘cause’ and ‘effect’ preclude an effect from preceding its cause? Do ethical propositions report the objective obtaining of ethical facts, or does the statement ‘Murder is wrong’ mean ‘I disapprove of murder’? Some of these questions seem irresolvable; none are trivial.

Here is an objection to both the “analytic” and “logical” defences of induction. And, as I will show, it can easily be modified so as to apply to Goodman’s proposal as well. If induction’s rationality is a logical truth (and, in particular, if it is analytic), it would be justified no matter what the circumstances are. But, as Strawson admits (1952, p. 261), the reliability of induction is contingent. So we can envisage circumstances in which it is less reliable than some rival. And, the objection continues, in such circumstances it would be irrational to infer inductively. This, the objection concludes, shows that the rationality of induction isn’t logically guaranteed.

But, the proponents of the “analytic” and “logical” defences of induction may reply, such circumstances cannot be envisaged. We can, to be sure, imagine that induction has hitherto been less reliable than a rival. But that doesn’t mean that we will judge it to be unreliable simpliciter. This judgement requires a non-deductive inference - induction: we invoke induction’s (bad) track-record and infer (inductively) that it is an unreliable method. But then, the reply continues, the conclusion is unstable: it undermines the inference rule which engenders it! 
This doesn’t rebut the objection to the “analytic” and “logical” defences. We don’t actually need to imagine ourselves judging induction to be unreliable. The very fact that it isn’t self-certifying (in the envisaged circumstances) means that its use isn’t (then) rational (Lewis, 1971). 
Goodman thinks that induction is rational only if it “agrees” (coheres) with our particular inferences. So how can his proposal be vulnerable to a difficulty which is engendered by the claim that induction is necessarily rational? Well, in fact, the objection only invokes the possibility of circumstances in which induction isn’t self-certifying, yet is classified by a proposal as rational. The possibility suffices of a world in which our inductions are more often than not refuted by our experience, yet the inductive rule of inference and particular inductive inferences we make are in reflective equilibrium. 

I think the proponents of all three defences of induction can meet this objection by slightly retreating. Even if induction isn’t necessarily rational, it may be claimed, it is prima facie rational. If there is no reason for suspecting that induction isn’t reliable, its invocation is reasonable; no need to invoke a uniformity principle. And this is enough to rebut Hume’s premise. 

Here is another, more powerful, objection to the latter three attempts to rebut Hume’s second premise, Goodman’s, the “analytic” and the “logical” defences of induction. These proposals all deny that there is a conceptual link between justification and reliability. And without such a link, it might be claimed, the value of “justification” (“rationality”) is called into question. “The distinguishing characteristic of epistemic justification is...its essential or internal relation to the cognitive goal of truth” (BonJour, 1985, p. 8, my italics). 
The point can be reinforced by considering the analogy Strawson draws between induction and the law. It “makes no sense”, he claims, “to inquire in general whether...the legal system as a whole, is or is not legal. For to what legal standards are we appealing?” (p. 257). Analogously, he argues, the only standard by which induction can be assessed is the one set by induction itself, and relative to which it is trivially justified.
Strawson’s analogy misfires. True, there are no standards by which to judge the law illegal. But the law, being a motivated practice (designed to achieve justice, public order, etc.), must be believed to be efficacious, well-suited to its aims, rather than merely legal, if we are to be justified in adhering to it. For instance, a system incorporating a law disenfranchising women is legal, but unfair. Now, substitute ‘induction’ for ‘the law’, ‘truth’ for ‘justice’, and see how Strawson’s defence of induction collapses. Induction is a goal-oriented practice, and we want to know whether it is sufficiently often truth-preserving. Conforming to one inductive practice in preference to another will certainly make a difference, possibly a considerable one, to the verisimilitude of the beliefs we form. This is why the problem of induction is a pressing one. And a “justification” which has no implications about its reliability doesn’t provide us with a reason for using it.

6. Hume’s Third Premise
Here is Hume’s argument in support of the claim that the principle of uniformity cannot be justified a priori. “We can at least conceive a change in the course of nature; which sufficiently proves, that such a change is not absolutely impossible” (1739, p. 89). 
Whatever we can conceive, Hume argues, is logically possible. But how are we to construe the conceivability which is supposed to be a criterion of logical possibility? If conceiving is “entertaining in one’s mind”, then the criterion looks too liberal. It seems we can entertain both Goldbach’s conjecture and its negation, yet, since the propositions are mathematical, one of them (we know not which) is impossible (Kneale, 1949, pp. 79-80). So even if Hume can conceive of nature changing its course, he won’t have shown that it is logically possible for it to do so. Perhaps, alternatively, we are mistaken in thinking we can entertain both Goldbach’s conjecture and its negation. But then, “‘conceivable’ is taken to mean ‘non-contradictory’, [and]...no non-circular test for contradictoriness...or possibility has been given” (Stroud, 1977, p. 50). The conceivability criterion turns out to be either inadequate or vacuous, and cannot be invoked to uphold Hume’s claim that nature may (logically) be non-uniform.
In the light of Hume’s failure to provide an argument against the possibility of grounding nature’s uniformity a priori, we should consider whether any of the several attempts thus to ground nature’s uniformity succeeds. 
6.1. Williams 

The term ‘reliable’, which is used in Hume’s third premise, is vague. And this means that attempts to ground induction’s reliability may be more or less ambitious, depending on how they construe it. Williams’ (1947) is very ambitious, aiming, as it does, to show that inductive conclusions (based on sufficiently large samples) are typically true.
At least one inductive principle, Williams claims, can be (deductively) derived from evident a priori principles. The principle, call it I, is the following:

                                  m/n of a large sample of A’s are B

I:                                ───────────────────────

                                  About m/n of the population of A’s are B

The two (a priori) principles from which I is supposed to follow are the law of large numbers, and the “statistical syllogism”. According to (a very rough formulation of) the law of large numbers, most samples are typical: for any property, A, the proportion of A’s in most (sufficiently large) samples is very close to their proportion in the entire population.

The statistical syllogism, SS, is the following inference rule:

                                   Most P’s are Q’s

                                   a is P
SS:                              ──────────                              

                                   (probably) a is Q
How is the principle I derived? Consider a sample of A’s, S, m/n of which are B, and invoke the statistical syllogism, substituting for P and Q, respectively, ‘is a sample’ and ‘is typical with respect to B’:

                                  Most samples are typical with respect to B

                                  S is a sample

SS1:                           ─────────────────────────                              

                                  (probably) S is typical with respect to B

But (since in S the proportion of B’s is m/n) this means that the proportion of B’s in the population is (probably) close to m/n. And we have managed to derive this from the law of large numbers in conjunction with the statistical syllogism. It seems we have an a priori justification of the inductive inference rule, I!

Here is Ayer’s (1972, pp. 41-2) objection to the invocation of the law of large number in defence of induction. The law may be invoked, Ayer claims, if we assume that our sample is randomly selected - as likely to be drawn as any other. This assumption, he thinks, is clearly warranted if we suppose “that the distribution of properties in the spatiotemporal region which is accessible to us reflects their distribution in the continuum as a whole”. But this (uniformity) assumption, Ayer claims, is unjustified: “We should not be very surprised to learn that many matters were very differently ordered in other parts of the universe”. 

Even if cogent, Ayer’s criticism is partial: it is only relevant when we are trying to extrapolate to those far reaches of the universe. But even thus restricted, the criticism isn’t cogent. Although randomness justifies the assumption that our sample is typical, it isn’t necessary. Indeed, it is seldom satisfied when we project from a sample. Our samples, even those on which scientific research is based, are seldom random: members of the population do not have an equal chance of being selected. Some ravens, for instance, are dead; others are still not living. And we do not refrain from generalising about ravens on the basis of those we have encountered. 

Random sampling isn’t intrinsically desirable. It is a means of increasing the likelihood that the sample is representative of the entire population (Fisher, 1935, ch. viii). If we think our (non-randomly chosen) sample of ravens is varied geographically, we can (cautiously) assume that it is representative of the entire population, and conclude that all ravens - including future ones, which cannot be examined - are black. We allow ourselves to omit future ravens from our sample, because we think ravens aren’t likely to change their colour. And, similarly, we don’t bother to include in our sample ravens hatched on both odd and even days of the week, thinking this factor isn’t correlated with colour. So long as the sample is thought to be representative, for which randomness is merely evidence, the projection is legitimate.

Here is the real difficulty with William’s attempt to derive the inductive principle. Consider a sample of black ravens. Since it is probably typical, we may infer that (probably) all ravens are black. But the reasoning can be applied to the predicate ‘shmblack’, which is satisfied by an object iff it has been observed to be black, or hasn’t been observed and is white. By the statistical syllogism, our sample is (probably) typical with respect to this property. And this means that (probably) in the entire population all ravens are shmblack, i.e. that all unobserved ravens are white. Our seemingly impeccable inference principle yields incompatible predictions!

Stove (1986, p. 77), who defends Williams’ proposal, is aware of the difficulty. Inductive validity, he claims in response, isn’t formal, and only some instances of I are warranted. Of course, he’s right, and we already know this. Now, the law of large numbers is beyond reproach, so how has Williams managed to derive the sweeping (and contradictory) principle I? The trouble must lie with the statistical syllogism. Some of its instances are legitimate, and others aren’t. The following two instances can’t both be valid.

                     Most samples are typical with respect to blackness

                     S is a sample of ravens

SS2               ─────────────────────────────                               

                     S is typical with respect to blackness

                     Most samples are typical with respect to shmblackness

                     S is a sample of ravens

SS3               ───────────────────────────────                                

                     S is typical with respect to shmblackness

We think only the first is warranted, and, of course, a complete account of induction, which we do not as yet have, will elucidate (and hopefully justify) our (selective) practice, our preference for ‘black’ over ‘shmblack’. But pending such an account, we simply cannot assume that we can identify the legitimate instances of SS (and I) a priori. So we haven’t been given an a priori justification for I.

6.2 BonJour

This, too, is an ambitious attempt to prove induction reliable, because it purports to show that inductive conclusions are typically true (if the premises are). This is so, BonJour (1998, §7.7) claims, because it is the best explanation of the regularities we observe. For instance, that all ravens are black best explains why the ravens we have observed have been black. The explanatorily inferior alternatives are that our observations are the result of mere coincidence, and “non-standard inductive explanations”, such as ‘Some ravens are blue, but they sleep during the day, and are, therefore, never observed’. The probable existence of a “normal inductive explanation” for the regularity we observe, furthermore, is guaranteed a priori. 

Of the two difficulties I will cite, the first is more of a challenge. Bonjour persuasively argues for the existence of a priori knowledge. But the a priori knowledge of the principle he invokes, a special instance of inference to the best explanation, seems more problematic than that of logical truths, for instance. For the probability claim which is supposed to be a priori is construed frequentistically: in most worlds there exists an explanation for the observed regularities. For instance, in most worlds in which only black ravens have been observed, all the ravens are black. Thus construed, the claim is very substantive, and, pace BonJour (1998, p. 208), far from “evident”. So pending some further argument, we have a promissory note, and not an actual defence of induction.
The second objection is one which BonJour anticipates (1998, p. 214), but doesn’t, I think, manage to rebut. The suspicion he attempts to quell is that the “standard inductive evidence”, the regularities we have observed, only warrants the claim that induction has been reliable hitherto. And his response is that a “Humean constant conjunction [‘All ravens living hitherto are black’, e.g.] amounts to just a restatement and generalisation of the standard inductive evidence [‘All ravens observed hitherto have been black’], but has no real capacity to explain the occurrence of that evidence” (1998, p. 214), whereas the more “robust”, lawlike regularity, which “involve[s] by its very nature a substantial propensity to persist into the future” (1998, p. 214), does explain. And in virtue of being the best explanation, the nomological regularity is made probable, establishing induction’s reliability in the future. 
To see the inadequacy of the response, we should understand what it is that induction’s reliability is supposed to explain. It isn’t that the objects picked out by the description ‘ravens observed by me’ are black. This fact isn’t explained by the generalisation ‘All ravens are black’ - whether nomological or accidental. A proper explanation will cite genetic makeup, evolutionary adaptation, etc. 
The fact which induction’s reliability can explain pertains to our observations: that all the events picked out by the description ‘observation of a raven’ have been observations of a black raven. And this fact is explained equally well by the (temporally restricted) constant conjunction and the “robust” lawlike statement. To see this, consider a similar case, in which an explanation is sought for the fact that the coin I drew at random out of my pocket was a penny. Here, it is perfectly adequate to cite the fact that all the coins in my pocket when the coin was drawn were pennies. The regularity, note, is accidental, and has no implications regarding the future.

Returning now to induction, we do not improve the explanation of our observations by supposing that the regularities (in nature) are nomological. The explanation which appeals to accidental regularities obtaining hitherto is equally good. And if the temporally restricted regularity explains equally well, explanatory considerations will only warrant a restricted conclusion, that induction has hitherto been reliable. And the conclusion we are seeking to establish - so as to justify our reliance on induction in the future - is that induction is reliable tout court.

6.3 The Pragmatic Justification of Induction
Reichenbach’s (1949, sect. 87) justification of induction invokes the claim - supposedly an a priori truth - that induction will succeed if any method will. So we see that it is less ambitious than those we have considered: unlike them, it doesn’t purport to show that induction is reliable tout court. 

To assess its cogency, two questions must be answered. Does the claim provide an adequate justification of induction? Is the claim true? I will consider them in turn.

The sceptic might object that the claim is hypothetical, and therefore insufficient by way of justifying induction (BonJour, 1998, p. 195). But this objection is misguided. We do not need, when justifying an action under uncertainty, to show that its consequences are good. It is enough that the action is the best available option. And if Reichenbach is correct, he will have shown that induction is the best prediction policy, our best hope for finding the truth, and therefore, rational. But is he? 

When reasoning inductively, Reichenbach assumes, we infer that the limit of the relative frequency of an attribute in an infinite sequence approximates within a small interval the relative frequency of that attribute in the observed section of the sequence.

If nature is uniform, Reichenbach argues, induction will enable us to make veridical predictions on the basis of our observations. Uniformity means that there is a limit, i.e., that there exists some number such that the observed relative frequency in any sufficiently long initial section of the sequence matches that number as closely as we like. So a persistent use of the rule applied to larger and larger initial sections of the sequence will establish the limit within any desired interval of accuracy. 

If, on the other hand, nature isn’t uniform, there is no limit to be discovered, and, of course, no method will succeed. Induction, Reichenbach concludes, is demonstrably the best method, although it may be quite poor (if nature is inauspicious). 

The argument fails, because there are infinitely many other rules that will “ultimately” reveal the limit if it exists: if In is the value posited by the inductive rule after n observations, then for any sequence {yn} which converges to 0, In+yn will also converge to the limit. Now, this only shows that induction isn’t unique in discovering the limit. Unfortunately, the possibility that its short-term deliverances are much worse than those of some rivals, indeed, are very poor, cannot be ruled out a priori. Even if the sequence {In} converges to a limit, the initial segment (the observed relative frequencies) may take a very long time to approach it. And when this happens, induction will be a very poor method in the short term - the only term that interests us. And other methods will be much better.
6.4 Savage 
Savage’s justification of induction is probabilistic, so a short explanation of probabilistic, “Bayesian”, justification is in order. Bayesians think that belief comes in (real-numbered) degrees which satisfy the probability calculus and change by conditionalising. When new evidence, E, is acquired, the new probability of each proposition, T, changes to its old probability conditional on E, P(T/E). Within the Bayesian framework, the problem of induction takes the form of justifying the assignment of prior probabilities. To take a proposition about an unobserved case, E2, as confirmed by an observed one, E1, is to assign a higher (subjective) probability to E2 conditional on E1 than to E2 simpliciter. 

The Bayesian assumptions are unrealistic. True, belief comes in degrees, and our inductions may increase our confidence while still leaving us in (some) doubt about the truth of our predictions. But our degrees of belief are seldom precise enough to be assigned real numbers, and often violate the probability calculus, which would have us, for instance, assigning probability 1 to all logical truths. Nonetheless, this idealisation is useful. It provides us with a mathematically tractable characterisation of inductive inferences for agents whose beliefs are often partial. And if the problem of induction can be solved for Bayesian agents, the solution might work, mutatis mutandis, for humans too. 

In his Bayesian response to the “problem of induction”, Savage (1954, p. 49) attempts to show that induction is (sufficiently) reliable. In fact, any assignment of prior probabilities is justified, he argues, since they all converge, in the long run, on the truth. Invoking a (stable-estimation) theorem of the probability calculus, Savage argues that accumulating evidence swamps prior probabilities. In the long run, as the agent conditionalises on more and more evidence-propositions, his probabilities will tend to be concentrated on true propositions. 
We seem to have a deductive demonstration of the reliability of our inductive practice, and indeed, of any other. But do we? Unfortunately, the answer is ‘No’. To begin with, the theorem does nothing to vindicate our confidence about our current predictions: different inductive practices may greatly diverge in the short run. And in Keynes’ words, we are all dead in the long run. Worse, the theorem doesn’t even provide a long-run deductive vindication of induction. If we observe all the instances of a generalisation, we will establish its truth. But this will be deduction: in induction the conclusion goes beyond the premises. And so long as our evidence is incomplete,  the result established with the aid of the theorem is probabilistic, rather than categorical. “The theorem does not tell us that in the limit any rational Bayesian will assign probability 1 to the true hypothesis and probability 0 to the rest; it only tells us that rational Bayesians are certain that he will” (Glymour, 1980, p. 73). This is because we cannot deductively infer the truth of a proposition from its having probability 1.
 Savage’s Bayesian attempt to justify induction a priori, I conclude, fails. 

7. Hume’s Fourth Premise

Hume’s fourth premise needs to be fleshed out. It rules out an empirical justification of induction because of its circularity. But Hume is (implicitly) assuming that an empirical justification must be inductive. To justify this assumption, the possibility must be ruled out that nature’s uniformity is - although empirical - basic, non-inferentially justified. But this can easily be done (Fumerton, 1995; van Cleve, 2003). The claim that nature is uniform is very sweeping. Of course, very general claims (‘Triangles have three sides’, for instance) may be basic. But the justification of general empirical claims must be inferential. And Hume’s fourth premise is concerned with the possibility that the principle of uniformity is contingent.
Hume dismisses the possibility of justifying induction inductively peremptorily. And this is eminently plausible. He has endorsed (in the second premise) the supposition that induction’s reliability is a presupposition of any inductive argument. So he thinks an inductive justification of induction’s reliability will have its conclusion as a premise. And this circularity is vicious, because it renders justification non-discriminating: any proposition can be “justified” if allowed as a premise in a justificatory argument.

Things are very different, though, if Hume’s second premise is rejected. The reliabilist endorsement of an inductive justification of induction’s reliability deserves serious consideration. For the justification of an inductive inference it is enough that induction is (sufficiently) reliable. So induction’s reliability isn’t a premise in justified inductive arguments. In particular, it isn’t a premise in an inductive argument for induction’s reliability based on its track-record. 
This is not merely a formal point. It is important to note that - unlike the circular justification of propositions - the reliabilist circular justification of the reliability of inference rules is discriminating. Even if we are allowed to invoke an inference rule in its own justification, success is not guaranteed. The horoscope may predict the unreliability of its predictions, and the superiority of an alternative method of prediction (Lewis, 1971). The same is true of the circular justification of induction. Consider the inductive rule I1:

                                 Most observed A’s have been B’s

I1                              ────────────────────                                           

                                 (probably): the next A will be B

The rule I1 can be defended by invoking the following inductive argument, utilising I1 itself:

                                Most applications of I1 have been successful

                                ──────────────────────────
                                (probably) the next use of I1 will be successful

Note that the premise is contingent, and the self-supporting defence could (logically) fail. Indeed, it does fail in the case of the following inductive rule, I2:

                                 All observed A’s have been B’s

I2                              ───────────────────                                           

                                 (probably) the next A will be B

The (circular) justification fails, since the requisite premise is false:

                                All applications of I2 have been successful

                                ───────────────────────────
                                (probably) the next use of I2 will be successful

It might be objected that the non-triviality of the circular justification of inference rules does not suffice to vindicate it. Crazy rules can be invoked in their own defence (Salmon, 1957, p. 46). Consider the anti-inductive rule, AI, which allows us to infer from ‘All observed A’s have been B’s’ that the next A will not be a B.
 We can construct an argument utilising AI to show that AI will be successful:

                                 Most applications of AI have not been successful

                                 ────────────────────────────
                                 (probably) the next use of AI will be successful

The objection fails. Reliabilists do not claim that (non-trivial) self-support is sufficient for justification. The inductive justification of induction is epistemically efficacious, they will remind us, because induction is reliable. The self-supporting argument in defence of AI, by way of contrast, is bogus (even if its proponents are taken in by it): AI simply isn’t reliable!

My conclusion is that there is nothing wrong with the reliabilist’s circular justification of induction. The trouble is with reliabilism itself. I have already criticised reliabilism for violating the intuitively plausible internalist requirement (section 5). There are in addition several very telling counter-examples to it. My favourite is Vogel’s (2000, pp. 313-314) Roxanne. Her car has a reliable gas gauge, and by looking at it she forms beliefs about how much gas there is in the tank. She also forms beliefs about the gauge’s readings by looking at it. Both beliefs are reliably acquired: the gauge and perception are (sufficiently) reliable. By conjoining these two types of belief Roxanne forms several beliefs of the form: The gauge reads ‘F’ (‘E’) and F (E). Now Roxanne reasons inductively from these conjunctions and concludes that the gauge is reliable. Since induction is reliable, her belief is justified by reliabilist lights, but is intuitively (resoundingly) unjustified.

8. Accepting the Sceptical Conclusion with Equanimity: Popper 
Even if the sceptical conclusion is correct, it doesn’t follow that we are irrational. For that it must also be assumed that we rely on induction. And this (seemingly truistic) assumption may be denied. 

Popper (1972) claims that induction is dispensable. Science progresses by formulating bold hypotheses and subjecting them to rigorous tests, and the only mode of reasoning it requires is deduction. Predictions (‘observation statements’) are deductively derived from hypotheses, and when observationally refuted, the theory is deductively falsified: if T├ E, then ~E├ ~T. If this is so, we may cheerfully concede the sceptical conclusion, that induction is irrational. Since science does not invoke induction, its rational credentials are not thereby impugned.

This attempt to take the sting out of Hume’s argument is unsuccessful, because even on Popper’s account, induction is indispensable to the scientific method (Newton-Smith, 1981, ch. III). First, inductive considerations must be invoked in locating a theory’s Achilles’ heel, so as to determine whether a test is really severe. A theory’s prediction is more vulnerable the less likely it is. But judgements about likelihood are based on inductive reasoning. Suppose I predict that the sun will from now on rise only on Tuesdays. Watching out for the sun on Wednesday morning (but not on Tuesday morning) is a severe test, because my prediction about that day contravenes our supposition that the sun rises daily. And this supposition is inductively based - inferred from past sunrises.

Second, as Popper himself concedes, we are fallible, and can never know with certainty the truth of any factual assertion, even an ‘observation statement’. This means that we must invoke inductive considerations in deciding what our observations are, so as to see which theories they falsify.

Induction also comes in at a later stage in the scientific inquiry. We do not rest content with having “on our books” a theory which has withstood rigorous attempts of refutation. If we rely on theories in action, we must at least believe (if only tentatively) their empirical consequences to be (very probably) true. And unlike the inference from the existence of a falsifying instance to the falsity of the theory, the inference from a theory’s having withstood rigorous tests to it continuing to do so is not deductively valid. And it is the latter which is required to ground our reliance on the theory. Similarly, we can only partake of our theories’ non-practical virtues (verisimilitude, explanatory strength) if we take them to be (probably) true. And this belief, too, isn’t logically entailed by their surviving stringent tests.

We must conclude that Popper’s attempt to show that science does not essentially depend on induction fails. Sceptical arguments against induction cannot be shrugged aside. 
9. Diagnosis

Hume’s sceptical argument against induction seems cogent. But its conclusion is implausible. Must we accept it nonetheless? The (dialectical) situation is familiar. Like Zeno, our (reasoning) sceptic presents us with a paradox, “an apparently unacceptable conclusion derived by apparently acceptable reasoning from apparently acceptable premises” (Sainsbury, 1988, p. 1). To solve the (sceptical) paradox, we must either reject (at least one of) the premises or accept the conclusion. But both alternatives flout strong intuitions. So how are we to avoid a stalemate?

The symmetry is specious, Greco (2000) suggests. The sceptical conclusion, he thinks, is so incredible that no sceptical argument can establish it. The conjunction of the premises, on the other hand, is not incontrovertible. So a solution to the paradox must reject at least one of them. 
I am inclined to disagree. Greco likens the sceptical argument to Zeno’s “proof” that motion is impossible. Zeno’s conclusion is so preposterous that it can only force us to find the fallacy in the reasoning. And perhaps initially, the mathematical theory which avoided the conclusion (the infinitesimal calculus) seemed very unintuitive. (To some - it still does.) But its acceptance was nonetheless warranted, being the least implausible way of denying Zeno’s conclusion. 
The analogy isn’t apt. We see motion all the time. But attributions of justification (knowledge) are theoretical, and the claim that they are never (or seldom) true isn’t preposterous. The sceptic may well have exposed our error in making them, and we cannot simply assume that the (intuitive) premises which engender the sceptical conclusion are jointly false. 
My (tentative) conclusion is that we have reached an impasse. Perhaps we do not have a veritable “skeleton in the cupboard of Inductive Logic”: the sceptical conclusion hasn’t been established. But we do have an unsolved paradox.
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� I side here with Mackie (1980, p. 15) and van Cleve (1984), as against Howson (2000, p. 13) and Greco (2000, pp. 145-159), who think that Hume recognises non-deductive forms of justification. Hume’s “probabilistic reasoning” is deductive. It differs from “demonstrative reasoning”, which involves the comparison of ideas, only with respect to its premises, at least some of which are contingent and (sometimes) uncertain. 


� The formulation is intentionally vague. Does ‘sufficiently often’ mean ‘more often than not’, ‘most of the time’, ‘more than any other method’? The choice doesn’t matter, because we are concerned with the viability of the very idea that the reliability of induction could constitute justification.


� Carnap seems to lose the courage of his convictions, and invokes various other considerations by way of justifying the probability distribution (confirmation function) he favours. He narrows the field down to two functions which “are most simple and suggest themselves as the most natural ones” (1950, p. 565).


� The inference is not a theorem of the probability calculus, because in any non-denumerable probability space there will be non-empty events assigned probability 0. 


� Van Cleve (1984, fn. 16) and Plantinga (1993, p. 127, fn. 8) suggest that anti-induction is inconsistent. For instance, if all observed ravens have been black, then, since they have been observed to be not red and not green, anti-induction will predict that the next raven will be both red and green. But without restricting the predicates we project, induction, too, will be inconsistent. This is the lesson we have learnt from Goodman.So, similarly, “anti-induction” isn’t a formal rule, sanctifying the reversal of every observed regularity. Of course, I don’t have a proposal as to how anti-induction is to be restricted so as to be rendered consistent. But we may assume that it can be done. At least, the problem is no more difficult than that of characterising induction in the light of Goodman’s new riddle.


� Conjunctions of reliabilistically acquired beliefs are not as reliable as the conjuncts. Two methods may count as reliable by reference to some threshold yet the reliability rate of the combined method might fall below it. But we may suppose that overall conjunction is (sufficiently) reliable.


� I am very grateful to John Greco for his painstaking and helpful comments.
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