Verificationism Revisited
I


I aim to stand the received view about verificationism on its head. It is commonly thought that verificationism is a powerful philosophical tool, which we could deploy very effectively if only it weren’t so hopelessly implausible. On the contrary, I will argue. Verificationism - if properly construed - may well be true. But its philosophical applications are chimerical.

II 


Hardly anyone advocates verificationism nowadays. It is so disreputable a doctrine, that one need only identify a verificationist basis for a philosophical position so as to be able to reject it without further ado. Thus, Bonjour (1985, p. 180) dismisses - without discussing - “a wide variety of responses to skeptical hypotheses...[which] attempt to argue, on broadly verificationist grounds, that the skeptical views in question are...meaningless”. And elsewhere (1998, p. 69), he is content with merely citing “the...verificationist character of the first premise” as an objection to an argument he is considering. Wright (1987, p. 16, italics mine), in a similar vein, wishes to dissociate himself from “the old positivist dogma that untestable statements are meaningless”.


There are two notable exceptions, Dummett and Quine. Dummett, admittedly, never explicitly labels himself a verificationist, and Quine’s version of the doctrine is holistic. “The Vienna Circle espoused a verification theory of meaning but did not take it seriously enough”, he thinks (1969, p. 80). There is no meaning without the possibility of verification, he agrees with the positivists, but the basic unit of meaning is the whole of science, rather than individual sentences. 


Discussing verificationism may seem like flogging a dead horse. But this impression is mistaken. When judiciously construed, it is invulnerable to the objections levelled against earlier, cruder, versions. Far from being dead, it is a doctrine to be contended with seriously. Before burying it, we should consider it in the most favourable light, amended in response to criticisms cited against the original version, while retaining the basic insight. To this end, I propose to characterise ‘verificationism’ as the claim that a statement is meaningful if and only if it is (logically) possible to get evidence for or against its truth; if and only if a statement ascribing justified (partial) belief about its truth-value is logically consistent. I use the term ‘decidable’ as a shorthand for this (necessary and sufficient) condition for the meaningfulness of a sentence.


This formulation is different from the disjunctive “criterion of cognitive significance” espoused by Hempel (1965, p. 101), Ayer (1936, p. 7), and Schlick (1936). It classifies a statement as meaningful iff “either (1) it is analytic or contradictory (2) it is capable, at least potentially, of test by experiential evidence” (Hempel, 1965, p. 101). I have eschewed the disjunctive formulation so as not to brand in advance metaphysics as nonsensical. The amended criterion will combine with an epistemological investigation as to the possibility of synthetic a priori knowledge so as to deliver a verdict about the meaningfulness of metaphysics. 


In its attitude towards analytic and self-contradictory statements, the modified criterion concurs with that of Hempel, Ayer and Schlick. In understanding an analytic statement we see that it is true (in virtue of its meaning). And we are capable of devising and recognising inconsistency proofs. So we can have a justified opinion about the truth-value of both kinds of statement. But although the verdict is the same as that of the logical positivists, it has a different basis. Here, as in the case of metaphysics, mine isn’t stipulative, but, rather, engendered by the application of an epistemic constraint.

III


The criterion formulated above is invulnerable to many familiar objections. First, the original positivist proposal required conclusive verification (refutation) for meaningfulness, and was rightly thought to be too stringent. Hardly any statement, it was pointed out, is capable of conclusive verification (refutation), and the criterion, consequently, (absurdly) renders most sentences senseless. But the logical positivists themselves quite quickly settled upon a more liberal requirement of (dis)confirmation (Ayer, 1936, p. 52; Schlick, 1936, p. 357), and testability only “in principle” (Schlick, 1936, p. 349). The fact that we cannot in practice test statements about distant galaxies and the remote past won’t render them senseless; it suffices, according to Schlick (1936, p. 349), that it be logically possible to get evidence for (or against) their truth; that a statement ascribing justified (partial) belief about their truth-value be logically consistent. If we required, say, the nomological possibility of testing, Schlick points out, meaningfulness would become empirical. But we know a priori whether or not a statement is meaningful: our investigations are designed to reveal whether or not it is true (1936, p. 349).


Is verificationism, even when thus relaxed, too stringent? Not obviously. If we equire only testability ‘in principle’, make do with (dis)confirmation, and (sensibly) admit the evidential relevance of considerations such as simplicity, economy and explanatoriness, it may well turn out that all meaningful sentences will satisfy the criterion. The supposition that the universe hasn’t contracted overnight will, on this construal of testability, turn out to be (reasonably) well-confirmed, being simpler than its rival, as will the claim that nobody’s internal spectrum is inverted. There are certainly no obvious counter-examples to the criterion.


Neither would the principle “condemn as meaningless many questions and theories of traditional philosophy” (Stroud, 1984, p. 180). That would only be the case if there was nothing one could do to justify them. But we are not, remember, confined to “sensory experience”. When considering a philosophical position, we can invoke thought-experiments, linguistic intuitions, principles of parsimony and elegance. Of course, in comparison with scientific theories, there is far less consensus about philosophical doctrines, and the appropriate methodology for choosing among competing ones, but the verificationist only requires philosophical positions to be susceptible to rational evaluation. If the “language of things” has proven, as Carnap admits, useful and fruitful, that counts as confirming evidence for realism (as against phenomenalism), rather than merely motivating a practical choice of a linguistic framework; “rules for forming statements and for testing, accepting or rejecting them” (Carnap, 1947, p. 208). So these rival philosophical positions will turn out to be perfectly meaningful.


There is, secondly, the problem of characterising ‘verification’. Ayer’s original proposal, for instance, rules out no statement whatsoever (Ayer, 1946, p. 15). Every non-analytic statement, p, will enable us to infer new observable consequences: O follows from p^(p(O). We needn’t here follow the (somewhat tortuous) attempts to formulate a more stringent characterisation (Ayer, 1936, p. 17). For our purposes, we can make do with an intuitive grasp of the notion. That we understand it well enough is attested by our ability to recognise counter-examples to Ayer’s attempted explication.

IV

What about the suggestion that the criterion is self-undermining? Consider, first, the original version. To count as meaningful according to its own light, Ayer’s criterion must be either analytic or capable of confirmation by “experience”. But, Ewing (1937) gloatingly claims, it is neither, and, consequently, rules itself out of court. Can the charge be rebutted?


It is certainly doubtful whether the principle can be (dis)confirmed by “sensory experience”. And it doesn’t appear analytic; true, that is, in virtue of the meaning of the term ‘meaningful’. Pace Ayer (1946, p. 20, my italics), it doesn’t seem to reflect even “one of the ways in which the word ‘meaning’ is commonly used”. But maybe one could argue that analytic statements aren’t always trivial: witness (the interminable) disputes about philosophical analyses.


To construe the criterion as a convention (Carnap, 1937, p. 51) certainly makes it “impossible to subject it to its own jurisdiction or to ask whether it is true or false” (Feigl, 1963, pp. 237-8). But just for that reason it denudes its prescriptions of any normative force. For why should we heed the convention? Why should we brand as meaningless statements which it excludes? For its normative authority, the criterion must embody a claim about meaningfulness.


Neither can we concede the charge. To be sure, we do not require every criterion to satisfy its own conditions. A standard for aesthetic value needn’t itself be aesthetically pleasing. More contentiously, it isn’t obvious that Popper’s criterion for demarcating science (1972, p. 39) must be “scientific”; an empirical generalisation about scientific theories, falsifiable by counter-examples from the history of science. It may, instead, be a priori: one could, perhaps, show, that subjecting “scientific” theories to severe tests promotes our (cognitive) aims (verisimilitude, for instance). Whether or not Popper’s criterion can innocuously fall outside its own scope, it is certainly not possible thus to exonerate verificationism. If it is meaningless, it cannot embody a claim about meaningfulness (or about anything else, for that matter). A different strategy must be found to show that it isn’t self-stultifying.


Wittgenstein (1969, 6.54) proposes to cope with the self-annihilating character of his (verificationist) position in the following way: “anyone who understands me”, he claims, “eventually recognises [my propositions] as nonsensical, when he has used them - as steps - to climb beyond them. (He must, so to speak, throw away the ladder after he has climbed up it.)”. 



Wittgenstein is emulating Sextus Empiricus’ attempt to save the sceptical thesis from self-defeat. The sceptic thinks we have no reason to believe anything. But if this applies to the sceptical thesis itself, then it, too, cannot be justifiably accepted. The difficulty is posed by Bourdin as a dilemma for the sceptic: if “you had ‘powerful and well thought-out reasons’...,why renounce them?...If, on the other hand, they are doubtful and completely suspect, how have they managed to force or compel you?” (Descartes, 1628, vol. II, p. 315). 


In response, Sextus likens the sceptical argument to a ladder: “just as it is not impossible for the man who has ascended to a high place by a ladder to overturn the ladder with his foot after his ascent, so also it is not unlikely that the Sceptic after he has arrived at the demonstration of his thesis by means of the argument proving the non-existence of proof, as it were by a step-ladder, should then abolish this very argument” (ATL, p. 489).


The analogy isn’t apt. Having climbed a ladder, we can throw it away only if we can rest our weight on something else (a windowsill, say). But once the premises of the sceptical argument are undermined, its conclusion is left without logical support. Of course, it may have served its therapeutic purpose, and brought about suspension of belief and peace of mind, but that doesn’t help in vindicating its claim to provide a rational basis for belief in the truth of the sceptical doctrine.


The same goes for Wittgenstein’s suggestion. Once the verificationist principle is jettisoned (when recognised to be nonsensical), the person who has used it is left (cognitively) hanging in mid-air. The verificationist ladder is indispensable, and discarded at our (cognitive) peril. If it annihilates itself, we cannot use it to recognise anything as nonsensical: it cannot tell us anything.


The best strategy for the sceptic is to present himself as arguing ad hominem, being, therefore, entitled to invoke premises accepted (and considered justified) by his non-sceptical opponent. From these premises he hopes to derive a sceptical conclusion, which his interlocutor will be forced to accept. Such a sceptical argument will not constitute a reductio ad absurdum of reason. We cannot hold steadfastly to the sceptical conclusion, because it undermines the premises and inference rules that led us to accept it. But even if the sceptical position cannot be rationally sustained, neither is it self-defeating. Hume (1739, pp. 186-7) beautifully characterises the instability of the sceptical conclusion. Using reason, bowing to its authority, the sceptic undermines it from within. Once the ascendancy of reason is undermined, the sceptical argument itself loses its force, and reason regains its throne, only to become vulnerable again to the sceptical threat, and so on, ad infinitum. The sceptic perennially prevents reflective persons from “slumbering dogmatically”, since they have “no choice left but betwixt a false reason and none at all” (Hume, 1739, p. 268). 


There is nothing analogous the verificationist can do. If his doctrine classifies itself as meaningless, the polemical situation is quite stable. If verificationism is true, it is meaningless; so it can’t be true.


Can the verificationist restrict the scope of his principle so that it doesn’t apply to itself? This is also a strategy Sextus’ sceptic adopts: “For many things are said which imply an exception; and just as we declare that Zeus is ‘the Father of both gods and men,’ implying the exception of this god himself (for, to be sure, he is not his own father), so also when we say that no proof exists we imply in our statement the exception of the argument which proves that proof does not exist” (ATL, p. 487). 


This response is inadequate in the case of the sceptic. If unsupported by an argument, the sceptical thesis - thus restricted - is unwarranted even if not self-defeating. And if backed by an argument, it will undermine itself, by showing the premises to be unjustified. Conceivably, there could be an argument which showed the belief in every proposition except its own premises and conclusion to be unjustified. But no such argument has ever been formulated. 


What about the old verificationist? It seems as if he cannot restrict the scope of his criterion so as to allow it to flout its own requirement. If the criterion can be meaningful without satisfying the requirement, why cannot other statements? So Hempel’s principle cannot be exonerated in this way. But there is certainly nothing to worry proponents of the reformulated doctrine. To count as legitimate by its own light, it only has to be rationally adjudicable. And why shouldn’t it be? It is a philosophical doctrine like any other. To be sure, the epistemological status of philosophy is contentious: is it a priori or continuous with (empirical) science? But we needn’t commit ourselves one way or the other so as to allay qualms about verificationism. We have been given no reason for thinking it is epistemologically more problematic than other philosophical doctrines: that it is logically impossible to form a justified opinion about it. 


It is in this light that we should understand Dummett’s (1992, pp. 133) suggestion that the criterion is meaningful as part of “a theory explaining how...language work[s]”. He is not really exonerating the old criterion, as he thinks he is, but rather, adding yet a third manner (in addition to Hempel’s two) of being meaningful: being part of an appraisable theory.

V


Returning now to verificationism, the fourth objection alleges that it is epistemologically arrogant. The suspicion is engendered by Schlick’s (1936, p. 352) remark: “one of the most characteristic results of our empiricism...[is] that in principle there are no limits to our knowledge...there is no unfathomable mystery in the world”. Appiah, too (1985, p. 18), views as part and parcel of verificationism the suggestion that “every fact is a possible object of knowledge”. Does verificationism really bring in its wake such (objectionable) hubris? Not really. When taken, following Ayer for instance, as a doctrine about sentences in English, it clearly has no such implications. It is at most committed to the decidability of all English sentences, (sensibly) leaving open the possibility that there are facts which are inexpressible in English, and undecidable by its speakers. But this is not the best way to interpret the doctrine; it purports to provide a more general criterion for meaningfulness. So it should be taken, instead, as pertaining to every possible language. Thus construed, it must only require that a meaningful sentence in a given language be decidable by its speakers. And even this is too strong. There are, for instance, native English speakers who cannot comprehend (perfectly meaningful) abstruse mathematical theorems. So verificationism is best taken as a doctrine about linguistic understanding, only ruling out facts a description of which is both meaningful for an agent yet unknowable by him. And thus construed, it can easily accommodate immutable human ignorance. There may well be facts a description of which no human agent can understand, and whose obtaining is, therefore, inaccessible to us all. 


Verificationism is, fifthly, alleged to be “philosophically narcissistic” (Johnston, 1993), in construing the truth-conditions of statements as pertaining to our evidential endeavours. Now, some, but not all, formulations merit the criticism. According to Schlick (1936, p. 341), for instance, “[t]he meaning of a proposition is the method of its verification”. For Ayer and Hempel, on the other hand, the principle provides a necessary and sufficient condition for meaningfulness. 


The reformulated criterion is certainly beyond reproach. It isn’t a doctrine about the content of statements, and doesn’t, a fortiori, identify their meaning with methods of verification. Its proponents will (sensibly) admit, for instance, that the statement ‘There is life on the moon’ is about the moon, and not about what we would do to establish its truth-value. Its (admittedly contentious) “dependence” on us is much more modest: to be intelligible, the (unabashedly lunar) state of affairs must be within our ken.


By way of pre-empting a sixth objection, note that verificationism doesn’t include an account of truth: it only constrains it. It certainly doesn’t identify truth with “an idealisation of rational acceptability” (Putnam, 1981), and is, consequently, compatible with metaphysical realism, the claim according to which the best theory, one which entails all true observation sentences and is simple, explanatory and elegant, may be false. An epistemically ideal theory may, of course, be justifiably believed: nothing to compromise verificationism here. But it isn’t logically guaranteed to be true. Justification, it may be claimed, is still worth its salt even if it is “only” conducive to truth.

VI

We need to clarify our maxim if we are to respond to the final objection. As Fitch (1955) has shown, the principle according to which all truths can be known (justifiably believed) entails the (absurd) claim that all truths are known (justifiably believed). To see this, suppose - by way of a reductio - that there is an unknown truth, p (reporting, for instance, the number of hairs on my head). The statement ‘p and no one knows that p’ can, ex hypothesi, be known (or at least justifiably believed). But this is absurd, since knowing the first conjunct invalidates the second. 


It is, in fact, possible to derive an actual contradiction from these assumptions, a derivation which is hard, if not impossible, to fault.
 The fact that the proof is intuitionistically invalid (Williamson, 1988) is of no real help. The almost equally objectionable p->~~Kp is intuitionistically impeccable (Percival, 1990). 


To meet the objection, the verificationist needs to repudiate the claim that every truth can be known. And initial appearances to the contrary, he can (Melia, 1991). Remember that verificationism is committed to the decidability of all (meaningful) sentences; not to the knowability of all truths. And Fitch’s proof only impugns the latter. It is not always possible to decide the truth-value of a statement (to have a justified opinion about it) while leaving it intact. Using a thermometer to measure the temperature of a liquid may change it (because of thermal equilibration). But one can then use the measured temperature to work out what the temperature would have been if one hadn’t carried out the measurement. So the temperature is decidable, even if the decision alters it. In this case, our inability to leave untouched the state of affairs we are investigating is contingent on a physical law. But sometimes the change is logically necessary. If I discover that p is true, I thereby render false the statement, ‘p and no one knows that p’. I also come to know that ‘p and no one knows that p’ would have been true if I hadn’t investigated, and this makes the statement decidable, and verificationistically acceptable.

VII

It might seem as if the principle has been watered down to such an extent that it has become a mere truism, lacking any philosophical significance. But this worry is easily quelled. Unlike the positivist’s criterion, the new one doesn’t rule out non-empirical warrant. But it is still far from trivial. Sextus’ sceptic, for instance, invokes the problem of the criterion to show that no statement can (logically) be justified. Every chain of justification, he notes, must be either circular, infinite, or terminating. And these, he argues, are all improper: they do not endow statements with genuine warrant. The (seemingly truistic) verificationist principle is incompatible with his conclusion, at least if we (uncontentiously) assume that some sentences are meaningful; that there are statements.


What can we conclude, having rebutted objections to the principle? Well, some may think the principle has now been made fairly credible. To be sure, when taking it to be a truism, its original proponents got a bit carried away. But, one may argue, remembering one’s reluctance to give it up when confronted with the (forceful) objections levelled against it, it is surely prima facie plausible; intuitively appealing. When the objections are rebutted, and we note that no counter-examples have been found - and not for want of trying - we may be warranted in thinking that the burden of proof has now shifted to the opponent.


This may seem too insouciant. But we are on very safe ground in claiming - more cautiously - that verificationism isn’t implausible, and should be contended with seriously, instead of being shrugged aside.

VIII

Having concluded that verificationism may well be true, we can now consider its applications. A doctrine may, of course, be used to state a truth, a philosophically interesting and important one in this case. But there are two derivative uses philosophers have thought verificationism could have. In this, I shall argue, they have been mistaken.


Verificationism is invoked against the sceptic in the form of a dilemma. If a statement is meaningful, it must be - at least in principle - rationally adjudicable. If, alternatively, it isn’t intelligible, it is not an instance of reality being hidden behind a veil; not a case of a state of affairs to which we have no access. Can the principle be invoked in this way? The answer is ‘No’.


The verificationist principle must be justified if it is to be invoked against the sceptic; it is hardly a truism. Now, there are statements which we regard as paradigmatically meaningful and the sceptic thinks cannot be decided (‘There is a tree in front of me’). These constitute prima facie counter-examples to the principle. If we accommodate them by showing that they are decidable, we will have refuted the sceptic, and the invocation of the principle against him will be otiose (Stroud, 1984, p. 201). If, alternatively, we attempt to defend the principle without appealing to its extensional adequacy - its success in classifying statements in accordance with our intuitions - we will need to provide very strong (theoretical) grounds, pertaining to the nature of meaning and the connection between thought and verification. It seems unlikely that such grounds will be forthcoming. Grand philosophical theories of this kind are bound to be very contentious, and unlikely to be credible without being shown to accord with our intuitions about particular cases. But this support will only be forthcoming once we are persuaded that - pace the sceptic - those paradigmatically meaningful statements are decidable.


This shows that the principle cannot be applied to statements which seem to make obvious sense. But what about its application to contentious cases once it has been shown to accord with our core intuitions? Can’t we use a well-confirmed hypothesis to decide disputed cases, as we do when we classify deuterium (D2O) as water, and pyrite as fool’s (rather than genuine) gold? Consider, for instance, interpersonal utility comparisons: “A’s utility in state x is higher than B’s in state y”. Such statements are not indisputably intelligible. Why not use the principle, once it has withstood the paradigm-case test, to argue that if they are undecidable, they are meaningless? This retreat, of course, deprives the principle of its central anti-sceptical role, but it doesn’t render it altogether useless.


This suggestion, too, is specious. The victory thus gained against the sceptic is Phyrrhic. By such an invocation of the principle we deprive the sceptic of his putative instances of things we cannot decide, but we do not vindicate any knowledge claims. True, the sceptic has to choose between a sentence being meaningless or decidable. But this is not a genuine dilemma for him. He will find the first horn quite congenial; it shrinks intelligible reality.


Have we failed in our attempt to apply the verificationist principle because its epistemic requirement is too weak? The answer is ‘No’. The original version fares no better. Because it is at least as strong as the new one, it will be at least as difficult to establish; at least as vulnerable to the sceptic’s putative counter-examples - paradigmatically meaningful sentences which are not testable.

IX


We now come to the second, seemingly promising, application of verificationism. The criterion is supposed to help us clarify our statements, and identify pseudo-problems and spurious doctrines. It will lead us, Carnap thinks, “to reject all philosophical questions, whether of metaphysics, Ethics, or Epistemology” (1934, pp. 21-2, original italics). Thus, the statement ‘The Absolute enters into, but is itself incapable of, evolution and progress’ is nonsensical, because “not even in principle verifiable” (Ayer, 1936, p. 49).


If the principle is to be used in this way, care is required. We must not invoke it to distort the way language functions. For instance, if we brand an ethical statement (‘It is wrong to kill’) as meaningless, we must find a plausible surrogate, a (non-literal) construal which will adequately reflect the use to which the (seemingly offending) statement is put. We will say, for instance, that it “is merely an expression of a certain wish...nothing else than a command in a misleading grammatical form” (Carnap, 1935, p. 24); an expression of the speaker’s attitude to killing. Because religious statements - literally construed - are untestable, they must be reinterpreted: a “religious assertion is used as a moral assertion”, Braithwaite (1955, p. 78) thinks.


Hume, too, seldom puts his semantic criterion to a radical use - to rule out as senseless some term or another. He thinks “‘tis more probable, that these expressions...lose their true meaning by being wrong apply’d, than that they never have any meaning” (1739, p. 162, original italics). More commonly, a term’s real meaning will be shown by his analysis; that which we misunderstand because we conflate ideas which closely resemble one another. The term ‘necessity’, for instance, does not refer to an objective feature of the world, but rather, to the determination of the mind to form an expectation about a future occurrence. So, similarly, “[w]e have...no idea of a substance, distinct from that of a collection of particular qualities, nor have we any other meaning when we either talk or reason concerning it” (1739, p. 16, my emphasis). 


Can the principle be invoked even in this restricted way? To see that the answer is negative, consider, first, Hume’s use of his semantic principle: “That all our simple ideas in their first appearance are deriv’d from simple impressions, which are correspondent to them, and which they exactly represent” (1739, p. 4, italics omitted). 


When Hume announces his failure to find a preceding impression and declares the putative idea bogus, the question naturally arises as to how he knows he has failed. I do not have in mind the suspicion that he hasn’t looked hard enough. Rather, we want to know how he has managed to reject as unsuited the candidate impressions he has considered. How, for instance, does he know that a uniformly red impression isn’t an impression of the self? A natural answer, indeed the only plausible one, is that it is his understanding of the term, his grasp of its meaning, which guides him. But how can this be? His verdict is that the term is meaningless! Hasn’t his attempt to invoke the principle somehow misfired?


The difficulty doesn’t stem from the empiricist character of the criterion. To see this we only have to note that Hume’s attempts to rule out as bogus putative ideas directly, rather than by searching for preceding impressions, are equally suspect. When reflecting upon the idea of an infinitely divisible space, for instance, Hume finds that “the idea of a grain of sand is not distinguishable, nor separable into twenty, much less into a thousand, ten thousand, or an infinite number of different ideas” (1739, p. 27, my italics). Instead of looking for the preceding impression, Hume considers directly the (putative) idea, and rules it out by invoking the nature of ideas: (finitely divisible) mental images. But if, as it turns out, he doesn’t understand the notion of an infinitely divisible space, how does he know that the idea of a grain of sand isn’t an idea of an infinitely divisible space? And if he does, the term is meaningful after all!


No preceding impression is sought when Hume rejects the (supposed) idea of an empty space: “the idea of space or extension is nothing but the idea of visible or tangible points distributed in a certain order; it follows, that we can form no idea of a vacuum” (1739, p. 53, my italics). Here, too, the same pressing question arises. How does Hume know that the putative idea of a vacuum is not that of “tangible points”? In judging that it has no matching idea he must be relying on his understanding of the term ‘vacuum’. And this shows that a rationalist encounters the same difficulty when he attempts to rule out putative ideas by appealing to their (imagist) nature. 


The same problem is engendered by the use of the verificationist principle to brand as meaningless undecidable statements. How, for instance, do we tell that no observation can so much as give us an inkling that the world has shrunk? When we attempt to show that all measurement results are evidentially irrelevant by pointing out that if the hypothesis is true, measuring instruments will have shrunk too, we are, surely, relying on our understanding of the statement; on our grasp of its meaning. This is the best explanation of our ability to deliver this verdict. But if this is so, it means that we cannot use the criterion to rule out the statement as nonsensical. If we end up judging that it is unverifiable, we have either misjudged (our ability to classify it belies our verdict), or encountered a counter-example to the criterion. 


When it comes to straightforwardly nonsensical statements such as ‘Colourless green ideas sleep furiously’, the situation is slightly different, but the conclusion is the same. Here, we correctly classify the statement as nonsensical. But we do not base our judgement on our prior recognition that nothing is evidentially relevant to it. Rather, we first classify it as nonsensical, and then conclude that it is untestable. Like a table, it isn’t the right sort of thing. So here, too, the verifiability principle doesn’t enable us to rule out illegitimate statements. 


In this application, too, our failure is not due to our having recourse to a weaker principle than that invoked by the logical positivists. The original is equally ineffectual. Ruling out non-empirical warrant alters nothing. Our ability to tell that a non-analytic sentence is empirically untestable, when it isn’t based on our recognising it as nonsensical, is best explained as stemming from our grasping its meaning. So in branding a sentence as meaningless, the old version, too, belies its own verdict.


There is no analogous problem about using testability for demarcating science from non-science.
 The difficulty is engendered by our attempt to invoke it as a criterion for meaningfulness. And it is insoluble. Verificationism, I conclude, may well be true. But it cannot be wielded to help us get clear about the meaningfulness of statements.
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�  Seeming counter-examples from quantum mechanics can also be dismissed. Our inability to know both the position and momentum of subatomic particles is nomological, rather than logical.


� It is interesting to consider in this context Hume’s semantic principle, correlating simple ideas with preceding impressions. How does it fare with respect to its own demands? If the principle is to vindicate itself, we must find preceding impressions for each of the relevant terms, ‘idea’ and ‘impression’. The first quest is straightforward. The idea of an idea, Hume says (1739, pp. 6-7), is a secondary idea; an image of a primary idea, which is, itself, a copy of an impression. So secondary ideas, too, “proceed...[albeit]...mediately,... from their correspondent impressions”. But the second term, ‘impression’, seems to confound the attempt. Is the idea of an impression (of some particular dog, say) simply the corresponding idea? How will we then distinguish (when philosophising, for instance) between the dog and its impression?


� From p^~Kp we infer <>K(p^~Kp), from which it follows (invoking the distribution of knowledge over conjuncts) that <>(Kp^K~Kp). But what is known is true, so we can infer <>(Kp^~Kp), which is a contradiction.


� Edgington (1985), too, accepts Fitch’s derivation as valid, and offers - as a verificationist surrogate for its offending premise, ‘p-><>Kp’ - one which has no paradoxical implications: ‘If actually p, then it is possible to know that actually p’. Here, the knowledge is sometimes essentially counterfactual: the proposition ‘p and no one knows that p’ cannot be known. But it is quite possible to know that if I hadn’t investigated, ‘p and no one knows that p’ would have been true.


� Can such theories be supported independently of their adequacy in reflecting particular cases? Consider the analogy with Kant’s transcendental realism. Is it independently justified and then adduced to justify our claims to a priori knowledge? Or, alternatively, does it draw its support from its ability to explain how such knowledge is possible, its existence being taken as datum? The latter suggestion is much more plausible.


� I am not endorsing this usage; merely pointing out that it is not vulnerable to the difficulty afflicting the application of the verificationist principle.
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