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Abstract

I describe an account of ontological categories which does justice to
the facts that not all categories are ontological categories and that
ontological categories can stand in containment relations. The account
sorts objects into different categories in the same way in which grammar
sorts expressions. It then identifies the ontological categories with
those which play a certain role in the systematization of collections
of categories. The paper concludes by noting that on my account what
ontological categories there are is partially interest-relative, and that
furthermore no object can belong essentially to its ontological category.

The aim of the following remarks is to give an explication of the notion of an
ontological category. Although this notion is central to ontology and meta-
physics (it is, after all, what these disciplines are about) it is hardly ever
carefully discussed. References to ontological categories are made frequently
and often at central places in philosophical discussion, but if we start to look
at attempts of actually defining what an ontological category is we are likely
to be disappointed. Moreover, the few attempts which we do find, and which
try to define ontological categories by appealing to such notions as general-
ity,! substitution? or criteria of identity® all face a particular fundamental
problem. The properties they (plausibly) ascribe to ontological categories
are not had by the items the definitions pick out. Whatever it is that is
defined there, it is certainly not the notion of an ontological category.* In
this paper I do not want to repeat criticisms of these definitions but set out
to do what they do not achieve: describing a theory of ontological categories
defining entities which actually have two central features of such categories
(which are both intuitively plausible and frequently referred to in the lit-
erature) and which will also explain why ontological categories have these
features.

'Norton (1977).

2Sommers (1963).

3Dummett (1981, 75-80).

4 An extended discussion of various attempted definitions of the notion of an ontological
category is given in Westerhoff, ch. 2.




1 Two features of ontological categories

What are these two plausible features of ontological categories? They are
the following:

DISTINCTNESS Not all categories are ontological categories.
STRUCTURE Ontological categories form a hierarchy.

Culinary implements, items of furniture, and different sorts of buildings
all constitute kinds or categories, but these are not the categories ontology
talks about. Ontology talks about abstract and concrete objects, about
individuals, properties and relations, about substance and accident, about
events, collections, tropes, facts and similar things, but never about cat-
egories as specific as knifes and forks, tables and chairs, or churches and
palaces.

This point is also noted by Hoffman and Rosenkrantz in their study of
substance. They remark that

not all kinds divide up the world in ontologically important ways.
Examples of kinds which are not ontological categories are: being
a green thing, being a triangular thing, being a widow and (the
disjunctive kind of) being a substance or an edge.’

This distinct place of ontological categories is stressed by Jonathan Lowe,
who furthermore gives it an epistemological gloss.

Categorial structure is an a priori matter. By contrast, taxo-
nomic relations between natural kinds are an a posteriori matter
of natural law. [...] [A] categorial scheme, being a priori, should
not be open-ended or provisional [...]%

Ontological categories are thus seen as differing in an important and well-
defined way from other categories. Ontological and non-ontological cate-
gories are fundamentally different sorts of things and the dividing-line be-
tween them is not just vague. Unfortunately this feature is not reflected
in the definition of ontological categories Hoffman and Rosenkrantz actually
give’ (Jonathan Lowe does not himself propose an explicit definition of what
an ontological category is but confines himself to enumerating various of the
properties such categories should have.). Their definition does not give us
the resources for formulating a clear criterion which allows us to distinguish
the ontological from the non-ontological categories.

SHoffman and Rosenkrantz (1997, 46-47).
5Lowe (2001, 185).
"Hoffman and Rosenkrantz (1994, 16-21).



To have such a criterion is of fundamental importance for ontology. Its
absence implies that we do not have a clear answer to the question why
certain distinctions are ontologically important while others are not. From
an ontological point of view it makes no difference whether something takes
ten seconds or ten minutes, but it does make a difference that it has a
duration at all. On the other hand it makes no difference whether something
is a spoon or a fork, nor whether it is some piece of cutlery or other. If we
admit that there is no clear answer to the question why ‘having a duration’
is an ontologically relevant feature while ‘being a piece of cutlery’ is not, we
may as well say that we do not know what we are talking about when doing
ontology. This would be just as problematic as it would be for logic if we
had no story to tell about the fundamental difference between logical and
non-logical notions.® The current account sets out to rectify this deficiency
by describing an account which incorporates a clear distinction between
ontological and non-ontological categories.

Apart from their distinctness from other kinds, ontological categories
are generally not assumed to be simply unrelated, disjoint sorts of things.
Perhaps the most obvious fact about systems of ontological categories is that
they are generally arranged in some sort of structure, often even depicted
in a tree-like diagram.® This structure is usually understood in terms of
class inclusion. Some categories contain others: the category of individuals
contains those of abstract and concrete objects, abstract objects in turn
contain properties, relations, sets and propositions, concrete objects material
objects and events and so on. The basis of this structure is the assumption
that objects in different categories can share properties: material objects
and events are both located in time; properties and relations have the one-
over-many property, sets and propositions cannot be created or destroyed.

This hierarchical structure of ontological categories is another feature
traditional accounts fail to account for.!® They do not have the resources
for explaining that ontological categories can be related in a tree-like manner.
The categories they define are all of the same level of generality and therefore
do not form a hierarchy. At best this constitutes a subset of the set of
ontological categories, but it cannot possibly be comprehensive. This further
divergence between plausible assumptions about ontological categories and
the actual properties had by items which the supposed definitions of such
categories pick out is the second problem which the account presented in
this paper avoids.

Whether we believe that the examples of ontological categories men-

8For example in terms of invariance properties as discussed by Tarski (1986), McGee
(1996), van Benthem (1989).

®For some examples see Chisholm (1996, 3), Lowe (2001, 181), Grossmann (1992, 87)
and Hoffman and Rosenkrantz (1997, 48).

101t is particularly problematic for accounts based on criteria of identity proposed by
Dummett (1981, 75-80), Wiggins (1971, 27-40), and Stevenson (1975).



tioned above are indeed such categories, or whether we think that they are
actually related by containment in the way described is not important for
our argument. These positions, all of which are defended at different places
in the recent ontological discussion are merely introduced for the sake of
illustration. My argument only demands that any theory of ontological cat-
egories implies the two features of distinctness and structure, but not that
it does so in any specific way. My exposition of the notion of an ontological
category is designed to do justice to these two metaontological assumptions,
but not to any assumptions which may be held on the ontological object-
level.

2 Two assumptions about types

My exposition of the notion of an ontological category is based on two
methodological assumptions about types of things.

1. Types of things are defined in the same way as types of expressions.

2. Types of things can be systematized.

The first assumptions suggests that our knowledge of the different kinds
of objects there are in the world is generated in a way which is structurally
analogous to that in which knowledge of the different types of expressions
of our language is produced. Types of objects are like linguistic types, with
the difference that they are not classes of expressions, but classes of non-
linguistic items. Expressions are frequently sorted into types by considering
substitution-patterns in sentences. I want to argue that constituents of
states of affairs (which are bits of the world, not bits of language) can be
sorted in a similar way by considering substitution-patterns in states of
affairs.

Once this is done we have a collection of different types of things. But
not all of these can be ontological categories; some of them will be the
‘too specific’ categories of tables, chairs etc. mentioned above. The idea
is to identify the set of ontological categories with a special subset of the
types of things. This subset plays a central role in the systematization of
types. The concept of a systematization of types is not something which
is readily encountered when considering linguistic types. The underlying
intuition is that sets of types can exhibit redundancy: some of the types can
be dispensed with because they (or something very much like them) can be
generated from the remaining types together with some suitable construction
operation. Systematizing a set of types therefore means cutting it down to
a proper subset and then introducing a construction operation which allows
us to regain the lost types, or at least some plausible substitutes for them. 1
want to identify ontological categories with types of things which are in this



subset, i.e. with those types of things which can in some suitable sense be
regarded as having the capacity of generating all the other kinds of things
in the world. We will also call this subset a basis of the set of types.

The remainder of this paper will be concerned with spelling out the un-
derstanding of types of things in terms of substitution-types and the concept
of a systematization of a set of types in greater detail. It will then be shown
how the notion of an ontological category which emerges from this satisfies
the two conditions of distinctness and structure.

3 Types of expressions and types of things

3.1 Substitution in grammar and ontology

The substitutional account of types of expressions or grammatical categories
is certainly the most straightforward and the most standard.!! The idea
behind it is that two words belong to the same grammatical category if
we can take a sentence in which the first word occurs and substitute the
second for it (and vice versa) and the result is still a grammatical sentence.
Thus we see that only a certain group of words will go into the blank to
make ‘... can be very annoying’ a grammatical sentence. Another group
will go into ‘Many people like to ... and yet another into ‘Joe buttered
the toast ...". Members of the first group will be words like ‘linguistics’ or
‘satsumas’, while those going into the second blank will be e.g. ‘swim’ or
‘live’, while those in the final one are expressions like ‘quickly’ or ‘carefully’.
We will call the first group nouns, the second verbs and the third adverbs.
Of course the idea is not that for example only words which go into the first
blank constitute the grammatical category of nouns, but rather that we can
construct enough similar contexts which will all together allow us to pick
out the nouns by intersubstitutability.

The idea of defining types in terms of substitution-classes also made its
way into ontology, most importantly in the work of Gilbert Ryle.'? Ryle,
however, does not consider grammaticality but meaningfulness. He argues
that certain substitutions in a sentence just affect its truth-value (that is
they turn it from a true sentence into a false sentence or vice versa) while
others affect its meaningfulness: they turn it from a meaningful sentence
into a meaningless one. Or, to put it differently, only certain ways of filling
the gap in a sentence-frame will produce something which can be true or
false; for other substitutions the result will not have a truth-value. Ryle then
equates ontological categories with types of things picked out by expressions
intersubstitutable salva congruitate.'3

1 Bradford (1988, 60, 62), Oliver (1999, 250-251).
Ryle (1938), Ryle (1949).
13See Sommers (1963) for a further development of this idea.



We will not be concerned with this way of utilizing the notion of substi-
tution for developing an account of types of things, not only because Ryle’s
account faces serious problems.'* We consider substitutions in the world
rather than in language because this ensures a certain degree of indepen-
dence of our account of ontological categories from linguistic considerations.
Rather than considering cases where expressions cease to be meaningful
when intersubstituting subexpressions we are concerned with collections of
constituents of states of affairs which cease to ‘fit together’ into a state of
affairs once certain constituents have been substituted for others.

Substitution in states of affairs

But what exactly do we mean by talking about substitution in states of
affairs? This may sound obscure at first, but the underlying idea is in fact
very simple. Suppose someone asserts that ‘Adam loves Becca’ and someone
else replies ‘No, it’s Charles rather than Adam’. What the second speaker
means is that it is not the state of affairs in which Adam loves Becca which
obtains, but rather a similar one, in which Charles takes the place of Adam
(that is, the state of affairs in which Charles loves Becca). We might also
want to say that the latter state of affairs is the result of substituting the
individual Charles for the individual Adam in the state of affairs in which
Adam loves Becca. Similarly we can regard the state of affairs in which
Charles admires Becca as the result of substituting the relation of admiring
for the relation of loving in the state of affairs in which Charles loves Becca.

It is now important to note that the ability of a collection of objects to
go together in forming a state of affairs is not stable under substitutions.
Consider Lego blocks. For some collections of Lego blocks you can build
some single Lego structure which uses all the blocks. But if you exchange
some blocks for others, this is not necessarily the case any longer. It may
be the case that either you cannot build any structure at all, since the new
collection of blocks does not fit, our you might be able to build something,
but be unable to use all the blocks. The very same thing can happen with
states of affairs. Take the three objects Adam, Becca and the loving relation.
They can form a state of affairs together. (In fact they can form two: that
Adam loves Becca and that Becca loves Adam). Now substitute the loving
relation by the relation ‘have 3 as their greatest common factor’. There is
no state of affairs which consists just of Adam, Becca, and this relation,
now matter which order we arrange the elements in. The relation is of the
wrong type: it is a relation between numbers, whereas loving is one between
persons. Similarly, consider substituting the loving relation by the property
‘is male’. There is no state of affairs consisting just of Adam, Becca and ‘is
male’ either, since ‘is male’ takes only one individual, whereas ‘loves’ takes

Smart (1954).



two. Parts of the collection of Adam, Becca and ‘is male’ can go together
to form a state of affairs, but the whole collection cannot.

We should stress at this point that the idiom of constituents of states
of affairs fitting together is not just a facon de parler for words fitting
together to form meaningful sentences. We could not just transpose the
discussion of what states of affairs could obtain to what sentences make
sense. States of affairs and meaningful sentences are closely related but
differ in important ways. It is not the case that if some objects a,...,n fit
together to form a state of affairs there is a meaningful sentence containing
expressions referring to the a,...,n: our language might not contain names
for all the constituents. It is not even the case our language always could
contain such names. Depending on the extent of one’s Platonist inclinations
one might want to claim that all relations between the real numbers (or
some other set of the same cardinality) constitute states of affairs. But
names being finite strings of symbols, there are not enough of them to go
around for every real number. Nor is it the case that if a sentence picks out
a state of affairs with constituents a, ..., n there are expressions referring to
a,...,n in the sentence (none of the parts of an equation a Godel number
picks out correspond to the digits in the Gédel number). States of affairs
and sentences stand in a close structural relation, but not in one which is so
close as to make them identical for our purposes.

This does not mean, however, that we cannot use information about sen-
tences in order to gain knowledge about whether certain objects referred to
by subsentential components can be joined into states of affairs. Grammai-
icality (or rather the lack of it) can be some indication: that the relations
of loving and sitting between belong to different types can be inferred from
the fact that ‘sits between’ cannot be plugged in for ‘loves’ in ‘Adam loves
Becca’ salva congruitate. Meaninglessness is another one: we can argue that
being prime and being green belong to different types since ‘green’ cannot
be intersubstituted with ‘prime’ in ‘17 is prime’ salva significatione. Note
that the meaningless sentences we consider for these purposes are a very re-
stricted class, namely just those sentences which are grammatical and where
the meanings of all the constituent expressions are clear, but which still lack
meaning as a whole.

Taking the difference between states of affairs and meaningful sentences
into account we realize that some recourse to linguistic information does
not imply that our exposition of the notion of an ontological category is
fundamentally linguistic, in particular since we do not rely only on linguistic
evidence.

Our ability to imagine possible but not actual states of affairs is a fur-
ther source of information about the joining behaviour of their constituents.
None of us have ever encountered states of affairs featuring pink elephants,
talking donkeys or worlds with four spatial dimensions. But we find it quite
possible (with a bit of practice in the last case) to imagine what such states



of affairs would be like. In other cases, however, we fail no matter how hard
we try: even considerable practice does not supply us with a sufficiently
clear impression of what a state of affairs containing a green prime number
or the square root of a symphony would be like. In cases like these we do
not get behind the mere words to ascertain the referents of the respective
sentences.

There are thus at least three ways of finding out about the joining be-
haviour of constituents of states of affairs: by considering grammar, by
considering meaninglessness and by considering our imaginative capacities.
The reader will have noticed that I have not made any statement about
what underlies the fact that some constituents of states of affairs can go
together while others cannot. I have described ways in which we can acquire
knowledge about it, but I have been silent about what is actually behind
the whole thing. What makes it the case that only certain bits of states of
affairs fit while others do not?

One possible answer could appeal to essential properties of objects.
Numbers, it could be argued, are essentially non-spatial, and since every-
thing which has a colour must be spatially extended the property ‘being
green’ cannot apply to any number in a state of affairs. Which object goes
together with which other objects in states of affairs then would be taken
to be a direct consequence of the different objects’ inner nature. But note
that this is not the only possibility of explaining joining behaviour.

Another explanation could appeal to neurobiology. The assumption
would be that our brains are set up in such a way that certain concepts
just cannot be combined. Our inability to imagine certain states of affairs
would then not have anything to do with the essential properties of the
objects involved, nor would it be a reflection of lack of imagination on our
part. It would be the case that it is biologically impossible for us to make a
connection between certain mental representations. This could be explained
by the fact that particular representations necessitate certain codings in the
brain, and that the neuronal structures brought about by these codings can-
not be merged, due to the way our brain is constructed. The impossibility of
imagining a particular state of affairs would be the same kind of impossibil-
ity as that of learning a language which violated certain language universals:
an impossibility resulting from the hard-wiring of our brains.'

Finally we could try to explain the different joining behaviour on purely
linguistic grounds. Once we have expressed the ‘deep structure’ or ‘logical
form’ in a suitable way we see that the sentence ‘The number seven is green’
is just as ungrammatical on the ‘deep’ level as ‘Caesar is and’ is ungram-

151 do not claim that there is actually any neurobiological evidence for such a foundation
of inconceivability in brain structure. The sole purpose of this hypothesis is to show that
appeal to essences is not the only possible way of explaining information about joining
behaviour acquired via considerations of imaginability.



matical on the surface level.'® That only certain bits of states of affairs fit
together would then have nothing to do with either the essences of objects
or with the way our brains work, but would be a result of facts about the
‘deep grammar’ of the language employed for speaking about the world.!”

Now which of the three explanations, if any, is the right one? This
is a deep and difficult question to which I do not pretend to know the
answer. For this reason I set up my theory in such a way that answering it
is not necessary for arriving at an account of ontological categories. I treat
the ‘fitting relation’ between constituents of states of affairs as primitive
and develop a theory on this basis. Given the fundamental epistemic and
semantic role of states of affairs'® this relation seems to be sufficiently well-
entrenched in our cognitive lifes to make it an interesting object of study.
Since I was able to describe some possible ways in which knowledge about
this relation could be acquired its epistemological background should be
sufficiently clear for further investigations. But its ontological background
is far from clear. It could be a manifestation of facts about essence, or
brains, or deep structure, or something else completely. It is therefore so
important for my account that it relies on information about this primitive
‘fitting relation’ only.

It might be useful to compare our approach to some other ‘structuralist’
theories in philosophy, which are similarly restricted to a single primitive
relation. Carnap bases the ‘logical structure of the world’ on a primitive
relation of ‘recollection of similarity’ between elementary experiences and
sets out to construct all other phenomena, among them individuals and
properties, the space-time world, physical and psychological objects from
this.!? In a similar vein theories of ‘particularized individuals’ or tropes aim
to construct all sorts of metaphysical entities based solely on a resemblance
relation between tropes.?® Now none of these theories sets out to deny
that there is something else in the objects (the elementary experiences or
the tropes) which is responsible for the similarity relation holding between
them. The point is rather that all our epistemological access has to proceed
via the similarity relation — what is behind it is either epistemologically

16Such a view of formal languages was famously held by Carnap (1959, 68).

"Note that whichever option we go for, we have a way of explaining what our judgement
that the number seven and the colour green cannot go together in as state of affairs is
about that does not appeal to the ontologically rather problematic notion of an impossible
state of affairs. In the first case the objects of our judgements are the respective essences
of the number seven and the colour green, in the second case we talk about the structure
of neuronal representations and how they relate to the structure of our brain and in the
final case we refer to consequences of the ‘deep’ grammatical rules of the language we
speak.

18Westerhoff, 98-122.

9Carnap (1928).

20For an account of trope theory which treats tropes in much the same way in which I
treat states of affairs see Bacon (1995).



inaccessible or not sufficiently clear to build a theory around it. Carnap
can agree that something makes the elementary experiences resemble one
another, but what this is is not clear to us. The tropist does not have to
deny that there might be something which makes all the red tropes resemble
one another, but he claims that the only way of developing an account of this
has to be based solely on the similarity relation between tropes. Restricting
ourselves to the primitive relation is therefore as good a starting point for
our theorizing as we can get, and the aim is to find out how far we can make
it from there.

The same motivation is behind our restriction to a ‘fitting relation’ be-
tween constituents of states of affairs in order to develop an account of
ontological categories. There might be all kinds of things responsible for
such fitting (facts about essences, about brains or about deep structure),
but it turns out that not of these are sufficiently clear for developing a satis-
factory theory of ontological categories.?! We will therefore bracket further
other considerations as far as possible and proceed by developing a theory
of ontological categories based on a single primitive relation.

4 Generating types from substitution-patterns

We have now seen that certain collections of objects fit together to form
states of affairs, while others do not. How does this help in sorting objects
into types?

Let us say that two objects belong to the same type if there is a state
of affairs containing the first as a constituent and the result of substituting
the second for it is also a state of affairs. So Adam and Becca will belong
to the same type, since substituting Becca for Adam in the state of affairs
that Adam loves Becca gives us the one in which Becca loves Becca, which
is a state of affairs as well. The number 17, however, will not belong to this
type since it does not ‘fit into’ the place of Adam: that 17 loves Becca is
not a state of affairs.

We will call this the weak conception of types. It is weak because it only
demands intersubstitutability in at least one state of affairs to ensure that
two constituents belong to the same type. The strong conception, on the
other hand, demands intersubstitutability in all states of affairs.

The distinction between these two kinds of types is familiar from gram-
matical accounts of defining categories of expressions by substitution. A
simple way of doing this assigns two expressions to the same grammatical
category if all sentences in which the one occurs remain sentences if we
exchange it for the other.

21 For some criticism of attempts of building such a theory around the notion of essence
or deep structure see Westerhoff, chapter 2.

10



Unfortunately this criterion does not always give us what we want.
Words which intuitively belong to the same grammatical category, such as
‘Boolean algebra’ and ‘Wednesday’, which are both common nouns, can be
shown to belong to different categories by suitable sentence-frames. ‘I visited
my aunt last Wednesday’ is grammatical, while we would be hard pressed
to say the same of ‘I visited my aunt last Boolean algebra’. Of course this is
just a problem for strong types. So what about picking weak types instead?
Obviously a single context cannot do, else ‘the violin’, ‘while it is raining
outside’ and ‘because he is bored’ would all turn out to belong to the same
grammatical category since they can all be plugged in for the blank in the
sentence-frame ‘Peter plays ...’ to produce grammatical sentences. Thus we
need more than one context. Unfortunately it is very difficult to give a pre-
cise answer as to how many one needs if intersubstitutability is to work as
a criterion for picking out grammatical categories. Grammarians generally
avoid this problem by adding further criteria (such as morphological or se-
mantic considerations) to supplement the account of grammatical categories
in terms of intersubstitutability.??

Weak and strong types have different structural properties. Strong types
constitute a partition on the set of constituents of states of affairs: every
constituent belongs exactly to one type. Weak types will generally exemplify
a containment structure, so that constituents can belong to more than one
type. Indeed on the assumption that there are parts of states of affairs
corresponding to what are sometimes called ‘high predicates’, such as ‘is
self-identical’, ‘can be thought about’, ‘may be referred to by a meaningful
sentence’, everything will be intersubstitutable in states of affairs containing
these. Substituting any other object (including the number 17) for Becca in
the state of affairs that Becca is self-identical is also a state of affairs. Thus
there will be types everything belongs to. On the weak conception of types
each constituent of a state of affairs is typically a member of several very
inclusive types (such as the type of all self-identical objects), as well as of
other, more specific types included in these (such as the type of persons).
On the strong conception of types, on the other hand, there will only be the
more specialized types, since types cannot contain one another. Because
we want to develop a conception of ontological categories which satisfies
the structure condition it is natural to concentrate on weak types. They
are already equipped with a ready-made containment structure whereas in
the case of strong types such a structure would have to be subsequently
introduced.

But we cannot without further ado equate ontological categories with
weak types without violating the distinctness condition. This is because
some of the more specific types will be too specific to qualify as ontological
categories. Remember that for some objects to constitute a weak type it is

*2See e.g. Bradford (1988, 63).
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sufficient that there is one state of affairs such that they are all intersubsti-
tutable in it. Therefore a single state of affairs with a particular property as
a constituent which only takes objects from a very restricted set will make
this set into a weak type.

Take an example. Consider the state of affairs denoted by the statement
‘Peter was gated’.? We cannot simply intersubstitute any other person for
Peter in this state of affairs since the property ‘to gate’ only takes Oxbridge
undergraduates as arguments. Just a non-person could not love anything,
a Non-Oxbridge undergraduate could not be gated. Being gateable presup-
poses being an Oxbridge undergraduate, so it is inconceivable that someone
lacks the latter property while still having the former. But if we identify on-
tological categories with weak types, it will turn out that since any Oxbridge
undergraduate (and nothing else) could take the place of Peter in the state
of affairs that Peter was gated, there is a weak type consisting of all and
only the Oxbridge undergraduates. But we will hardly want to say that
these form an ontological category!

A closely related point is already present in Smart’s criticism of Ryle
who argues that on the latter’s proposal even tables and chairs would consti-
tute ontological categories, since only names of chairs could be meaningfully
plugged in for the blank in such sentences as ‘... has a hard seat’.?* In fact
this is quite a widespread phenomenon. The property of having a green back
door is only applicable to buildings, the property of having more than 200
pages only to books, and that of being abelian only to mathematical groups
or categories. So all of these would have to be considered as ontological
categories as well. But this is clearly not in harmony with the condition
of distinctness described above. What we need therefore is a procedure for
identifying all the too specific weak types of constituents of states of affairs
in order to retain only those which are sufficiently unspecific to qualify as
ontological categories.

Thinking about what distinguishes the more specific from the less spe-
cific types suggests an answer. It becomes apparent that all the more specific
types are only there because the less specific ones are. There is a sense in
which types containing Oxbridge undergraduates, or buildings, or groups
are parasitic upon other, less specific types, namely those containing per-
sons, or material objects, or sets. They rely on these other types for their
existence. These very specific sets are also in a certain sense redundant: if
all the Oxbridge undergraduates, all buildings and all groups suddenly van-
ished overnight, but persons, material objects and sets were still around, the
loss would not be considered fundamental. It would not have affected the
ontological richness of the world. We could still regain the lost categories

23The verb ‘to gate’ means, according to the OED ‘to confine an undergraduate at the
Universities of Oxford or Cambridge to the precincts of the College, either entirely or after
a certain hour’. See also Stubbings (1991, 26).

2Smart (1954).
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from the ones which are still there.

The fundamental idea I want to use in this exposition of the notion of
an ontological category is that systems of weak types can be systematized
by constructing some of the types from other types. I will then argue that
only the types used in these constructions, types which constitute the con-
structional basis of the set of types, should be considered as fundamental
and therefore as ontological categories.

It is this consideration of constructing types from other types which
distinguishes my account of ontological categories from those of Ryle and
Sommers. First of all constituents of states of affairs are sorted into types —
this is still very close to the Ryle-Sommers account in terms of substitution
criteria. However, as we saw above, this is only the basis for a theory of
ontological categories, but cannot constitute the whole account. Types like
those discussed by Ryle and Sommers include some which are far too specific
to constitute ontological categories. Therefore we have to find some way of
‘filtering out’ these too specific ones in order to arrive at a satisfactory
definition of the set of ontological categories. This is done by appealing
to the notion of construction of types, something which is not part of the
account of types given by Ryle and Sommers.

But what exactly is the construction of types from types? Let us now
turn to the description of this notion in greater detail.

5 Constructing types

5.1 Two kinds of construction

First of all it is important to note that there are two fundamentally dif-
ferent kinds of constructions which I will call replacement construction and
surrogate construction. The two can easily be distinguished by considering
an example from chemistry. Suppose we have three chemical substances,
Natrium, Chlorine and Natriumchloride and get rid of the Natriumchloride.
Afterwards we produce some of the Natriumchloride from the Natrium and
the Chlorine. The substance we got rid of initially has been replaced and the
collection we end up with contains the same chemical substances (although
in different amounts) as the original collection.

Now consider the different case of having a collection of three substances
A, B and C. Again we get rid of C. This time, however, we use A and B to
produce some substance D which has a different chemical constitution from
C but resembles it in several important respects. D thus acts as a surrogate
for C.

Replacement constructions will be familiar from logic. For example if
we want to systematize some set of logical truths we get rid of all but some
of them (‘the axioms’) and use some constructional operations (‘the rules
of inference’) to reconstruct them from the axioms. Similarly in giving a
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recursive set of syntactic rules for constructing well-formed formulae of our
logical language we show how the endless variety of logically complex formu-
lae can be constructed in a step-by-step manner from the atomic formulae
together with the specific rules of formation.

It might be argued (at least if we have any structuralist leanings) that
surrogate constructions are frequent in the foundations of mathematics,
where real numbers are constructed as sets of rationals, natural numbers
as pure sets, points as sets of volumes or volumes as sets of sets of sets of
points. Regarding these we would want to say that neither numbers nor
volumes nor points are sets, but that the constructs in question behave in
all important (i.e. mathematical) respects just like the originals they are
intended to replace.

The relation between construct and original is not completely straight-
forward. It might for example be initially convincing to demand an exten-
sional identity of the expressions referring to the construct and the original.
Something would be a good construct of an original if what is true of the
original is also true of the construct, and vice versa. This was advocated by
Carnap, who argued that the fact that some a can be constructed from b
and ¢ meant that each expression referring to a can be replaced by one refer-
ring to some construct from b and ¢ salva veritate.?® For example, Carnap
argues that whenever we refer to prime numbers we can also refer to natural
numbers having the property of being divisible only by 1 and by themselves.
But in fact demanding substitutability salva veritate is far too restrictive.
As Goodman has shown, this is obvious in the case of identity-statements
involving constructs and originals.?® To know whether replacing ‘point’ by
‘set of volumes’ in ‘a point is the same as a set of volumes’ changes the truth-
value of the statement we first have to know its truth-value. Once we do
know it, however, we no longer need to appeal to the notion of extensional
identity to see whether they really are the same. Thus the ‘test’ presupposes
what it is supposed to show. It is furthermore important to note that this
problem will not just arise in the case of identity-statements but also in the
case of all statements depending on such identity-statements. To determine
whether replacing ‘point’ by ‘set of volumes’ in ‘a point has no members’
changes the truth-value of the statement, for example, we first have to know
whether points really are the same as sets of volumes.

The failure of extensional identity of construct and original is in har-
mony with the fact that we often give different extensionally non-identical
constructions of the same original, as in constructing a point as a set of vol-
umes or as a pair of intersecting lines. We can thus agree that far from being
identical with the originals the constructs are in many respects quite differ-

Z5Carnap (1928, 47).
?6Goodman (1951, 8). See also Quine (1976).

14



ent.2” The point of devising a construction ‘consists not in showing that
a given entity is identical with a complex of other entities but in showing
that no commitment to the contrary is necessary’.?8 The important point in
determining whether something is a construction of an original is therefore,
as Goodman notes, that the truth-value of the sentences we ‘care about’ is
preserved.? The existence of extensionally non-identical constructions of
the same objects is evidence enough that there are always some sentences
we do not care about. In the above case, for example, we do not care about
whether points have members. Similarly in the case of set-theoretical con-
structions of the natural-number sequence we do not care about whether
the number 2 is a member of the number 4 (which is the case with von Neu-
mann’s but not with Zermelo’s construction).

5.2 Construction in ontology

Let us now consider a simple example of a surrogate construction of a weak
type from other weak types. Take the case of events. Events are identified
as a weak type by noting that certain parts of states of affairs such as ‘the
battle’, ‘the funeral’ and so on can form states of affairs with other parts of
states of affairs such as ‘was interrupted twice’ or ‘lasted for two days’ and
that this fact distinguishes them from other parts of states of affairs. These
parts constitute a type, and intuitively we will want to say that this is the
set of events. The aim is now to construct this type from other types.

Jaegwon Kim suggested a way in which this could be done.3° He equates
events with ordered triples of individuals, properties and time-instances.
The individual is the bearer of the property which is exemplified by that
individual when the event occurs. Thus the event of me lighting a candle is
spelt out as the triple consisting of the candle, the property of its being lit
and the particular time when this happened. Kim uses this account amongst
other things as a basis for a theory of criteria of identity for events and for
analyzing their role in causal contexts. We are here interested not so much in
whether this account is completely satisfactory, but rather in the underlying
thesis that if it is and if we have types containing individuals, properties,
time-instances and the set-theoretic membership relation, the type of events
can be dispensed with. The idea is therefore that the existence of events
does not contribute anything genuinely new to the kinds of things there are:
events are just a special configuration of other kinds. Therefore the type of
events will can be constructed out of other types and will therefore not be
regarded as an ontological category.

Similarly we might want to say that rational numbers behave quite dif-

%See Gottlieb (1976, 59).
2 Goodman (1951, 29).
2Goodman (1951, 23).
30Kim (1976, 161).
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ferently from integers (after all, this is why they have been introduced) but
there is a sense in which this difference of behaviour which makes them into
a different kind of number is not fundamental. Tt does not mark a diversity
which could not be achieved in a world in which there are only integers and
the pairing function. The different behaviour shown by the rationals is the
very same thing as the different behaviour shown by equivalence classes of
pairs of integers. On the basis of this reduction we will therefore want to say
that the rational numbers do not constitute a genuinely new kind of entity
in a world with integers and the pairing function.

Furthermore, note that e.g. in claiming that events do not qualify as
ontological categories we do not imply that some particular events (such as
the battle of Leuthen or Victor Hugo’s funeral) do not belong to any onto-
logical category, since the category of events is not granted such a privileged
title. Everything belongs to some ontological category. If we follow Kim’s
line, these events are all particular kinds of sets (i.e. ordered triples) and
the category of sets is the ontological category they belong to. This holds
for members of constructed types in general: the ontological category they
belong to is one of the types it has been constructed from.

My theory is not just committed to the constructability of relatively
general types, such as events, but also to that of more particular ones, such as
tables, chairs or buildings. Given their greater specificity the constructional
processes for these are much more intricate than those required in the case
of events. Surrogate constructions of tables, chairs and buildings cannot
be just regarded as complexes of physical objects, but will presumably also
have to include some psychological items, such as the human intentions that
the lump of physical stuff is to serve as something to sit on or to live in.
This, however, is not a qualitative, but only a quantitative difference. In the
same way in which the construction of imaginary numbers out of pure sets is
more complicated than that of the integers, that of more specific categories
is more complicated than that of less specific ones. There is, however, no
difference in the nature of the different constructional processes involved.

5.3 When is a construct adequate?

Considering the original event and the construct ordered triple which is sup-
posed to be a surrogate for it we realize that their features properly overlap.
There are some features which the original has but which the construct lacks
(events start and stop, sets are timeless), some features of the construct are
not had by the original (ordered sets have members, events do not), and
some are shared by both (both the set and the event involve properties and
individuals). The features they share will determine whether a construc-
tion of an original is adequate or not. To give a precise specification of the
amount or nature of the features the two must share to make something an
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adequate construct is surprisingly hard in the general case.3' The extent to
which one can give precise criteria for the adequacy of a construct depends
crucially on how precise our understanding of the original is. In the case of
arithmetic, for example, nothing is an adequate construction of the natural
numbers which does not satisfy the Peano axioms. A construct contain-
ing only finitely many items, or one where two items could have the same
‘successor’, can under no circumstance count as an adequate substitute for
the natural numbers. The Peano axioms thus provide us with a necessary
condition for the adequacy of constructs in the case of natural numbers.
Unfortunately, such necessary conditions cannot always be formulated with
this degree of precision. However, we might get something less precise but
still useful. It seems evident that any construct which is supposed to act as
a substitute for events must somehow incorporate the fact that they exist
in time.3? Similarly anything which can go proxy for buildings must fulfil
certain minimal conditions. The notion of an essential feature, of something
an object cannot lose without ceasing to be that very object, suggests itself
here. The natural number structure cannot lose the features described in
the Peano axioms, events cannot stop being in time without ceasing to be
events, and so on. We might therefore say that something is an adequate
construct of some original if it has all the essential features of the original.
This criterion is of course only as clear as our conception of the essential fea-
tures of the original under consideration. If these are relatively well-defined
we seem to get round problems such as the ‘unicorn-construction’ discussed
by Gottlieb.3? The idea there is that we have a set-theoretic construction of
the natural numbers which is completely standard apart from the fact that
the successor-function S’'zy is defined as (z = y A (3z)(Uz)) V Szy, where
U stands for the property ‘being a unicorn’. This construct is extensionally
equivalent to the standard one: all sentences true in it are also true in the
unicorn-construct. The problematic thing about the unicorn-construct is
that it entails things the standard construct did not entail. For example the
truth that no number is its own successor ((Vz)—(z =z A (3z)(Ux)) V Szx)
entails that there are no unicorns (—(3z)(Uz)). It is clear that we must
find some way of ruling out this kind of construction. If the natural number
structure has any essential features at all, not entailing anything about uni-
corns is one of them. The unicorn-construct therefore cannot be an adequate
construct of the original natural number structure.

31See Gottlieb (1976, 67-69) for some attempts.

321t might be argued that this shows Kim’s construction does not work: sets, being
abstract, cannot be in time and thus cannot act as surrogates for events. Two ways
of repairing this immediately suggest themselves. We might use a different composition
operation instead of set formation which does not generate abstract objects (such as
mereological fusion), or we could opt for an interpretation of set theory which supplies
sets with spatio-temporal locations (for example along the lines of Maddy (1980)).

33(1976, 64).
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6 The resulting picture

Now the idea of construction has been clarified we realize how the problem
of the too specific weak types is to be avoided. We select a proper subset of
the set of weak types and use this to produce surrogate constructions of the
remaining objects in the set. These objects will possess all the essential fea-
tures of the weak types they are supposed to replace. We will then consider
only those weak types which can function in this way as a constructional
basis to be ontological categories.

How do we know that the weak types we end up with are really less spe-
cific than the ones we have discarded? This is evident from what it means to
construct one object from another one. For an operation to be a construction
operation it must be complexity increasing, rather than decreasing. Roughly
speaking, an operation is complexity increasing if it makes more complex
objects out of less complex objects, rather than the other way round. Ob-
vious examples of complexity increasing operations are encountered when
constructing sets from their members, constructing the concept ‘bachelor’
from ‘male’ and ‘unmarried’, or constructing molecules from atoms. De-
creasing operations work the other way round: they produce members from
the sets containing them, ‘male’ and ‘unmarried’ from ‘bachelor’ and atoms
from molecules.

The difference between complexity increasing and complexity decreas-
ing operations can be made more precise by considering the complexity of
algorithms or instructions for generating objects.3* It is straightforward to
calculate the complexity of these algorithms in terms of the number of com-
putational steps and the memory capacities needed. For each object call
the least complex algorithm generating it its recipe. Now an operation is
complexity increasing if the recipe of its input is always less complex than
the recipe of its output, and complexity decreasing if it is the other way
round. For an example consider the following two simple operations O and
O9 which take pure sets as inputs. O; returns for any set ¢ the output {¢},
Oy makes ¢ out of inputs of the form {¢}. Now clearly if the complexity of
the recipe of some set is n, that of the recipe of the result of applying O; to
it will be greater than n and that of the recipe of the result of applying O2 to
it will be smaller than n. Operations which use Oy are therefore complexity
increasing, those which confine themselves to Oy complexity decreasing.

So my account demands that operations constructing weak types out of
weak types are complexity increasing. What is the argument for this? My
main concern here is a desire for qualitative economy regarding composi-
tion operations. We can achieve the same compositional results by using
complexity increasing operations we get by using increasing and decreasing
ones, but not by using decreasing operations alone. Consider an exam-

34See e.g. Chaitin (1987a), (1987b).
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ple from chemistry. Suppose we have some collection of atoms and some
molecules consisting of atoms of this kind. If we want to select some subset
of the collection and construct all other members of the collection from the
subset employing some compositional operation there are two ways of doing
this. We can choose a complexity increasing operation which synthesizes
all the molecules from the set of atoms. Or we can take a set of molecules
(which contains a sufficiently large variety of atoms as constituents), break
them up into their constituent atoms and then assemble all the remaining
molecules from these. In this second case we employ first a decreasing and
then an increasing operation. Just using a decreasing operation would not
be sufficient in the general case. Although it is sometimes possible to con-
struct one molecule from another one by breaking up the latter (for example
by separating the hydroxyl group from an alcohol) this usually does not give
us enough variety for constructing all the molecules in the remaining subset.
In order to this we have to go via the atoms and then reassemble from these.

Now the situation with categories is exactly analogous. Though it may
sometimes be possible to construct a simpler category from a more complex
one, complexity decreasing composition operations are not sufficient for al-
lowing us to come up with a ‘constructional systematization’ (i.e. a set of
ontological categories) for a set of categories in general. Given that we want
to restrict the types of composition operations employed we select the com-
plexity increasing ones, which can achieve such a systematization. But this
implies that the types used in the construction are general and unspecific,
while the constructed ones are less general and more specific.

I hope to have convinced the reader by now that our account of ontologi-
cal categories which fuses an understanding of them in terms of substitution
classes with the idea that they can be systematized in terms of construction
is a satisfactory explication in that it obeys the conditions of distinctness
and structure mentioned at the beginning. The substitutional conception
ensures that the ontological categories can stand in containment relations
while introducing the idea of construction allows us to draw a line between
those types which are ontological categories and those which are not. I
would like to conclude by describing two philosophical implications of this
conception.

6.1 Relativism

If we consider a set of types, there are several ways in which its members
may be constructionally related. It may be the case that no subset is able
to construct any other one or that precisely one subset may be able to
construct all the other types. The situation is a bit more complicated if
there are several sets which can construct all other sets. There may be
some types which are thus not constructible from anything. We will call
the set of these the core of the basis. Equally there might be types, which
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are always constructed, never used to construct other types. We call these
redundant types. By means of illustration we might want to say that types
like the type of sets or mereological sums, which turn up in a number of
ontological constructions belong to the core of the basis for most sets of
types. Redundant types, such as culinary implements or kinds of furniture,
are not usually employed to construct any other types, but can in turn very
well be constructed.

If we want to decide which types are used as a basis of construction, and
which are constructed the cores of the basis and the redundant types are
obviously to be included in the two.?> Regarding any other type there is
room for negotiation. Depending on which basis is taken as most plausible,
some type which is neither in the core of the basis nor in the set of redundant
types may come to lie on either side of the divide between the constructing
and the constructed types. Relative to a given world (a given set of types)
there may be more than one set of types which can be chosen as a basis, and
thus more than one plausible candidate for the set of ontological categories
in that world.

But how do we settle which of the different bases of the set of types
under consideration is to be regarded as the set of ontological categories?
There are certainly cases where this is a matter of argument. Considering
the types of individuals and properties it is evident that there have been at-
tempts to construct the first from the second and the second from the first.
Constructing properties from individuals is usually associated with different
forms of nominalism, while constructing individuals from properties (some-
times called ‘universalism’) is what bundle theory sets out to perform.3%
For the nominalist, individuals would be the constructing and properties
the constructed type. For the universalist, it would be exactly the other
way round. Similarly, the firm believer in events may well argue that in
a world in which there are sets, individuals, properties, time-instances and
events, it is not the events which should be constructed from other types.
Rather should sets and events be taken as basic, while individuals, proper-
ties and time-instances could be conceived of as set-theoretic constructions
from events.

If both accounts worked, and worked equally well, this would indeed
leave us in a tie regarding which of the types in question are supposed to
be basic. But in ontology the situation is usually not like this. Apart from
the fact that it is relatively hard to provide a satisfactory construction even
in one direction, the two constructions would presumably differ enough in
their internal details to provide some criterion for accepting the one but not
the other.

351If they exist, that is. There may be radically different bases which can construct an
entire set of types so that there is no core of the basis, or it may be the case that every
type can be employed to construct some others, so that there are no redundant types.
36See Armstrong (1978, 1, §§ 2-9) for an overview.
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It is apparent that there is no determinate procedure for selecting the
‘best’ of the bases. We rather employ pragmatic criteria, such as the size of
the basis, the nature and simplicity of constructions and so forth in order
to rate some bases as more plausible than others and then pick one of the
most plausible ones. It should be noted, however, that the fact that it may
in this way be relative whether some particular type is used to construct
others and is thus an ontological category is no deficiency of the metaonto-
logical account described here. What we were looking for was a satisfactory
account of ontological categories; whether a particular class of objects ful-
fils that definition is then a further question, and it is ontology rather than
metaontology which has to answer it.

It is important to notice that this relativism does not extend to the types
themselves. What types there are is settled by the world, rather than by
our decision to organize the world in a certain way, simply due to the fact
that objects go together to form states of affairs in a certain way. But a list
of types is not yet an ontological theory. A list of types contains all sorts
of kinds of things, even those which are far too special to fall within the
precinct of ontology, which is after all supposed to be a theory of the most
general kinds of things there are in the world. Relativism comes into play
when we begin to systematize the list of types under some constructional
construction. This kind of relativism is benign; while there is a problem with
relativism in the case of ways of being, for they must be one way or another,
there is none in the case of ways of systematizing: there is no necessity that
there should be a unique or even a best way amongst the most fundamental
ways of systematizing information about the world.

The comparison of a system of ontological categories with the axiom-
atization of a theory might be helpful at this point. While the answer to
the question whether proposition A or —A is a truth of Euclidean geome-
try does not depend on us but is settled by something else (although it is
surprisingly difficult to specify exactly what this ‘something else’ is), the
answer to the question whether proposition A rather than B is an axiom of
Euclidean geometry is not settled by this something else, whatever it may
be. Assuming that A an B are both true, it is settled by us and by our
desire to systematize the truths of Euclidean geometry in a certain way.

It therefore turns out that we have to say goodbye to the conception
of ontological categories as a unique and objective fundamental set of ob-
jects which encompasses the most general kind of things there are. In the
same way in which contemporary mathematics does not regard axioms as
self-evident truths any more, but as truths which play a certain role in a par-
ticular systematization of some body of knowledge, contemporary ontology
should regard ontological categories as kinds of things which play a certain
role in our systematization of the phenomenological plenitude of the world.
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6.2 Holism

Our second conclusion is a holist conception of ontological categories. Whether
a set of objects constitutes an ontological category, and whether some object
belongs to a particular type does not depend on the nature of the object or
objects considered, but on what other objects there are.

Let us consider the first point first, that whether a set of objects consti-
tutes an ontological category depends on what other objects there are. The
relativist view of ontological categories entails that certain types could come
out as ontological categories or not, depending on the constructional system-
atization. But remember that above we mentioned the possibility that some
types might belong to the intersection of all bases, and could thus not be
constructed from any other type (we called the set of these types the core
of the basis). We might now be tempted to assume that these types, which
come out as fundamental in any systematization of the set of types, could
be regarded as being essentially ontological categories. But in fact this is
not the case. Whether a type belongs to the core of the basis depends on
what other types there are. Relative to one world (one set of types) a par-
ticular type might be in the core, but relative to another world it might not
be. But this of course means that it cannot be due to the nature or essence
of the objects in the type that it belongs to the core. We therefore see a
holist picture emerging. The place of a set of objects in the set of types is
determined by the objects themselves together with the other types there
are, since these are responsible for the joining behaviour the objects show,
which in turn determines what type they belong to. Whether some set of
objects constitutes an ontological category is thus fixed by the whole world,
rather than by individual objects in isolation.

The above holism also implies that whether some object belongs to a
particular type depends on what other objects are around. Here it is helpful
to make a comparison with semantic holism. This claims that we cannot look
into a word to see what it means, but that we must look at its relations with
other words. We have to adopt a behaviourist approach towards meaning:
meaning is not something to be found deep down in the nature of a word, but
something arising from the interrelationship between many different words.

Our categorial holism incorporates an exactly parallel view. We cannot
tell the type something belongs to by merely looking at it — we have to
see how it behaves relative to other objects in the formation of states of
affairs. But of course how something relates to other objects depends on
what other objects there are. Therefore the type an object belongs to can
change if the collection of other objects present in the world changes. That
two object have the same joining-behaviour (and thus belong to the same
type) might just be a product of their present environment: relative to some
other environment they might not be in the same type.

At this point we might be tempted to assume that the difference in
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joining behaviour an object shows in different worlds (that is in the presence
of different collections of objects it can form states of affairs with) is somehow
determined by the object’s inner nature or essence. As we saw in section
3.1, this would be one way of accounting for it, but not the only one. Since I
do not know how to settle the matter I made the structuralist assumption of
restricting myself to information about this joining behaviour only in order
to set up our theory. We now realize that the conclusions arrived at in
this way actually contradict an explanation of joining behaviour in terms of
essences. Since the joining behaviour and thus a form set an object belongs
to varies from world to world (depending on the other objects there are in the
world), and since essences are supposed to be invariant across world-shifts,
essences cannot be what is behind the joining behaviour of constituents of
states of affairs. Note that a ‘brain-based’ explanation of joining behaviour
would do better here. Its assumption is that the limits of conceivability are to
some extent hard-wired into our brain, so that certain representations could
not be combined. But since the existence of alien objects in a different world
would presumably entail that the neuronal representation of these objects
is different from any representations we have at present, facts about which
representation can ‘go together’ will be different in the other world too. And
this is just as it should be, given that the joining behaviour of objects is not
assumed to be stable across worlds.

The anti-essentialist conclusion just arrived at of course contradicts the
usual ontological position that it is a necessary part of the nature of an
object to belong to a particular ontological category. Membership in the
ontological categories an object belongs to, it is argued, is one of the prop-
erties an object cannot lose without ceasing to be that object. Individuals
are essentially individuals, properties essentially properties, abstract objects
essentially abstract objects, and without their category memberships they
would cease being what they are. But on our account of ontological cate-
gories ontology systematizes information about how objects can go together
to form states of affairs. Thus whether some set of objects is an ontological
category and whether some object belongs to a particular type is fixed by
the whole world. Both can change if new objects with new joining behaviour
are introduced into the world: a type which is not constructible may become
constructible, an object might now belong to a different type since its join-
ing behaviour is changed due to the presence of the new objects. But none
of this will mean that the nature or essence of the old objects is changed
thereby.

We will therefore have to give up the idea that information about on-
tological categories supplies us with information about the essences of ob-
jects.3" Tt provides us with a unified account of how objects in this world fit

3TNote that I do not deny that objects have essential properties. These even have a
place in my account (see section 5.3). But I do deny that membership in an ontological
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together into states of affairs. But since what things there are in the world
is a contingent matter, claims about ontological categories cannot have the
modal force attributed to them when it is claimed that they provide us with
information about the essential properties of things.

Now I hear the friend of essences cry for the application of modus tollens:
since basing our theory on a primitive fitting relation between constituents
of states of affairs will not let category-membership come out as an essential
property, he argues, we should dump a theory based on such a primitive.
There is exactly one condition under which I would agree to go down that
route: if the defender of essences is able to come up with a satisfactory theory
of ontological categories based on the notion of essence as a primitive. As I
have argued elsewhere,?® all the attempts at doing this which can be found
in the literature are fundamentally flawed and I think the feat cannot be
done. Until I see an account which actually achieves this, I claim that the
essentialist’s justification for appealing to modus tollens at this point is not
sufficient.

It therefore turns out that our theory of ontological categories which set
out from the attempt to do justice to two of their central features, namely
the fact that they are distinct from other categories and the fact that they
form a hierarchy entails two surprising philosophical conclusions. The first
is the relativistic view that what ontological categories there are is to a
certain degree interest-dependent and a result of the ‘conceptual scheme’
we choose to pick, i.e. that it depends on the features we want to bring
out in the constructive systematization. The second is the holist position
that belonging to a particular ontological category is not a property which
somehow flows from the essential nature of the object concerned, but is
rather a place in the structure constituted by the joining behaviour of the
objects there are and is therefore dependent on these other objects. We can
now conclude that on a viable understanding of ontological categories which
does justice to their central properties these categories turn out to be much
more epistemological than ontologists would like to think.*
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