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**Abstract**

Automated influence is one of the most pervasive applications of artificial intelligence in our day-to-day lives, yet a thoroughgoing account of its associated individual and societal harms is lacking. By far the most widespread, compelling, and intuitive account of the harms associated with automated influence follows what I call the *control argument*. This argument suggests that users are persuaded, manipulated, and influenced by automated influence in a way that they have little or no control over. Based on evidence about the effectiveness of targeted advertising as well as empirical results about the nature of attentional control, I provide reasons to reject this argument. In turn, I use C. Thi Nguyen’s theory of *value collapse* to develop a new account of the harmfulness of automated influence.
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1. **Introduction**

One of the most pervasive applications of artificial intelligence (AI) in our day-to-day lives is the online world of automated influence. Benn and Lazar (2022) define automated influence as the use of AI “to collect, integrate and analyse people’s data, and to deliver targeted interventions based on this analysis, intended to shape their behaviour for exogenous or endogenous ends” (p. 127). These interventions may take the form of targeted advertising, recommendations (for music, movies, who to date, where to eat, etc.), and digital nudges, as well as more subtle and opaque forms such as the ordering of search results or the news feed on your Facebook.[[1]](#footnote-1)

Philosophers, policymakers, and psychologists alike have expressed concern about the moral and psychological harms of automated influence (Twenge, 2017; Aylsworth, 2020; Milano et al., 2020; Susser & Grimaldi, 2021; Benn & Lazar, 2022; Burtell & Woodside, 2023; White, 2024). The varieties of automated influence are said to manipulate, persuade, and influence individuals and societies in undesirable ways, leading to hyper-consumerism, degraded attention spans, threats to individual and collective autonomy, increased polarization and radicalization, and more. Despite a growing and cross-disciplinary literature on automated influence, a thoroughgoing account of exactly *why* automated influence is harmful and *how* it causes these harms is still wanting. A common way of getting at the wrongness of automated influence is to appeal to the *persuasive design* of the attention economy (Eyal, 2013; Williams, 2018). On this account, users are at the mercy of the *persuasive design* of technologies, apps, and platforms that enable the collection of user data, making attentional control extremely difficult (if not impossible), behaviour modification extremely likely, and putting individual and collective autonomy in peril (Williams, 2018; Aylsworth & Castro, 2021; Bhargava & Velasquez, 2021). This data is then used to deliver ads and recommendations that, similarly, have a controlling effect. Throughout, I refer to this as the *control argument*.

On the other hand, as Tim Hwang (2020) argues, despite what big tech, advertisers, and the general public may think, targeted advertising mostly fails to work, suggesting that users’ attention is not reliably captured in the ways that the *control argument* takes for granted. For example, many reported ad-clicks are fraudulent or accidental, and studies suggest that online ads have little or no effect on the vast majority of users (Hwang, 2020). Although the *control argument* is both compelling and intuitive, it is ultimately incompatible with what we know about the ineffectiveness of large swaths of automated influence. If we are to better assess (and hopefully, address) the worries associated with automated influence, we must resolve this tension. We need a better framework for understanding the harms associated with automated influence.[[2]](#footnote-2)

I develop such a framework using a suitably updated version of C. Thi Nguyen’s (2020, 2021) theory of *value capture*, and subsequently, *value collapse*. Alone, Nguyen’s (2021) *value collapse* argument is subject to similar criticisms of empirical inadequacy that I outline for the *control argument* below. I update Nguyen’s argument with empirical evidence that suggests we have good reason to accept a version of this view. In developing this argument, I avoid the problems associated with the *control argument*, while also accounting for the measured ineffectiveness of targeted advertising. Further, through refining Nguyen’s theory of *value capture* and *value collapse*, I demonstrate how these concepts can be used to develop a better understanding of automated influence.

1. **The Control Argument**

**2.1 Automated Influence**

To understand the *control argument*, we must first understand how the online world of automated influence operates. Ads, product and content recommendations, search results, and so on, are all delivered at breakneck speeds online. As Hwang notes:

The entire process of putting out a request for bids, making the bids, evaluating the bids, and delivering the advertisement takes place in under a hundred milliseconds (…) This happens millions and millions of times across the internet every second, without ceasing and largely without hiccups (Hwang, 2020, p. 19-20).

This is only made possible through automation, relying on the “interaction between algorithms to make the discrete choices to bid on available blobs of advertising inventory” (Hwang, 2020, p. 20). These “blobs of advertising inventory” are generated through the attention economy – defined as the market where “consumers give new media developers their literal attention in exchange for a service” (Castro & Pham, 2020, p. 2).[[3]](#footnote-3) I return to how exactly attention is commodified below. For now, it is only necessary to understand that automated influence is made possible by relying on YouTube videos, social media posts, search platforms, and more to capture the attention of users, collect data about them, and based on profiles constructed using that data, deliver ads, recommendations, and so on.

Through the collection, integration, and analysis of user data, AI powered recommender systems, targeted advertising, and search engines help us to navigate our way through the “functionally infinite spaces of our digital infrastructure” (Benn & Lazar, 2022, p. 127). However, as noted above, automated influence has also been charged with eroding user autonomy in various ways. It is to these concerns that we now turn.

**2.2. The Control Argument**

Though pervasive, the *control argument* is rarely stated explicitly. Rather, those who either implicitly or explicitly endorse a version of *control argument* rely on empirically suspect ways of construing attention, vague metaphors, and anecdotal examples to illustrate their basic claim that users are at the mercy of, and capable of being controlled by, the *persuasive design* of various apps, platforms, recommender systems, etc. (Williams, 2018; Castro & Pham, 2020; Aylsworth & Castro, 2021; Bhargava & Velasquez, 2021). For example, Aylsworth & Castro (2021) liken the phenomenon of control to the words of comedian Esther Povitsky: “I wish I could read. I really do. I try to read. I buy books. I open books. And then I black out and I’m on Instagram and I don’t know what happened” (Aylsworth & Castro, 2021, p. 1). Others have compared aspects of automated influence and the attention economy to “digital heroin” (Kardaras, 2016), and suggested that *persuasive design* ‘hacks’ the brain (Lustig, 2017).

To give some shape to the *control argument*, it can be stated as such:

P1. Attention[[4]](#footnote-4) can be automatically captured by bottom-up stimuli.

P2. This attention capture is automatic in the sense that it cannot be prevented from happening.

P3. The *persuasive design* of automated influence and the attention economy automatically captures, and so controls, attention in this way.[[5]](#footnote-5)

P4. The sustained loss of control over our attention is harmful.

C. Automated influence (and the attention economy) are harmful because the *persuasive design* and overall effectiveness of these technologies reliably and frequently cause us to lose control of our attention.

Versions of this argument can be found throughout large swaths of the academic and popular literature on automated influence and the attention economy, as well as throughout recent policy recommendations (Turel & Oahri-Saremi, 2016, 2018; Bermúdez, 2017; Wu, 2017; Williams, 2018; Castro & Pham, 2020; Aylsworth & Castro, 2021; Bhargava & Velasquez, 2021; Rieser & Furneaux, 2022; Rose-Stockwell, 2023; UNESCO, 2023; U.S. Surgeon General’s Advisory, 2023). The argument above constitutes a reconstruction of common assumptions and arguments provided throughout these various accounts.

To sum up, the *control argument* suggests that it is the *persuasive design* of the technologies and platforms associated with automated influence that, by supposedly manipulating and controlling our attention, threaten the autonomy and self-determination of users. Aylsworth & Castro, for example, argue that targeted advertising and associated technologies such as smartphones

pose a distinct threat to our rational capacities because an effect of the addiction is susceptibility to having one’s attention hijacked at frequent intervals, interrupting one’s ongoing tasks (Aylsworth & Castro, 2021, p. 4).

Similarly, James Williams (2018) refers to the burdens of ‘impossible self-regulation’ and the tendency to “*lose control over* one’s attentional processes” (Williams, 2018, p. 15, italics in original) because of the tools of the attention economy; the tools that enable the pervasiveness of automated influence. We have all experienced something like this. We have a goal (such as writing a paper), but we get distracted by an app, a social media platform, a game, etc., that seems to hijack our attention. It is the pervasiveness of experiences such as these that makes the *control argument* seem compelling and intuitive.

The *control argument*, however, takes what may be a compelling and intuitive metaphor – control – for making sense of the psychological effects of automated influence too far. A useful analogy can be made to the concept of ‘resources’ in psychology and cognitive science. The metaphor of ‘resources’ have been used to explain various psychological phenomena such as attention (Wu, 2017; Williams, 2018) and self-control (Baumeister et al., 1998), but they have continually failed to shed light on their explanatory target. The “ego-depletion” model of self-control, for example, has faced many problems, from unfounded conclusions that glucose is the relevant resource necessary to exert self-control, to a failure to consider the roles that motivation and value play in our self-control decisions (Inzlicht & Schmeichel, 2012; Inzlicht et al., 2013). Williams (2018) repeats many of these mistakes by applying the “ego-depletion” model of self-control to the problematic technology use associated with automated influence and the attention economy. According to Williams, digital technologies have placed further strain on the “finite resource” that is our ability to exert willpower and self-control (Williams, 2018, p. 22). However, using resources to explain self-control have proven largely ineffective at specifying a mechanism, explaining and predicting behaviour, and suggesting interventions to improve self-control (Inzlicht & Schmeichel, 2012; Inzlicht et al., 2013). Indeed, as the psychologist David Navon (1984) argues, although resources may be useful metaphors, they are ultimately misleading, and akin to a theoretical soup-stone – unnecessary and providing no actual explanatory power. Just as resources are empirically inadequate ways of explaining more nuanced and complex psychological phenomenon, I suggest that the concept of *control* is similarly not up to the task of explaining the nuances of the psychological effects of automated influence. As Navon notes, resources were originally proposed not as a “construct whose usage presupposes its possible existence as a mental entity, but rather as an intervening variable” (1984, p. 231). The construal of resources as an actual ‘mental entity’ precipitated the problems of the “ego-depletion” model of self-control. We should be careful not to make the same mistakes when it comes to the *control argument*.[[6]](#footnote-6)

Ultimately, the *control argument* paints the user of these technologies as at the mercy of *persuasive design*, rendering them incapable of exerting control over where they allocate attention and the decisions they are likely to make. As Tobias-Rose Stockwell notes of the harmful effects of the attention economy: “We know it, but we cannot stop” (Stockwell, 2023).

The *control argument* makes a number of assumptions about the nature of attention, two of which I highlight here. The first is an empirical assumption. The *control argument* takes for granted that the attention ‘capture’ that occurs through the platforms and apps associated with the attention economy is automatic in the sense that “[a]ttempts by a subject to prevent an automatic process from proceeding are not successful” (Yantis and Jonides, 1990, p. 122). To borrow a phrase from Hannah Pickard (2022), the *control argument* suggests that “if people could stop using, they would. But they can’t, which is why they don’t” (p. 326). According to the *control argument*, undesirable behaviour modification at the hands of automated influence is inevitable because automatic processes prevent voluntary control. The assumption that attention can be automatically and reliably captured in this way suggests a reliance on a strict dichotomy of top-down and bottom-up attention. According to the *control argument* bottom-up attention is captured in a way that makes top-down control (defined as the explicit and voluntary goals of the subject) extremely difficult, if not impossible. However, as psychologists and neuroscientists have recently demonstrated, this strict dichotomy between top-down and bottom-up attention is a false one (Awh et al., 2012; Todd & Manaligod, 2018; Shomstein et al., 2022). I return to this below (Sec 3.1).

The second assumption of the *control argument*, though largely implicit, is a conceptual one that would appear to suggest that any attempt to normatively evaluate where individuals allocate their attention is a lost cause. After all, if you cannot control where you allocate your attention, you cannot be held responsible for it. As Regina Rini (2023) notes: “Consider how quick you are to judge a parent fixated on their handheld screen and failing to notice their child.” Whether warranted or not, any such similar judgments about where attention gets allocated would be meaningless if we accept the *control argument*. As a key goal of many who advance the *control argument* is to normatively assess the responsibility individuals have for where they allocate their attention, there is an inherent and unresolvable tension present. Others bite the bullet, and absolve the individual user of responsibility. Stockwell suggests: “This isn’t your fault. It’s by design. The digital rabbit hole you just tumbled down is funded by advertising, aimed at you” (Stockwell, 2023). Despite the massive amounts of money being leveraged to capture your attention however, we should question whether or not such control is actually possible.

Ultimately, control may be a useful metaphor for conceptualizing some of the moral and psychological harms that we see associated with automated influence and the attention economy, but metaphors often oversimplifying, preventing us from seeing the nuances that may be necessary to effectively understand and address a given problem. In order to address the problems associated with these AI enabled platforms, technologies, markets, etc., we will need not just useful metaphors, but an understanding of the problem in all its nuance and complexity.

1. **What We Get Wrong About Automated Influence**

**3.1 Attentional Control**

For decades now, much empirical work on attention has been carried out based on a model of attentional control that divides that control into top-down (or endogenous), and bottom-up (or exogenous). Top-down control is construed as voluntary, dictated by the current, explicit goals of the subject, whereas bottom-up control is determined by the physical salience of the environment (Posner, 1980; Jonides, 1981; Corbetta et al., 2002; Beck & Kastner, 2009). This way of thinking can be found, to varying degrees, in the writing of many philosophers on automated influence. Rieser and Furneaux (2022) suggest that “[e]xogenous attentional control (…) accounts for how salient external stimuli redirect human attention away from cognitive processes that are currently focused elsewhere” and go on to characterize exogenous (bottom-up) control by external stimuli as “independent of the mental states of the users” (Rieser & Furneaux, 2022, pp. 3-4). Other accounts suggest that the bells and whistles of the attention economy ‘hijack’ our attentional control (Aylsworth & Castro, 2021) and that our attention is stolen by screens that “literally seize scarce mental resources” (Wu, 2017).

Recent empirical work, however, demonstrates that this way of explaining the harms associated with the attention economy and automated influence, are less and less plausible. Psychologists and neuroscientists have demonstrated that the strict theoretical dichotomy posited between top-down and bottom-up attentional control is a false one (Awh et al., 2012; Todd & Manaligod, 2018; Shomstein et al., 2022). Awh and colleagues (2012) single out selection history (including selection reward) as one aspect of attentional control that cannot be accounted for by either top-down, voluntary, goal-directed attentional control or bottom-up capture of attention by physically salient stimuli. In other words, there are effects of an individual’s past experiences that influence the landscape, or priority structure of the subject’s selection biases. Similarly, Todd and Manaligod (2018) propose that the theoretical framework of a priority state space (PSS) should replace the top-down versus bottom-up dichotomy. The PSS accounts for associative and statistical learning (similar in some ways to Awh et al.’s (2012) selection history), semantic association, and motivational and affective salience that do not fit neatly into the strict theoretical dichotomy that has dominated much attention research. The PSS necessarily and correctly complicates the endogenous/exogenous distinction of attentional control by emphasizing the complex interactions of various sources of salience that do not neatly fit this divide.

Philosophers have also begun to question this strict theoretical dichotomy between top-down and bottom-up attentional control (Jennings, 2020; Watzl, 2023). Ganeri (2017) writes: “The purported distinction between endogenous and exogenous which cognitive psychologists help themselves to brings with it far too many theoretical presuppositions to be helpful in the analysis of attention…” (p. 63). Accordingly, I suggest that the supposed persuasion and manipulation said to occur through automated influence does not occur in the way proposed by the *control argument*. The switch from thinking about attentional allocation as a strict dichotomy between top-down and bottom-up control to thinking in terms of priority structure maps and the plethora of influences on attentional control drastically changes how we should conceptualize the impact of automated influence. It cannot be described purely in terms of bottom-up capture or hijacking, rather we must consider the variety of influences such as affective and motivational states that dictate where we allocate our attention. We cannot rely on explaining the effects of the attention economy in terms of the bottom-up capture mediated by *persuasive design* alone. This does not mean that automated influence is not morally and psychologically harmful, but it does suggest that these harms do not occur in the way that many researchers suggest.

**3.2 The Ineffectiveness of Targeted Advertising**

The *control argument* also overestimates the ability of automated influence to persuade us to purchase advertised goods and to control and manipulate our behaviour. In other words, automated influence often does not work. As Hwang (2020) argues, although targeted advertising is the “dark beating heart of the internet”, with over 80% of Google’s annual revenue coming from ads, 90% of Meta’s, and Amazon and Microsoft similarly making billions every year from targeted advertising, the vast majority of these ads do not work. A recent report suggests that about a third of display-ad clicks alone are fraudulent (clicked by bots) or accidental (The Global PPC Click Fraud Report, 2020-21; ANA Programmatic Media Supply Chain Transparency Study, 2023). Moreover, ads appear to work on only a very small percent of the population, with one study from 2009 showing that around 8 percent of all users are responsible for 85 percent of all advertisement click-throughs (Hwang, 2020). The majority of these advertisement click-throughs come from loyal customers to the advertised product, meaning that the click-throughs came from users who would likely have purchased anyway. Younger users also seem to be much less susceptible to targeted advertisements than older users. As Hwang (2020) notes, a 2013 study of more than a million customers found that online ads had little or no effect on users between the ages of 20 and 40, a demographic that represents a large proportion of internet users.

The selection history effect proposed by Awh et al. (2012) above may go some way towards explaining the ineffectiveness of targeted advertising. Targeted advertising is ubiquitous. Without an ad blocker, and in many instances even with one, it is near impossible to spend time online without being bombarded by targeted ads. Banner ads, pop-up videos, sponsored search results and more are now common place and have been for quite some time. So, even if targeted advertising once saw a marked improvement in the performance of the advertising industry, the now ever-present and expected nature of these distractors may make them easier to ignore, or at least to notice and quickly move on. Indeed, as Hwang (2020) notes, when banner ads first launched in 1994, they had an impressive click-through rate of 44 percent. Today, those click-through rates are less than 1 percent (Hwang, 2020). This discrepancy can be explained, at least in part, by the experimental work of Awh et al. (2012). They show that when specific distractors are associated with specific target positions or goals, the experience of these distractors in the past will drive more efficient orienting of attention. This suggests that constant exposure to the same, or similar, distractors (such as targeted ads) may eventually lead to these distractors being less effective. This does not necessarily mean that the distractors are not still potentially harmful or detrimental in some way, but in the case of targeted advertisements, it does suggest that they are not capable of the kind of control and manipulation of behaviour assumed by the *control argument*.

**3.3 Persistent Evidence of Harms**

Despite the clear evidence that targeted ads are not as effective as we are led to believe, there remains good evidence that there are still harms associated with automated influence. Among the harms often associated with automated influence are the current adolescent mental health crisis, the deterioration of the autonomy of individuals, the exploitation of people’s psychological vulnerabilities, and the undermining of collective autonomy and democracy (Twenge, 2017; Castro & Pham, 2020; Bhargava & Velasquez, 2021). Recent work has demonstrated the ability of reinforcement learning (RL) recommender systems to reliably manipulates users’ values and opinions “as part of a policy to increase long-term user engagement” (Evans & Kasirzadeh, 2021). Similarly, Carroll, Dragan, Russell, and Hadfield (2022) show that recommender systems that are trained via long-horizon optimization have direct incentives to manipulate the values and preferences of users so that they are easier to satisfy, and moreover, that they are often successful. They write:

… certain preferences are easier to satisfy than others, leading to more potential for

engagement – this could be because of availability of more content for some preferences compared to others, or because strong preferences for a particular type of content lead to higher engagement than more neutral ones (Carroll et al., 2022, p. 1).

Carroll et al. (2022) do not give specific examples of this but they are not hard to imagine. The phenomena of radicalization on platforms such as YouTube (Tufekci, 2018; Alfano et al., 2020) are, in part, the result of RL recommender systems learning that extremist, polarizing, or controversial content generates more engagement than neutral content. In this way, simple measurable metrics (clicks, watches, Likes, etc.) become proxies for discerning, and perhaps shaping, the preferences and values of the user. Twitter takes normally hard to measure aspects of friendship and complex desires associated with social engagement and boils them down to easily satisfied (or at least, easily measurable) metrics such as Followers, Likes, and Retweets (Nguyen, 2020). Even though the attention economy does not manipulate or control us by hijacking, or causing us to *lose control over*, our attention, and even though targeted advertising is not reliably effective, automated influence still appears to have an effect, sometimes negative, on users and more collectively, on society as a whole. How, then, are we to make sense of these effects? Here, C. Thi Nguyen’s (2020, 2022) notions of *value capture* and *value collapse* are enlightening.

1. **Value Collapse**

**4.1 From Value Capture to Value Collapse**

According to Nguyen, *value capture* occurs when an agent enters a social environment that presents external, simplified, and quantified expressions of value and “the simplified value *takes over* as the primary guide in my practical reasoning” (2020, p. 202). The world of automated influence can be considered one such environment. What is valuable is distilled down into simple metrics such as views, Likes, Retweets, clicks, etc., the analysis of which is used to fuel targeted advertising, recommender systems, and search engines which, in turn, capture values associated with certain material goods, content, and so on. Instances of value capture abound. Take Nguyen’s (2020) example of the FitBit. A FitBit measures the number of steps that you take per day. Without context (i.e., diet, the activity that produced those steps, time spent outside, etc.), steps per day are at best a poor metric for overall health. However, because steps per day are a clear, measurable, and easy to understand metric, it becomes convenient, and perhaps even enticing, to associate health, a multi-faceted, complex concept and value, with steps per day. In this way the value of health becomes *captured* by the metric of steps per day. Similarly, a user may join Twitter with the goal of forming friendships and connecting with strangers, but come to obsess over numbers of Followers and Retweets that are incapable of capturing the richness and subtlety of something like friendship. With these examples in mind, Nguyen lays out a four step-process that outlines how value capture occurs:

1. Our values are, at first, rich and subtle.
2. We encounter simplified (often quantified) versions of those values.
3. Those simplified versions take the place of our richer values in our reasoning and motivation.
4. Our lives get worse. (Nguyen, 2020, p. 201)

The conclusion that our lives get worse is based on the assumption that values are naturally “rich and inchoate” (Nguyen, 2020, p. 201), and are better when they are so. For example, the value of health, although more complex and multi-faceted than steps per day tracked on a FitBit, and thus harder to assess and maintain, is nonetheless better when conceived of in all its richness and subtlety. Health cannot be meaningfully distilled into steps per day. Without the contextual considerations of sleep, nutrition, habits and routines, stress and anxiety, etc., steps per day may be a good measure of nothing other than steps per day. Even then, many users cheat on ‘exergame’ apps, incentivized by the enticing metrics to devise ways of driving up the step counter without actually exercising (Lee & Lim, 2017). In this way, capturing rich and subtle values such as health and friendship in overly simplified metrics makes them ultimately harder to obtain. This then leads to *value collapse*.

*Value collapse* can be viewed as the result of sustained *value capture* and can similarly be outlined in a four-step process. Here, values are intimately related to attention.

1. Values drive attention.
2. Explicit values place clear boundaries on the attention.
3. Experiences that might drive us to improve our value formulation typically fall outside those boundaries.
4. In the grip of explicit values, we won’t be motivated to pay attention to things that might inform us of gaps in our explication of value. (Nguyen, 2022).

In value collapse it becomes easy to dismiss anything that falls outside of these clear and explicit values, leading to a kind of “inattention feedback loop”. Values are not only captured by these quick-and-easy metrics, but they are collapsed because it becomes increasingly difficult to attend outside of those values.

Nguyen’s claims, on their own, are subject to the same criticism of empirical underdetermination as the *control argument*. That values drive attention in a way that places such clear boundaries on the attention should not be taken for granted. There are, however, good empirical reasons to accept such an argument. A number of experiments have demonstrated the phenomenon of value-driven attention capture (Anderson et al., 2011; Anderson & Yantis, 2013; Anderson & Kim, 2019). In one experiment (Anderson et al., 2011), participants (unknowingly) learned to associate a particular target (a colour) with a reward (money). On subsequent tasks, the presence of that colour, though having nothing to do with the new target, significantly delayed the ability of the participant to correctly identify the new target; in other words, to stay on task. Further, the closer the target appears to the high-value distractor, the greater the delay. The authors conclude that these findings “establish that nonsalient[[7]](#footnote-7)3, task-irrelevant stimuli previously associated with reward slow visual search” (Anderson et al., 2011, p. 10369), and so argue that value-driven attention capture is distinct from the well-established roles of ongoing goals (top-down) and salience (bottom-up) in attentional control.[[8]](#footnote-8)

Admittedly, although value and reward may be somewhat conflated in the above study, and although these experimental conditions do not adequately reflect the online world of automated influence, these results suggest evidence in favor of Nguyen’s *value collapse* argument in the context of automated influence. The frequent and often potent rewards associated with the attention economy are well-documented (Twenge, 2017; Williams, 2018; Lindström et al., 2021). To the extent that these rewards come to be valued by the user, and this reward (whether associated with status, professional success, attracting a partner, etc.) is much greater than what a participant receives in an experimental setting, these results support the idea that what comes to be valued through automated influence does indeed place boundaries on the attention.

Other recent work (Berkman et al., 2017) also supports this way of construing a kind of value-attention feedback loop. Attention shapes self-control and adaptive choice by dictating what options enter the choice set for the subject at any given moment, “foregrounding their salient attributes” (Berkman et al., 2017, p. 423). In other words, what we attend to will affect our values and subsequent self-control decisions. This relationship is not a one-way street, however. Just as what we attend to will shape our values (by gating our choice set, the information we are exposed to, etc.), our values similarly shape what we choose to attend to. In the context of automated influence, as our values become more and more shaped and entrenched by the algorithmic machinations of its associated technologies, we may become more likely to direct our attention towards the bells and whistles, the simple metrics of success, the recommended content, and so on, that are indicative of automated influence. Thus, I suggest pernicious effects of the attention economy and automated influence are best explained as contributing to a kind of *value collapse*. The argument advanced here is not that it’s impossible to expand one’s values when they are in the throes of *value collapse* because of an inability to exert attentional control, but rather that expanding on and improving one’s values becomes increasingly *unlikely* because one is not *motivated* to seek out the kinds of things that lie beyond the captured values. This avoids the problems associated with underselling the ability of users to exert attentional control, while also explaining how automated influence can be detrimental to autonomy even though targeted advertisements are largely ineffective. Moreover, *value collapse* can explain how the effects of automated influence are harmful at both the level of engagement/data collection, and the level of delivery. Let’s take each of these levels in turn to see the advantages of explaining the harmful effects of automated influence in terms of *value collapse*.

**4.2 Value Collapse at The Level of Engagement**

In order to understand the harmful effects of automated influence, we need to understand much more than just what happens at the instant the ad is delivered to a user. In order for automated influence to operate, data must first be collected to construct user profiles that are then used to target ads. In order for an attention economy to exist, attention must first be made legible (Scott, 1998; Fourcade & Healy, 2017; Hwang, 2020). As Hwang remarks:

The need to create a liquid market in human attention influences the architecture of the

social spaces of the web. Commodification requires attention to be legible: in other words, the internet must structure “engagement” in a way that is easy and accurate to measure (Hwang, 2020, p. 115).

The very fact of being able to intelligibly speak of an “attention economy” demands that attention is distilled into a metric that is easy and accurate to measure. This pursuit of legibility is the first step towards *value capture*, and subsequently, *value collapse*.

At the level of engagement/data collection, this pursuit of legibility affects what is valued about the user, and by the user. These are, ultimately, the same thing: the thin metrics that are used to measure behaviour, preferences, and values online. Just as we are better off to consider values in all their richness and complexity, the same goes for behaviour. As a recent Whitepaper from the AI Objectives Institute (AIOI) remarks:

Idealized markets and democratic systems assume that humans buy or vote in ways that

reflect their long-term interests and values. To the extent that this form of sovereignty is

true, human behavior helps to keep our institutions aligned. Yet even if people know what their long-term interests and values are, even if they are materially secure, there is no guarantee that they will choose actions that will be in service of those same values

(AIOI Whitepaper, p. 12, 2023).

In other words, humans are not always perfect rational actors. We act in ways that do not always perfectly reflect our preferences and values, so a snapshot of behaviour at time *t* does not necessarily carry with it the weight of inferential power necessary to effectively deliver recommendations and ads that accurately reflect a user’s values. One could argue that behavioural metrics are continually being collected across various domains which can help alleviate this problem, but the kinds of behavioural metrics used throughout the automated influence infrastructure are themselves poor representations of the richness and complexity of behaviour. Likes, clicks, views, and Retweets can only capture so much. These Likes, clicks, and views then are not only poor metrics of behaviour online, but cannot account for individuals as complex social beings that exist outside of an online environment.

A specific example comes from the world of mobile health apps, specifically those designed for helping people face mental health challenges. As O’Brien and colleagues note, the success of users who use mobile health apps

is often evaluated according to user engagement, typically operationalised as frequency

and duration of app use, behavioural interaction with the app (for example downloads, clicks) and popularity (for example user reviews, ratings). Usage data is assumed to

capture different types and depths of app engagement, yet misses cognitive and emotional responses to the app and is disconnected from behaviour change in real-world settings (O’Brien et al., p. 1, 2020).

In this sense, what the purveyor of the app has deemed valuable about the user and what they use to drive further development, to make recommendations (and perhaps, to deliver ads), has been *captured* by the impoverished metrics used to measure success and engagement on the app. This *value capture* fails to account for the behavioural complexity of its users and the different experiences that people may have on the app.[[9]](#footnote-9) The cognitive and emotional responses of the users on the app cannot be boiled down to or meaningfully inferred from thin metrics such as downloads and clicks. The same goes for automated influence writ large, including the construction of user profiles for targeted advertising we have discussed throughout. These profiles will necessarily be impoverished representations of the behaviours and values of users because the quantifiable metrics used to construct them are designed for legibility, not to account for the complexity of human behaviours and values.

Now we turn briefly to what Nguyen has more front-of-mind when discussing *value capture*. Namely, that those simplified metrics come to replace *our own* values. Above, we saw examples of how this could happen: step-counts on FitBit may come to act as stand-in for health in your reasoning and motivation, even though step-counts alone cannot account for the complexity of individual health. Similarly, you may come to think that having many Likes and Followers on Twitter means that you are having interpersonal success. One of the core ways that this is accomplished is through what Nguyen (2020) calls gamification. As Nguyen (2020) remarks: “Games can present us with a fantasy of value clarity. And if we are too seduced by that fantasy, we may be moved to oversimplify our own values” (p. 194). In gamification, the game like metrics that oversimplify our own values come to act as incentives, and so take the place of our real values in our reasoning and motivation. Because values drive attention and we are motivated by the value clarity on offer by these platforms, we will become less and less likely to attend to experiences, options, values, etc., that fall outside of these simple metrics. In other words, our values *collapse.* It is not that we *cannot* pay attention to other things, it is that we are not *motivated* to pay attention to other things. Note how distinct this is from the *control argument* which suggests that we are at the mercy of the *persuasive design* that causes of to *lose control over* our attentional resources. Yes, the design of simple game-like metrics is capable of seducing us, but not of the kind of control that this argument suggests. The *value collapse* account does not hinge on a false theoretical-dichotomy between top-down and bottom-up attention. Rather, in order to make sense of where attention gets allocated, we must take into account motivational and affective salience, as the PSS model of attentional control (Tood & Manaligod) and other similar priority structure accounts that take values and attention to be deeply intertwined do (Awh et al., 2012; Watzl, 2023).

At the level of engagement, then, values are *captured* by the thin, quantifiable metrics employed to assess user behaviour. These metrics are used by developers, advertisers, etc., to develop new products, make recommendations, and deliver ads. Despite what they may think, however, these metrics are not necessarily reliable indicators of long-term user interests and values. Nonetheless, under the right conditions (i.e., gamification), these easy-to-measure quantifiable values may come to replace the more rich and subtle values of users. This leads to a kind of value *collapse*, wherein attending outside of these constructed, simplified values becomes increasingly difficult. Crucially, this account avoids many of the problems associated with the *control argument*.

**4.3 Value Collapse at The Level of Delivery**

In a similar yet distinct fashion, these phenomenon also occur at the level we more immediately associate with automated influence, the level of delivery. It is at this level that recommendations are made and ads are delivered with the goal of influencing our behaviour. This is generally accomplished by tightly associating the thing being sold and/or recommended with some generally desired character trait, social status, or lifestyle. Waide (1987) captures this phenomenon nicely:

In order to increase sales, the advertiser identifies some (usually) deep-seated non- market good for which people in the target market feel a strong desire. By ‘non- market good’ I mean something which cannot, strictly speaking, be bought or sold in a marketplace. Typical non-market goods are friendship, acceptance and esteem of others. (Waide, 1987, p. 1).

Thus, the values associated with things like friendship and acceptance become *captured* by the advertised good. In addition to driving sales, strengthening the association between a particular brand and a value may be the goal of much advertising.

As Hwang (2020) notes: “Brand advertising (…) is less about the immediate purchase and more about shaping the public’s associations with a brand and differentiating it from its competitors” (p. 79). For example, Nike may invest in advertising not primarily to boost sales (although of course this is also a desired outcome) but to maintain its status as a “cool” brand in the public eye. If this works well enough, then someone looking to buy a “cool” pair of sneakers, or more generally, someone with the desire to be “cool”, may unreflectively think of and purchase Nike products. Similarly, Apple may invest in advertising to strengthen the brands association with professional success and ingenuity, making someone with these values more likely to buy Apple products. What is happening in these situations is a kind of *value capture*. Complex and rich values such as professional success, social acceptance, ingenuity, and even “coolness”, are simplified in a way that makes them, in theory, easier to measure and perhaps, to achieve. This is, of course, an illusion, but if the advertisement indirectly causes an individual buy into this illusion, then it has accomplished its goal. The advertisement need not lead to a click or a sale for this *value capture* to occur.

Automated influence also need not have a widespread effect at the individual level to lead to the kind of “inattentional blindness” associated with *value collapse*. As noted above, by many measures, targeted advertising is relatively ineffective, and so accounts that rely on caching out the harms associated with automated influence in terms of behavioural modification and control seem, at face value, to be at a loss. However, behaviour modification can occur without the kind explicit control discussed by Williams (2018) and moreover automated influence can be relatively ineffective at the individual level while still having outsized aggregate effects. Benn & Lazar (2022) refer to these aggregate effects of automated influence as “*stochastic* manipulation” (p. 141). As they argue, online targeted advertising is not much more effective than other forms of advertising and even in cases where it is, “it’s hard to get too riled up about being nudged into consuming a little more than your budget allows or spending more time than you think you should staring at a screen” (Benn & Lazar, 2022, p. 141). However, at the aggregate level of *stochastic* manipulation, these effects of automated influence on individuals, however rare and ineffective, can have widespread and harmful effects nonetheless. As they suggest: “From the perspective of each individual consumer, choosing one product rather than another may make little difference. But at the aggregate level, the inevitability that digital platforms will shape our purchasing choices can lead to serious anticompetitive results” (Benn & Lazar, 2022, p. 142). Benn & Lazar are rightfully worried about the consolidation of power that results from these anticompetitive results, but what I want to emphasize here are how these results contribute to *value collapse*.

There are only a few major digital platforms that hold sway over the online advertising marketplace, and to the extent that we attend to these ads (this can be relatively little but still have structural effects), certain values will be *captured* by them. The anticompetitive result of these aggregate effects is that what is valuable and how to achieve certain values becomes more and more dictated by those who have consolidated power in these spaces. Our values (i.e., what it means to be healthy, successful, happy, and attractive) are *collapsed* into the advertised or recommended good. To return to Waide (1987), he suggests: “In some cases, the product actually gives at least partial satisfaction to the non-market desire – but only because of advertising. (…) We become enforcers for the advertisers” (p. 74). In this way, even relatively ineffective targeted advertising and their associated marketing claims (wear Nikes if you want to be “cool”) can become self-fulling if the ads reach enough people. The ability of AI to deliver targeted ads at an unprecedented scale ensures that they do.

The effects of *stochastic* manipulation then have the similar effect of placing clear boundaries on the attention in the same way that clear, quantifiable metrics do at the level of engagement. As the values that are *captured* byautomated influence come to dominate our field of view, both literally and figuratively, these values begin to drive our attention. In this way, behaviour modification at the hands of automated influence is both possible and pernicious, but one needs to look at the aggregate level to see this due the relative ineffectiveness of targeted advertising at the individual level. Moreover, this behaviour modification does not occur because of the ability of advertisers or tech companies to exert some kind of explicit control over individuals, but because of the aggregate effects that drive collective values and attention.

1. **Conclusion**

What I have argued here is that *value collapse* offers a promising framework for better understanding the moral and psychological harms associated with automated influence. The *control argument* paints a picture of automated influence as capable of exerting direct control over the behaviour of individuals. However, as I have outlined, these accounts rest on false assumptions both about the nature of attention and control, as well as the effectiveness of automated influence, especially targeted advertising, to modify behaviour at the individual level. Whereas the *control argument* is not specific about the nature of attention, the targets of automated influence, or how such control happens, the account developed here is empirically responsible and clear about why automated influence is morally and psychologically problematic. Using Nguyen’s (2020, 2021, 2022) frameworks of *value capture* and *value collapse* to account for these harms avoids these empirical pitfalls while being able to offer a convincing account of these moral and psychological worries despite the inability of automated influence to exert this kind of widespread direct control.

As noted above, because automated influence is one of the domains in which AI is the most pervasive in our lives, having a proper framework to understand any harms associated with automated influence is of the utmost importance. This is especially true at our current moment when we are working to meaningfully regulate AI, and as these technologies continue to advance at unprecedented speeds. Amongst the ways that AI poses a threat to human-autonomy and self-determination, automated influence is foremost in its reach and ability to shape our day-to-day lives. This does not happen, however, through the direct control of individual behaviour but through the subtler effects of *value capture* and *value collapse*.
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1. Throughout, I primarily draw on examples of automated influence from targeted advertising, but the arguments advanced here apply to all forms of automated influence. [↑](#footnote-ref-1)
2. Although not the focus of the current essay, to the extent that large language models (LLMs) are poised to alter the landscape of automated influence (Susser & Grimaldi, 2021; Burtell & Woodside, 2023) by allowing for more effective targeted ads, user specific content, etc., developing such a framework now is of the utmost importance. However, the opposite could also be true; generative-AI powered ads could oversaturate an already overvalued market (Hwang, 2020; Ball, 2023). Even if we grant, however, that targeted ads, recommender systems, and so on will improve, I suggest that they will not improve because of their ability to literally *control* people, but because they may become more effective at shaping our values, motivations, and choice-architectures such that we will be increasingly likely to attend to what a given company, platform, etc., wants us to attend to. [↑](#footnote-ref-2)
3. However, it may be just as accurate to describe the attention economy as the market where users give their *data* in exchange for these services. Attempting to capture attention through *persuasive design* is a more-or-less reliable way of collecting such data. See Hwang (2020) for more. [↑](#footnote-ref-3)
4. Attention is never clearly defined by most proponents of the *control argument,* a problem I take up in detail elsewhere (White, 2024). In defining attention, I follow Wu (2023) in taking as my starting point a Jamesian *common ground* view; namely, that attention solves a *selection problem* for the organism in question. Attention, then, is selection for guiding action (including mental action). The *control argument* suggests that this selection for action is reliably and pervasively controlled by automated influence and the attention economy. For more on defining attention this way, and a brief overview of recent philosophical debates about attention, please see (White, 2024). [↑](#footnote-ref-4)
5. The targets that automated influence seek to control, though often left unspecified, are multifaceted – behaviour, attention, clicks, purchases, etc., - and, often, inseparable. At the core of these, however, is attention. Therefore, ultimately, one can assume that it is the control over what gets attended to that automated influence and the attention economy targets, according to the control argument. Thank you to an anonymous reviewer for urging me to clarify this. [↑](#footnote-ref-5)
6. Elsewhere, I argue that recent policy recommendations that assume something like the *control argument* are unlikely to be effective at tackling the moral and psychological harms associated with automated influence and the attention economy (White, 2024). [↑](#footnote-ref-6)
7. Here, nonsalient means the participant had no prior disposition to attend to one particular colour or target over another. [↑](#footnote-ref-7)
8. They go to suggest that “value-driven attentional capture may play a key role in a variety of clinical syndromes in which both attention and reward have been critically implicated” (Anderson et al., 2011, p. 10370). Although the harms associated with automated influence are not best understand as any kind of clinical syndrome, attention and reward are certainly implicated in these harms. [↑](#footnote-ref-8)
9. Not all instances of *value capture* such as this are necessarily harmful. In fact, as a recent study suggests, the widespread use of mobile health apps as well as wearable and ambient biosensors “have set the stage for the development of multimodal artificial intelligence solutions that capture the complexity of human health and disease” (Acosta et al., 2022, p. 1). [↑](#footnote-ref-9)