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Introduction

It is often noted that if someone has a tertiary degree in a scientific field who promotes an anti-science-establishment, antiscience, or pseudoscience agenda, they are very often engineers, dentists, surgeons or medical practitioners. While this does not mean that all members of these professions or disciplines are antiscience, of course, the higher frequency of pseudoscience among them is indicative of what I call the “deductivist mindset” regarding science itself. Opposing this is the “inductivist mindset”, a view that has been deprecated among philosophers since Popper. Roughly, the deductivist mindset tends to see problems as questions that can be resolved by deduction from known theory or principle, while the inductivist sees problems as questions to be resolved by discovery. These form cognitive poles, which nobody ever purely instantiates, but a cognitive tendency to be a deductivist may explain why some people find results that conflict with prior theoretical commitments, whether scientific or not, unacceptable. The deductivist tends to be a cognitive conservative, where the inductivist tends to be a cognitive progressive, and the conservative mindset leads to a ressentiment about modernism, and hence about certain scientific results, more often, or so I shall argue in this chapter.

People believe silly things and known falsehoods for all kinds of reasons, ranging from cognitive deficits, groupthink, stereotyping, and cognitive dissonance. There is an extensive and wide-ranging literature on belief formation and cognitive failures in the psychological literature, dating back at least to Peirce’s essay “The Fixation of Belief” (1877). The issue I wish to address in this essay is not why people believe things that are false, because there are too many causes and hypotheses already advanced for that (Shermer 1997). It is instead this: why do educated people who understand a scientific or technological field well, continue to adopt positions that are contrary to our best science? My proposal is that there is a spectrum of dispositions to reason in a particular manner that the scientifically educated will exemplify, and that being at one end of that spectrum disposes even educated people to reject some scientific conclusions as false and accept false propositions as true, despite the evidence for and success of accepted claims within science. I call these extreme poles the “deductivist” pole — or the Salem Region for reasons that will become obvious — and the “inductivist” pole. To some extent, both represent legitimate approaches within real science, but it may be that some people are inclined, in virtue of their modes of reasoning, to remain at one end rather than to range along the spectrum, according to what the science warrants in each particular case.

Why are people opposed to science?

Science is the process of learning how the world works. It would seem that this is something all reasonable people should approve of and take seriously. As the 18th century bishop Joseph Butler noted in a different context, “Things and actions are what they are, and consequences of them will be what they will be: why then should we desire to be deceived?” (Butler 1726: Sermon VII, §16) We should, in principle, accept the results of our best science simply because we have no other alternative, nothing against which we can test science that has a better warrant.
 There may be other sources of knowledge, such as revelation or intuition or moral faculties, but these are, whatever they may be otherwise, not sources of knowledge about the natural world. If there is a knowledge claim about biology, physics, or psychology, for example, the best and only authority on such matters is the best science that we presently have. In what follows, I shall take as given that our best science is our best knowledge.


And yet, a large number of people — apparently rational and educated people in other respects — do not accept the best science as authoritative. They will instead look for what they see as alternatives to scientific views. Why is this? Why do reasonable people often refuse to accept that, for example, climate change is caused by human power generation and industry, that vaccination is a cheap and relatively safe medical prophylactic that has no causal connection with autism, and that the diversity of life is due to a process of evolution that has occurred over millions, indeed, billions, of years? There are a plethora of explanations on offer, ranging from deficits in human evolved cognitive psychology, manipulation of opinion by vested interests running “astroturf” campaigns fake grassroots movements funded and run by the tobacco and chemical industries and more recently the oil and coal industries, see Oreskes and Conway 2010()
, and poor education by scientists and educators. To varying degrees, these are all plausible accounts in some respects, but even taken together they fail to explain why pseudoscience is as common a problem as it is, especially among the more industrialized and developed nations that pride themselves upon their progress in education and public communication of science.


The presumption of some commentators is that antiscience proponents are irrational, or suffer from some cognitive deficit. Given that some proportion of the population will act irrationally or have cognitive deficits, which can be as simple as an inability to accurately estimate risks due to anxiety (Gasper and Clore 1998) or social factors (Johnson and Tversky 1983), it follows that this will often be true. Indeed, it follows that on some topics or concerns we are all irrational. But if nobody manages to be completely rational, because of deficits of this kind, rationality becomes either an unattainable idea that has no explanatory power, or we must redefine rationality. We need to conceive of rationality as a humanly-achievable state, with all the attendant fallibility and limitations that entails.


Rational action models have long been used to explain economic, social and conceptual behaviors. While almost nobody now would suggest that “rational actor” theory is fully explanatory, as a first approximation, a rationality model sets up a background against which we can identify deviations and deficits. And even the nature of rationality is something we can investigate if we presume very roughly that people act in their own interests. For example, recent work by Skyrms (2001) develops Rousseau’s idea that Hobbesian self interest can lead to different outcomes of cooperation or not depending upon the local conditions, in the “stag hunt” case.
 So assumptions of rationality have a utility independent of work done on irrational deficits. In fact, we may find that many phenomena we had thought not to be rational are a form of bounded rationality, which previously argued was true of ordinary creationists, who are making boundedly rational decisions as to what beliefs to adopt based upon  limited information and reflective opportunities (Wilkins 2011). Because of the prior social heuristic that Gigerenzer and colleagues call “follow the good”, it is boundedly rational to accept, ceteris paribus, what leading figures in your community believe, in part because in believing it, they are not dead yet. The general assumption that agents are rational actors need not presume they are fully rational. We can also distinguish between a “strong” rational actor model in which every choice of belief is rational, and a “weak” rational actor model, in which only the choices of leading principle are rational.


There are two main reasons to assume a weak rational actor model to begin our deliberations. One is the problem of confirmation bias and the other is the problem of demonization. Confirmation bias is obvious: if we presume that those who adopt a certain position are suffering from a deficit of some kind, then every case in which we find someone of those views who does suffer a deficit, and there must be some, will be taken as confirmation of the presumption. But this has no more force than finding that Einstein had massive corpus callosum connective tissue indicates that all brilliant scientists must have that brain structure.


The demonization of people holding unscientific beliefs is a bigger problem. First of all, it is contraindicated by personal experience: many people find that antiscience advocates are often intelligent, educated and clever individuals in other respects. Moreover, demonizing too easily permits proscience advocates to wash their hands of their opponents by assigning them to a lost cause. This neither deals with the problem of irrationality nor has any long term utility for the advancement of science in society. Finally, it is rude and uncivil. We should not just assume that people are stupid simply because we think their views are silly, especially if, as I asserted, all of us have rational deficits of some kind or another (and that it is a mark of the self-unaware to assert that they do not). All of us should assume we have made mistakes, including silly ones, and seek to find them out.


So in what follows, I wish to argue that we should presume as a first approximation that antiscience views are the result of rational decisions being made in contexts and with dispositions that lead to suboptimal outcomes. In some ways, this is rather like natural selection settling upon suboptimal solutions (Wilkins 2008). Assuming that antiscience proponents are being rational, then their unscientific beliefs may be suboptimally trapped on cognitive developmental “peaks”. If we find that bounded rationality explains the phenomena, that is excellent, for now we can employ the same rational dispositions to combat these suboptimal outcomes. If we find that it fails, then that, too, is a result worth knowing, and one that sets up the problem for further research to identify the actual irrational dispositions, rather than presuming them to exist.

Mindsets and bounded rationality

As in my previous work on creationism (Wilkins 2011), I appeal to the ideas of Herbert Simon and Gerd Gigerenzer and colleagues on bounded rationality (Simon 1972, 1981, 1986, 1997; Gigerenzer, Todd, and the ABC Research Group 1999; Gigerenzer 2000; Gigerenzer and Selten 2001; Todd and Gigerenzer 2003). Here, “rationality” is bounded by several things: first we all act under uncertainty. Second, we all have limited time and resources to devote to reasoning. Third, we all have limited information. Each of these limits our ability to reason about the world. A major failure of “rational man” theory in economics was that it assumed no limits in any of these aspects of reasoning. Moreover, Gigerenzer’s group has argued that there are  a number of simple heuristics, presumably handed to us by evolution, that we use for social inferences, and by analogy we might expect there are also natural heuristics of the same kind.
 What matters is that, as rational agents, we are bounded by circumstance and capacity.


This is not, necessarily, the consensus view in cognitive psychology. However, on these matters there is no consensus, so I am not committing, I think, a petitio if I take this to be consonant with my experience in dealing with antiscience advocates over the past quarter century. Moreover, Gigerenzer’s and colleagues’ approach is well-founded with considerable evidentiary support. Alternative explanations include cognitive biases, cognitive illusions and heuristics, false belief and reasoning, counterfactual reasoning, functional neurobehavioral anatomy of false beliefs, delusion and confabulation, brain damage and developmental disorders, distorted memory, persuasion, and neurotheology: including mystical experiences and spiritual, religious and PSI beliefs.
 Broadly speaking, false beliefs are given developmental dispositional explanations in which a deficit or failure to act normally is adduced, social psychological explanations, in which one’s belief set is derived from social influences, and heuristic and logical explanations, in which prior heuristics or logical limitations cause invalid or unsound inferences. Examples of developmental deficit explanations include the pathological neuroanatomical accounts of delusions and confabulation; of social accounts arguments regarding tendencies to conform or seek to advance one’s status by adhering to the dominant belief set; and of the heuristic approach, the views advanced by Gigerenzer, et al. Often, accounts are of more than one kind. There is no need to exclude other explanations tout court, but I believe that we tend to overlook that there is a normal variation on all metrics in a large population, and so at least some false belief will turn out to be normal. It may even act to drive further investigation and learning socially.
Antiscience, pseudoscience, contested science
The term “antiscience” is not new (Ashby 1971). It referred originally to intellectual critiques of science by leftist and new age critics in the late 1960s and early 1970s (Roszak 1969; Laing 1960, 1969). Here I take it to be any view that sets itself against the best science of the day. There is a similar phenomenon, pseudoscience, in which a set of views that are not arrived at through scientific investigation are dressed up in scientific-appearing terminology, form, publications and organizations. Intelligent design is a case in point: no science has been done to arrive at the ID conclusion, and its mathematics and terminology are designed to mislead uninformed readers into thinking that the view has scientific merit. Similar phenomena and movements have appeared since the sciences first evolved. Astrology, homeopathy, theosophy, and even socialism (Engels 1892), have all been dressed up as science. There are extensive treatments of pseudoscience (Aaseng 1994; Bauer 2001; Frazier 2009; Hines 1988; Curd and Cover 1998; Pigliucci 2010; Shermer 1997; Smith 2010), although many are polemic rather than dispassionate treatments, understandably. Often, though, the term is used to dismiss alternative theories in a field such as psychology (Blum 1978; Lilienfeld, Lynn, and Lohr 2003; Lilienfeld, Ruscio, and Lynn 2008), education (Warnick, Warnick, and Laffoon 2010) or archeology (Feder 1990). Sometimes this is warranted, but other times it is a rhetorical ploy within the science.


Contestations of a theory or research program as “pseudoscience” often arise when there is a limited or no consensus in the discipline, or when competing disciplines are addressing similar material or problems. It is common for scientists who object to a theory or research program, or even an entire discipline, to insult that project by calling it “pseudoscience”. Similar claims were made about Darwin’s theories during his lifetime, and others such as Einstein, Stephen Jay Gould, and Sigmund Freud [see Ciofi, this volume chapter 17] have all received the label or some similar term like “non-science”, “unscientific,” and the like. Debates over what counts as scientific in a discipline are common, particularly over methodological matters. For example, the taxonomy wars in biological systematics have focussed upon questions of methodology, philosophical approaches and special techniques (Hull 2001; Dupré 2001; Will, Mishler, and Wheeler 2005). Simply because something is called “antiscience” or “unscientific” does not imply that it actually is. There is a vague border between such accusations with the science and between science and nonscientific discussions. At one point in the history of climatic studies, it was feasible to think that global warming was an unscientific hypothesis, or that it was not human caused, without being, ipso facto, unscientific. However, that time has passed now, and to make the assertion contrary to all evidence and scientific modeling is to be antiscientific no matter what the qualifications of the speaker are [see Prothero, this volume, chapter 18].
Educated antiscience advocates

On the internet forums devoted to discussing creation science and intelligent design, a “hypothesis” has been presented, known as the “Salem hypothesis” [SH] after the commenter, Bruce Salem, who first mentioned it. It runs roughly like this 
:

Salem Hypothesis:

 … an education in the engineering disciplines forms a predisposition to [Scientific Creationist] viewpoints.

The Salem Hypothesis generated a lot of debate in these forums, with many engineers defending their profession by pointing out that they are hardly more likely to be creationists than people from any other discipline.
 The Hypothesis evolved over time into a weak and a strong version:

Weak Salem Hypothesis:

In any Evolution vs. Creation debate, a person who claims scientific credentials and sides with Creation will most likely have an Engineering degree.

Strong Salem Hypothesis:

An education in the Engineering disciplines forms a predisposition to Creation/ID viewpoints.

The strong SH is  difficult to defend. If there is a tendency for, say, creationists claiming scientific credentials to be engineers, it need not translate into any statistically significant difference in the levels of creationism among engineers in general, since populations can vary quite a lot without that signifying any deep difference. On the other hand, some professions do show a strong tendency towards antiscience. For example a study done at Monash University in Australia, at one of the biggest medical schools in that country, showed that roughly 40% of medical freshmen were creationists, and what is more, six years of medical study did not change that proportion significantly (Short 1994)! A similar study of evolutionary biology students at Capetown University showed the same result (Chinsamy and Plagányi 2008).


Many explanations of this phenomenon have been given. It represents an apparent paradox that education does not shift false ideas. We tend to think that education is just about changing false ideas and beliefs into true or warranted ones. Yet, many educated people believe things that are simply false, and are often highly resistant to correction (Kahan, Jenkins-Smith, and Braman 2011). Why? Some accounts assert the cultural contingency of beliefs. American exceptionalism and fundamentalism is one explanation given, for example, in the citations offered by Chinsamy and Plagányi, as well as the claim that students are inadequately prepared for their tertiary studies by prior education. However, the widespread cross-cultural nature of these results indicates that such explanations are probably not sufficient. Australian education teaches evolution at secondary school very well indeed (see, for example, the excellent textbook Huxley and Walter 2005), and fundamentalism is not nearly as ubiquitous in Australian society as it is in the “Bible Belt” of America. Sociological explanations may partly account for this phenomenon, but they cannot be the whole story,  or else graduates would still consider geocentrism and the miasma theory of disease to be true. Granted, I have encountered a Cambridge philosophy PhD who insisted that disease was caused by moral failure rather than germs (due to his neo-Platonist views), but that is hardly representative even of Cambridge.


The weak SH, on the other hand, is a statement about the reference class of educated people who believe things contrary to their education (in the original, engineers believing in creationism; but we can generalize). Why do educated people believe antiscience when they have been taught science or their field relies upon the veracity and reliability of science? The following letter to an electrical engineering professional newsletter is an exemplar of the Weak SH:

Naturalistic evolution is the antithesis to engineering. Engineers understand that complex structures are intelligently designed, not the product of random variations. Engineers should be the first to recognize that a highly complex optimized structure, like the human eye or ear (not to mention the intricacies of individual cells), is not likely the result of mere time + chance + natural selection.

This style of reasoning is not uncommon in the author’s experience. It is that form of inference presented by Cleanthes (Part 1), and then rebutted by Hume’s spokesman, Philo, in the Dialogues Concerning Natural Religion (Part 5):

[Cleanthes:] The curious adapting of means to ends, throughout all nature, resembles exactly, though it much exceeds, the productions of human contrivance; of human designs, thought, wisdom, and intelligence. Since, therefore, the effects resemble each other, we are led to infer, by all the rules of analogy, that the causes also resemble; and that the Author of Nature is somewhat similar to the mind of man, though possessed of much larger faculties, proportioned to the grandeur of the work which he has executed. By this argument a posteriori, and by this argument alone, do we prove at once the existence of a Deity, and his similarity to human mind and intelligence.

[Philo:] Were this world ever so perfect a production, it must still remain uncertain, whether all the excellences of the work can justly be ascribed to the workman. If we survey a ship, what an exalted idea must we form of the ingenuity of the carpenter who framed so complicated, useful, and beautiful a machine? And what surprise must we feel, when we find him a stupid mechanic, who imitated others, and copied an art, which, through a long succession of ages, after multiplied trials, mistakes, corrections, deliberations, and controversies, had been gradually improving? Many worlds might have been botched and bungled, throughout an eternity, ere this system was struck out; much labour lost, many fruitless trials made; and a slow, but continued improvement carried on during infinite ages in the art of world-making.

Cleanthes represents the design-first inferential style which Philo critiques on behalf of Hume and much modern philosophy since. It is, however, clear that the tendency to argue by analogy from human mentation and dispositions to the physical world is an old one (arguably one that goes back to Socrates directly, according to Sedley 2007), and it bespeaks a psychological and cognitive disposition, often in that context titled “anthropomorphism” or “design stance” or “teleological reasoning” That such dispositions exist is not controversial. That they are not overcome among the educated, even in fields in which the best scientific theories have disposed of them, is intriguing.


  The Weak SH seems to generalize outside evolutionary biology as well. We find biochemists and virologists who reject the pathogenic causes of disease. We find educated geologists and statisticians who dispute anthropogenic global warming. It appears that there are some mindsets, ways of belief formation, that occasionally supersede and transcend epistemic commitments, and which lead to beliefs that are critical of scientific knowledge for reasons other than the merely scientific, whether the affected professionals themselves realize it or not. 

Modes of thought

To explain this tendency of contrariness for extra-scientific reasons, I propose that we consider people’s belief formation as the end result of distributions of cognitive dispositions along several axes. That is to say, every population of cognizers, including the educated, tends to be arrayed along a distribution curve for each independent aspect of cognition. There is a similarity here with treatments  on authoritarianism and conservatism in political psychology (Feldman and Stenner 1997; Jost et al. 2003;  although see Martin 2001: for a cautionary discussion). Jost et al. discern several variables, in decreasing order of significance: death anxiety; dogmatism-intolerance of ambiguity; openness to experience; uncertainty tolerance; needs for order, structure, and closure; integrative complexity; fear of threat and loss; and self-esteem. But in the case of reasoning about science, I conjecture that the variables are more directly epistemic.


If we conceive of the conceptual space in which inferential styles may be located as a phase space of n dimensions, my hypothesis is that several such dimensions stand out as likely important, in particular: essentialist thinking, resistance to novelty, deductive bias, and authority bias. Let us consider these in turn. If they are variables, then they must have polar contrasts, so we can get an idea of how they might operate by examining these variables (Figure 1).
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Figure 1

  Essentialist thinking involves setting up one’s reference classes by taking a singular definition of a class or kind and adopting a binary inclusion-exclusion approach to phenomena. The contrast to this is exemplary thinking, which means taking an exemplary case or specimen and aggregating phenomena around it. Exemplary thinking is akin to what Wittgenstein (1968) called “family resemblance,” or as it is regarded in biological systematics, clustering, although it was first described by William Whewell (1840).


The dimension of resistance to novelty denotes the individual’s disposition to adopt novel ideas from the surrounding culture, including the culture of a scientific or technical discipline. In simple terms it measures whether an individual is an early adopter, late adopter or modal adopter. Late adopters will tend to resist novel ideas that they were not, in general, enculturated into when they developed their professional belief set. We might think of this as the “undergraduate effect”: what one learns first tends to be more deeply entrenched in one’s overall belief development, much as an earlier development process in biology affects the downstream phenotype in ways that are hard, if not impossible, to reverse. Many scientists will assert as statements of faith things they learned in their freshman year and which they have not since needed to revise in the light of empirical experience. The more closely related to their own specialty a belief is, however, the less doctrinaire they are.


Deductive bias is my name for a tendency to treat scientific inference as deduction from axioms of “theory” or “what science knows.” There is a historical reason for this in many cases — some people take Popperian critical rationalism as a foundation for the practice of their science — but just as many people have never heard of Popper and yet they find deductive reasoning agreeable. The polar contrast is of course inductive thinking, which among many philosophers is unnecessarily deprecated (see below). Deductive thinkers tend not to reason ampliatively, and so they find such reasoning distasteful and suspect. 


Finally, authority bias is the degree to which an individual might defer to authority even when (s)he is familiar with information and evidence that would contradict authoritative claims. For example, a creationist might defer to the authority of a religious leader or text despite working in the science that undercuts that source’s teachings. A classic example is the Australian geologist Andrew Snelling, who despite working on mining and petrogeology that covers millions of years, and publishing work on that basis, nevertheless asserts that the earth is only a few thousand years old, as (his interpretation of) the Bible states (Ritchie 1991).


These four independent variables form a phase space in which we may identify regions representing different types of cognitive styles, or mindsets. One region will tend to be the tail of these four distributions towards the lower bound: someone whose dispositions are typically essentialistic, conservative, deductive, and authority-deferent. Another region will be the other end of the distributions: someone who is exemplar-based in their taxonomies, novelty-seeking, inductive and evidence-based in their belief choices. And there will be a field of possible states of all the combinations of distributions. I am particularly interested in the first of these two regions, which I shall call the Salem Region.


A Salem Region occupier is going to tend to rely upon prior knowledge, and accept the truth of science at some particular time, most likely the time of their education (or rather, as textbooks and teaching tend to lag behind the cutting edge of science, of the time at which the textbook writers themselves learned the science). He will tend to rely on authorities both within and without science, and will resist anything that challenges the consensus or cultural verities accepted by his community, for values of “community” that might include social, religious and political as well as professional ones. He will permit external influences to override the consensus of the professional science to which he appeals or apply his values.


Examples of Salem Regionism include, most obviously (since I am basing my account on them) creationists and intelligent design proponents, but also global warming skeptics, anti-vaccinationists,  opponents of scientific medicine, and various conspiracy theorists . The latter reject scientific and ancillary disciplinary explanations of events as being done by some secret group that is feared, such as the 9/11 “Truther” movement, JFK Assassination conspiracies, and the like. No amount of evidence shifts these people’s beliefs, even when they are themselves regarded as technically informed and have a good reputation in other fields, such as medicine, engineering or even philosophy of science.


The Salem Region leads to a distrust of novelty; this in turn can lead to stances that are like “frozen accidents.”
 For example, initial distrust of vaccination at the time of Edward Jenner led to a tradition of opposing vaccination in the United Kingdom (Alfred Russel Wallace was such an opponent). Once a tradition like this is in play, it can be almost impossible to eliminate it long after to time for any reasonable opposition has passed. People who are in the Salem Region will then tend to follow authorities of their community (here, the community of antivaccination, not the community of medical science), maintaining and even extending the reach of the antiscience. While it is untrue that the Planck Principle, that theories die with their proponents, applies (Levin, Stephan, and Walker 1995), the inverse is equally unfortunately true: old ideas are readily and stubbornly passed on to progeny and confederates. The lack of receptiveness to novelty of the Salem Region will ensure that some people will continue to resist modern ideas.

  Resistance to modernism
And this is the crucial matter: modernism. There will always be a number of individuals in a population who are relatively more conservative, deductivist, and so forth, no matter what the educational status of the reference class is, and who will therefore fear any novelty or change from traditional views; they will fear the Modern. While education does seem to ameliorate dislike of the modern, it does not eliminate it (Lindeman et al. 2011). Since the 1960s, and earlier in the European traditions, the modern has been attacked by intellectuals, for reasons ranging from the justified to the absurd. There have been attacks on medicine, psychiatry, physics, neurology, and even germ theory, by otherwise educated individuals acting to “correct” modernist biases. “Modernism” is, of course, so protean a notion as to be almost meaningless. It usually means some aspect of the recent culture that the opponents dislike. And one would be seriously misled if it were not accepted that people using the label, or something like it (“scientific progress” or “enlightened thinking”) have promoted social policies in immoral and often inhumane ways (eugenics being the most obvious). However, a large part of the resistance to science has to do with a disposition that mistrusts the modern no matter what it is or how it has played out, a resentment of the modern, to appropriate the Nietzschean term. Opposition to genetically modified organisms, for example, is a mixture of justified criticism (about corporate ownership and control) and unjustified fear of how genes might be shared, and in large part relies upon a curiously ignorant understanding of genetics.


It would be tempting to set up a contrast: the good guys versus the bad guys here, as Nietzsche did. The Salem Region occupiers are not, however, bad guys in and of themselves, nor are those who in the opposite region necessarily Bright or Enlightened defenders of the good. Life is not arrayed into white and black hats. Moreover, there will always be a Salem Region, because it is defined in relative terms. Today’s Salem Region may represent the views that a thousand years ago would have been regarded as dangerously radical. In fact, it may for a given field like biology or psychology represent the radical novelties of less than a generation ago.
 Like the Overton Window in politics (recently appropriated by Tea Party writers
), these issues slide and shift and there are no absolute positions of conservative or radical stance. Moreover, the interplay between Salem Regionists and other parts of the scientific cultural enterprise is part of the development of science and culture itself, since conflict as well as agreement drives science productively. But some fraction of Salem Regionists will, on any given issue, adopt an antiscience position.


That said, there is a contrasting region, just in virtue of the geometry of the phase space. I will call people falling into that region Inductivists, for want of a better term. The inductivist mindset does not rely on prior knowledge, and prizes discovery. The reasoning they use is ampliative, often to the point of speculation that often offends the Salemists.
 They are empiricists, and treat theory as an outcome, rather than a determinant, of investigation. They are not essentialists in their classifications, but take exemplary cases and organize phenomena around them, as Whewell said. Inductivists use consilient reasoning, and do not tend to respect dogma, scientific or otherwise. Authority only matters when the question is not contested (that is, when the authority suffices to bracket other concerns for now), and it is to be subordinated to data. They are early adopters, who take an epistemic bet that a novel hypothesis has a chance of paying off.


Moreover, we must be careful not to assume that someone is an Inductivist in all matters because they are in some, and the same will be true for other regions of the phase space. Individuals can shift and hold distinct dispositions in different domains. To the degree that these dispositions are innate, we might expect a correlation across all stances on different issues, but given that biological dispositions are modulated by developmental environments, people may be conservative in one domain and radical in another, and so on, depending upon the environmental factors they encountered at critical periods of their conceptual development. So, rather than assessing individuals as Salem Region occupiers or Inductivists, we should instead assess acts of reasoning and belief formation in this way. It is the mindset that occupies the region relative to a given issue, not the person, although we may expect the person to be more or less consistent in their dispositions.

Deductivism in philosophy

Deductivism in the philosophy of science is the view that ampliative reasoning is not possible, or not justified, or that discovery is fortuitous. Inductivism is widely regarded as a dead horse, or a patch of grass where there used to be a dead horse. To what extent is this an outcome of Salem Region occupancy by philosophers? Since Hume we have known that induction may not be justified by deductive reasoning, because there must always be some missing premise that the world is regular, what Reichenbach called a “straight rule” (Reichenbach 1949; Salmon 1991). Since Mill was revived in the early twentieth century this has been the consensus among English speaking philosophers, aided and abetted by Popper and his followers. However, induction still appears to be something that scientists actually do, whether under the guise of “inference to the best explanation” (Lipton 1990, 1991), “consilience” (Wilson 1999) or just as “induction” (Achinstein 2010; Heit 2000; Kornblith 1993). 


The induction-blindness exhibited by many philosophers of science is somewhat perplexing. We may be missing a straight rule to justify induction, but why do some philosophers leap from that to the conclusion that induction is never justified? I suspect it may be because some are disposed towards deductivism and distrust discovery as an inferential process. Others may find deductivism distasteful and yet be led to that conclusion for philosophical reasons, but the sorts of assumptions that feed into those arguments, such as the deductivist assumption itself (that everything must be justified as a sound deductive argument) may have entered philosophical debate by one of someone who lived in the Salem Region; possibly Mill. Popperian demarcationism relies upon the deductivist assumption, for if we do not have a single, clear, and universal criterion for distinguishing science from nonscience, how can it be that science is a real thing or different from any pseudoscience? That sort of straightforward answer is not, however, available to us. The world is not demarcated on the basis of (essentialistic, be it noted) definitions, and yet, as Edmund Burke, no stranger to authority himself, once noted,

though no man can draw a stroke between the confines of day and night, yet light and darkness are upon the whole tolerably distinguishable. (Burke 1876: Vol I, 39)

Science is recognizable if not definable. The psychological need that some have for a definition is, I believe, due to these cognitive predispositions. This of course in no way prejudices the philosophical arguments on the matter.

Conclusion
If the Salem Region and the Inductivist Region represent distinct mindsets, how may we apply this knowledge to the problem of educated antiscientic advocates? This depends on what the problem is seen to be. If the problem is that there are antiscientific stances being taken, then the social manipulation of the population of educated people must include normalizing recent science, so that the issues of competing authority sources, late adoption dispositions, and essentialism do not arise regarding it. Basically if no tradition of opposition has arisen, then we may change the dramatic narrative of popular debate and the media so that it is not science that inflames the attention of the cognitive predispositions of the Salem Regionist. However, when antiscience traditions have evolved, this will not work. No matter how we introduce those with the right predispositions to science, some aspects of it will always be seen as controversial and threatening given the right stimuli.
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� As sometimes noted, for example by the performer Tim Minchin, if alternative science worked, then we’d call it science. The standards by which we judge something to be science are debated, but include reliability, success at prediction and explanation, extension into novel fields, and so forth. If we had a rival claim for acceptance from a nonscientific source, say clairvoyance, we would have no reason to accept it if the claim contradicted the virtues of science. If, on the other hand, the claims of clairvoyance had these virtues, we would have to incorporate them into science, as an example of our best knowledge.


� Skyrms has revived a problem of Rousseau’s using the example of a cooperative hunt for large game (stags), where cooperation has an expected payoff that is rational to pursue unless an individual hunter is offered a more immediate chance to catch a rabbit. Whether it is rational to behave cooperatively or individually depends crucially on the immediate conditions of each hunter. This shows us that rational self-interest need not result in a universal solution. It is rational to aid in hunting the big game until small game becomes available.


� Gigerenzer et al. do not address natural heuristics, or as I call them in my 2011, ecological heuristics. They are likely to be closely related, both in functionality and phylogenetically, however.


� I am deeply indebted to Jocelyn Stoller, a neurobiological and learning consultant, for much help covering and synthesising the literature on false belief.


� Taken from the Rationalwiki site � HYPERLINK "http://rationalwiki.org/wiki/Salem_Hypothesis" ��http://rationalwiki.org/wiki/Salem_Hypothesis� � DATE \@ "d MMMM, yyyy" �18 November, 2011�


� 


� Quoted from the online version of EETimes of 20 February 2006, online version <http://www.eetimes.com/electronics-news/4058608/Evolution-debate-engages-readers-on-both-sides-of-the-argument>, accessed � DATE \@ "d MMMM, yyyy" �18 November, 2011�.


� A “frozen accident” is a historical event that is not necessary, but which, having occurred, constrains the future. For example, the QWERTY keyboard was instituted to stop keystrikes from colliding in manual typewriters. It now has no purpose other than that most typists use it. A similar example is driving on the left in the British Commonweath; there is no benefit to this other than colluding with everyone else � ADDIN EN.CITE <EndNote><Cite><Author>Lewis</Author><Year>1969</Year><RecNum>2134</RecNum><Prefix>see </Prefix><DisplayText>see Lewis 1969</DisplayText><record><rec-number>2134</rec-number><foreign-keys><key app="EN" db-id="2ea22ae0srapzce90ssxx506d0aewf2050fr">2134</key></foreign-keys><ref-type name="Book">6</ref-type><contributors><authors><author>Lewis, David K.</author></authors></contributors><titles><title>Convention: a philosophical study</title></titles><keywords><keyword>Convention (Philosophy)</keyword><keyword>Languages Philosophy.</keyword></keywords><dates><year>1969</year></dates><pub-location>Cambridge</pub-location><publisher>Harvard University Press</publisher><urls></urls></record></Cite></EndNote>�see Lewis 1969�.


� Like the British Liberal MP, Sir William Vernon Harcourt, who famously declared in 1894 that “We are all socialists now”. Similar sayings are attributed to Nixon: “We are all Keynesians now.” Given how US politics has changed, these are the radicals of the past now.


� The Overton Window is the sliding of extremes to the right in political discourse, so that views once seen as mildly conservative are now seen as radically leftist. Tea Partiers ironically use it to assert that the extremes have shifted to the left.


� An example is Cuvier’s attack upon Lamarck, or Owen’s attack upon Darwin, for exceeding the limits of observation in theorizing. For this mindset, any kind of reasoning in a contentious domain that is hypothetical is unjustified.
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