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Abstract

In the paper, various notions of the logical semiotic sense of linguistic
expressions – namely, syntactic and semantic, intensional and extensional – are
considered and formalised on the basis of a formal-logical conception of any lan-
guage L characterised categorially in the spirit of certain Husserl’s ideas of pure
grammar, Leśniewski-Ajdukiewicz’s theory of syntactic/semantic categories and,
in accordance with Frege’s ontological canons, Bocheński’s and some of Suszko’s
ideas of language adequacy of expressions of L. The adequacy ensures their un-
ambiguous syntactic and semantic senses and mutual, syntactic and semantic
correspondence guaranteed by the acceptance of a postulate of categorial com-
patibility of syntactic and semantic (extensional and intensional) categories of
expressions of L. This postulate defines the unification of these three logical
senses. There are three principles of compositionality which follow from this
postulate: one syntactic and two semantic ones already known to Frege. They
are treated as conditions of homomorphism of partial algebra of L into algebraic
models of L: syntactic, intensional and extensional. In the paper, they are ap-
plied to some expressions with quantifiers. Language adequacy connected with
the logical senses described in the logical conception of language L is, obviously,
an idealisation. The syntactic and semantic unambiguity of its expressions is not,
of course, a feature of natural languages, but every syntactically and semantically
ambiguous expression of such languages may be treated as a schema representing
all of its interpretations that are unambiguous expressions.

Keywords: logic and philosophy of language, categorial language, syntactic
and semantic senses, intensional semantics, meaning, extensional semantics, de-
notation, categorisation, syntactic and semantic compatibility, algebraic models,
truth, structural compatibility, compositionality, language communication



1

1. Introduction

The word ‘sense’ has many meanings, and it appeals to us in many ways.
On the basis of philosophy (and/or theology), it is for centuries that we have
been trying to grasp and understand what the sense of our life is; likewise
the sense of existence, the sense of our action and endeavour, and what the
sense of the world is in general. From the point of view of philosophy, there
are various visions and many theories regarding the sense of the world, the
sense of life, our actions, etc. To discover their rational justifications, logical
knowledge is needed, but, obviously, it is not enough. This philosophical
meaning of the word ‘sense’ must clearly be distinguished from the logical,
semiotic one. In the philosophical meaning, the word ‘sense’ is used as a
certain property of extra-linguistic objects when it is said that something
has or does not have sense, while referring to such objects. It derives from
the basic, logical and semiotic meaning of this word, the meaning referring
to linguistic objects, verbal signs. It should be noted, however, that it is
not only the non-semiotic, but also the semiotic usage of the word ‘sense’
that is homogenous. Thus, one can speak of many notions of sense.

In this paper, we would like to characterise and formalise various no-
tions of the logical and philosophical sense of linguistic expressions; from
the viewpoint of logic, only these notions of sense can be of interest to us.
The contemporary logic, logic of language (logical semiotics) can define the
semiotic sense, logical sense strictly with regards to some general aspects of
developing the cognition of the world and, at the same time, contributing
to an explication of one of the most important traditional philosophical
problems: Language adequacy of our knowledge in relation to cognition of
reality, or, briefly: language adequacy. It is connected with the mutual rela-
tions between the three elements of the triad, reality–knowledge–language,
and an adequate reflection of fragments of reality via expressions of language
and inter-subjective knowledge of these fragments [67].

The above-mentioned adequacy requires, first of all, syntactic and
semantic characterisation of language expressions as generalised by a gram-
mar [57, 66]. Languages structured by grammar and logic are important
tools of thinking, cognition of reality and knowledge acquisition, which
stand for the foundations of our sense of existence [43]. In modern logic
and philosophy of language, an approach based on Frege functions. It is
implemented by the trend of formal and logical reflection on language and
Fregean senses.
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Logical sense, in its different variants, is considered and formalised on
the basis of the conception of formalisation of language L, which is sketched
below. The syntactic sense of these expressions is defined on the basis
of language syntax and semantic senses-on the basis of bi-level language
semantic: intensional and extensional.

From the logical point of view, the three notions of the sense of expres-
sions of language L are understood as follows [62,68] (see Diagram 1):

• syntactic sense is found in expressions of L which are well-formed;
it is their essence; it is defined in the syntax of L, and-in accor-
dance with Carnap’s distinction, intension-extension [21], or Frege’s
differentiation, Sinn-Bedeutung [23]–two kinds of semantic sense:
• intensional sense is proper to the expressions of L which have

a meaning, intension; it is defined in intensional semantics of L,
• extensional sense is proper to the expressions of L which have a

denotation, extension; it is defined in extensional semantics of L.

Diagram. 1. Three notions of linguistic sense: essence, intension, exten-
sion.
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The syntactic and semantic notions of sense must be differentiated and
explicated. This is possible through a conceptualisation of these notions
that will lead to a formal-logical theory of syntax and semantics of language
L, which specifies and describes these notions.

There are different points of view on the grammar of language, its syntax
and semantics. In the paper, any language L, its syntax and bi-level seman-
tic: intensional and extensional, is characterised and formalised categorially
in the spirit of some ideas of Husserl (see [30]) and Leśniewski-Ajdukiewicz’s
theory of syntactic/semantic categories [3, 4, 36, 37], in accordance with
Frege’s ontological canons [21], Bocheński’s motto, syntax mirrors ontol-
ogy [13], and some ideas of Suszko: language should be a linguistic scheme
of ontological reality and simultaneously a tool of its cognition [50-53].

2. Main ideas of the formalisation of categorial lan-
guage L

Categorial language L is defined if the set S of all well-formed expressions
(wfes) of L is determined. These expressions must satisfy the requirements
of categorial syntax and categorial semantics. The categorial syntax is
connected with generating the set S by the classical categorial grammar,
the idea of which originated from Ajdukiewicz [3, 4] under the influence
of Leśniewski’s theory of semantic (syntactic) categories in his systems of
protothetics and ontology [36,37], under Husserl’s ideas of pure grammar
(see [30]), and under the influence of Russel’s theory of logical types. The
notion of categorial grammar was shaped by Bar-Hillel (see [6-8]) and devel-
oped by Lambek, Montague, Cresswell, Buszkowski, Marciszewski, Simons,
Tałasiewicz and others [14-21,34,35,38-40,45,46,52].The first formalisation
of languages generated by the aforementioned classical categorial grammar,
the notion introduced and explicated by Buszkowski was presented in the
author’s book in Polish [55] and its English translation, as well as some
extension [56] (see also [63]).

In the categorial approach to language L, wfes of S should belong
to appropriate syntactic categories. A characteristic feature of categorial
syntax is that each composed wfe of the set S has a functor-argument
structure, so that it is possible to distinguish in it the main part (the
so-called main functor) and the other parts (called arguments of this
functor), yet each constituent of the wfe has a determined syntactic category.
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Categorial intensional and extensional semantics is connected with meaning
and denotation of wfes of S and with their membership in appropriate
semantic categories: intensional and extensional, respectively (see [25,61,63-
66]). Each constituent of the composed wfe has a determined semantic
(intensional and extensional) category, can have a meaning (intension)
assigned to it, and thus also a category of knowledge (the category of
constituents of knowledge) and also denotation (extension), and thus – an
ontological category (the category of ontological objects).

The meanings (intensions) of wfes of L are treated as certain constituents
of inter-subjective knowledge: logical concepts, logical judgments, operations
on such notions or judgments, on the former and the latter, on other
operations.

Object references (references) of wfes of L, and also constituents of
knowledge, are objects of the cognised reality: individuals (concretes or
abstract), states of things, operation on the indicated objects, and the like.
Denotations (extensions) of wfes of L and constituents of knowledge are sets
of such objects. The compatibility of these denotations is called semantic
compatibility of L.

3. General assumption concerning the logical sense of
expressions of language L

In the logical conception of language L and the semiotic senses outlined in
the paper, expressions of L have syntactic, intensional and extensional senses
and satisfy some general conditions of the logical sense of these expressions.
Baseline conditions apply to syntactic and semantic unambiguity expressions
of language L and the subsequent – relate to categorial compatibility and
structural compatibility.

3.1. Syntactic and semantic unambiguity

The starting point is the syntactic and semantic unambiguity of the language
expressions of language L. They should be:
• syntactically coherent and wfes of the set S (its essences),
• structurally unambiguous: have one syntactic sense (essence), i.e. do

not contain amphiboly and have the one mentioned functor-argument
structure,
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• semantically unambiguous: have one intension and one extension,
thus, one meaning and one denotation.

REMARK 1. Syntactic and semantic unambiguity is not, of course, a fea-
ture of natural languages and not often of languages of non-exact sciences,
but every syntactically and semantically ambiguous expression of these
languages may be treated as a schema representing all of its interpreta-
tions that are unambiguous expressions (with exactly one syntactic and/or
semantic sense) and which serve for an adequate description of specified
fragments of reality.
For example, the sentence:
Teachers are tired because they teach students in various schools and they
have a lot of them.
is structurally ambiguous (contains amphiboly), but it can be treated as a
schema of two unambiguous sentences:
Teachers are tired because they teach students in various schools and they
have a lot of students.
and
Teachers are tired because they teach students in various schools and they
have a lot of schools.
On the other hand, the structurally unambiguous sentences
I came back tomorrow on foot on the colourful black-and-white train of
25:66.
She laughed with sweet tears which fell weightlessly onto the ceiling.
have no meaning or intensional and extensional sense; they are semantic
nonsense.

In the categorial approach to language L, generated by the classical
categorial grammar, a categorial index (type) i(e) of a certain set T of types
is unambiguously assigned to every wfe e of the set S, and every composed
wfe of S has the functor-argument structure. Categorial indices (types)
were introduced into logical semiotics by Ajdukiewicz [3] with the goal of
determining the syntactic role of expressions and to examine their syntactic
connection, in compliance with the principle of syntactic connection (Sc)
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which, in a free formulation, says that:
(Sc) The categorial type of the main functor of each functor-argument
expression of language L is formed out of the categorial type of the expression
which the functor forms together with its arguments, as well as out of the
subsequent types’ arguments of this functor.

Every functor-argument expression e of L can be written in a functional-
argument form as follows:

(e) e = f(e1, e2, . . . , en),

where f is the main functor of e and e1, e2, . . . , en are its subsequent
arguments. Then, assuming that t is the type of e and t1, t2, . . . , tn are
successive types of its arguments, the type of the functor f satisfying the
principle (Sc) can be written in the following quasi-fractional form:

(i(f)) i(f) = i(e)/i(e1)i(e2) . . . i(en) = t/t1t2 . . . tn.

Then, the set S of all wfes of L is defined as the smallest set including
the vocabulary V of L and closed under the principle (Sc):
DEFINITION 1.

S =
⋂{

X : V ⊂ X ∧ ∀e = f(e1, e2, . . . , en)(Sc(e))→ e ∈ X
}
where,

Sc(e) = (i(e) = t ∧ ∀j = 1, 2, . . . n i(ej) = tj)→ i(f) = t/t1t2 . . . tn).

In the formal definition of set S, it is required that each functor-argument
constituent of the given expression should satisfy the principle (Sc).

Every wfe e of S is a meaningful expression of L possessing one intension,
i.e. one meaning µ(e), where µ is the operation of indicating the meaning
defined on the set S:

µ : S → µ(S) = K.

The meaning µ(e) of the wfe e of the set S may be intuitively under-
stood, in accordance with the understanding of meaning of expressions by
Ajdukiewicz [1,2] and, independently, by Wittgenstein [55] as a common
property of all the wfes of S which possess the same manner of using as does e
by competent users of language L (cf. [41]). Formalisation of thus conceived
notion of meaning (and related notions) is given by Wybraniec-Skardowska
in [62]. In [62], its different philosophical conceptions, in particular those
originating from Richard Montague, Donald Davison or Michael Dummett,
are sketched. In my approach to the meaning of an expression of L, it is
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treated as a constituent of knowledge K = µ(S).

Every wfe e of S is a meaningful expression of L possessing one deno-
tation, extension δ(e), where δ is the operation of denoting defined on set
S:

δ : S → δ(S) = O.

The notion of denoting can, however, be introduced also as the operation
of denoting δK , defined on the set of constituents of knowledge K:

δK : K → δK(K) ⊆ O.

Diagram. 2. Semantic compatibility and language adequacy.

The denotation δ(e) of the meaningful expression e is defined as the
set of all ontological objects (or the ontological object) of the set O = δ(S),
whose occurrences the expression e refers to. The denotation δK(k) of the
constituent k of knowledge K is defined as the set of all extra linguistic,
ontological objects to which k refers. Semantic compatibility takes place iff
δ(S) = δK(K) = O (see Diagram 2).
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3.2. Categorial compatibility

In the logical conception of language L, the three distinguished kinds of
logical sense of expressions of L must be compatible: any wfe of L having
the syntactic sense, essence (belonging to a syntactic category of the defined
kind), has a semantic, intensional sense (intension) and an extensional sense
(extension) and is, simultaneously, a meaningful expression of L belonging
to a defined intensional and, respectively, to a defined extensional semantic
category. The logical sense of wfes of L is connected with the compatibility
of their syntactic and semantic, intensional and extensional categories. In
the categorial approach to language, the aforementioned categories of wfes of
L are determined by attributing to them, as to their expressions, categorial
indices (types) of the set T . Compatible categories have the same categorial
type that unifies these three notions of sense (see Diagram 3).

Diagram. 3. Type-unifying three notions of logical sense: essence, inten-
sion, extension.

Categorial types play here the role of a tool coordinating meaningful
expressions and extralinguistic objects: intensions and extensions [4,47,50-
52].
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3.2.1. Postulate of categorial compatibility

The postulate of categorial compatibility of syntactic and semantic categories
is one of the most important conditions of the logical sense of wfes of language
L. Here is a more formal description of this postulate. Let
S be the set of all wfes of L,
K - the set of all intensions of expressions of the set S;K = µ(S),
O - the set of all extensions of expressions of the set S;O = δ(S) = δK(K).

The above-discussed syntactic and semantic categories of meaningful
wfes of L are the following subsets of the set S:
DEFINITION 2. Synt = {e ∈ S : i(e) = t}, where i : S → T ,
DEFINITION 3. Intt = {e ∈ S : iK(µ(e)} = t}, where iK : K → T ,
DEFINITION 4. Ekst = {e ∈ S : iO(δ(e)} = t}, where iO : O → T ,

The syntactic (resp. intensional, resp. extensional) category
with the index t is the set of all wfes of S that have the categorial index
t (resp. intensions of which, resp. extensions of which have the index t).

The postulate of categorial compatibility defining an aspect of the logical
sense of wfes of L has the following form [65-67]:

AXIOM(P). Synt = Intt = Ekst for any t ∈ T.

3.2.2. Type-unifying logical senses

The formal postulate (P) does not grasp the problem of the logical sense
of language expressions of L adequately, because it does not show the
relationships of the distinguished categories of wfes (essences) with the
corresponding extra-linguistic categories of intensions and ontological cat-
egories of extensions in such a way that the mutual correspondence of
elements of the triad: reality–knowledge-language, and the language ade-
quacy of syntax with bi-level semantics, intensional and extensional, have
been preserved (see Diagram 2).

As it was mentioned, unambiguous determined meanings (intensions)
and denotations (extensions) should be assigned to wfes of L. They belong,
respectively, to suitable extra linguistic categories of objects: categories of
meanings, intensions (e.g. logical notions, logical judgments, operations on
them) and ontological categories of denotations, extensions (e.g. individuals,
set of individuals, states of affairs, or operations on them).



10

The categories of meanings, intensions, are subsets of the set K of
constituents of knowledge, and ontological categories – subsets of the set
O ontological objects. They are determined by categorial indices (types).
And so, for any type t ∈ T :
DEFINITION 5. Kt = {m ∈ K : iK(m) = t},
DEFINITION 6. Ot = {o ∈ O : iO(o) = t}.

Sematic categories (see Definitions 3 and 4) can by defined by formulas:
COROLLARY 1. Intt = {e ∈ S : µ(e) ∈ Kt},
COROLLARY 2. Extt = {e ∈ S : δ(e) ∈ Ot},
stating that the semantic intensional (resp. extensional) category with the
index t is the set of all wfes of L, the meanings, intensions (resp. denotations,
extensions) of which belong to the category of constituents of knowledge
(resp. to the ontological category) with the type t.

It is easy to prove that for any e ∈ S and t ∈ T , by Corollaries 1 and 2
we can state that the Axiom (P) of categorial compatibility can be replaced
by the following equivalent conditions:
THEOREM 1. e ∈ Synt iff µ(e) ∈ Kt iff δ(e) ∈ Ot,
THEOREM 2. i(e) = iK(µ(e)) = iO(δ(e)).

So, we see that categorial types serve also as a tool coordinating wfes of
L and corresponding extra-linguistic objects, and that they unify the three
notions of logical sense (see Diagram 4).
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Diagram. 4. Semantic compatibility and type – unifying the three notions
of sense.

The idea of unification of the type of the logical term of the natural
language, its intension and extension, is also one of the features of the
type-theoretic object theory of E. Zalta [70-71].

3.2.3. Semantic compatibility

From Diagrams 2 and 4, we conclude that ontological objects of the set
O are not only denotations of wfes of the set S (its essences), but also
denotations of intensions of knowledge K corresponding to them.

Semantic compatibility for language L is defined by the following
formula:
DEFINITION 7. δ(e) = δK(µ(e) ∈ O,
where δK is the operation on intensions, meanings of knowledge K.
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From Definition 7, it immediately follows that if two expressions of L
have the same meaning, then they have the same denotation:
COROLLARY 3. µ(e) = µ(e′)→ δ(e) = δ(e′).

It is well known that the reverse implication does not hold. For example,
the extensions of the terms ‘equilateral triangle’ and ‘equiangular triangle’
are the same, but their intensions are not.

3.3. Structural compatibility

3.3.1. On the structure of expressions and their semantic coun-
terparts

The form of language expressions, their connectivity, well-formedness and
logical sense, are connected with the structure of our knowledge and the
structure of the cognising part of reality. Its language description is com-
posed of parts that can be separated. Some of them are independent or
relatively independent and are counted as basic language categories. In
categorial languages, these are names and sentences. Others are auxil-
iary, dependent constituents of language expressions, which allow for the
construction of more composed expressions from simpler ones. They are
functors.

The categorial approach to L allows us to define the structural compat-
ibility of its composed expressions and their corresponding meanings and
denotations. Every wfe of L has one functor-argument structure. Functors
of such expressions may be treated as partial functions defined on a proper
subset of the set S and with the values in this set. Language L can then be
characterised as the following partial algebra:

L = 〈S, F 〉, where F ⊂ S, and F is the set of all functors of L.

As we mentioned in Sec. 3.1, (e), every composed expression e of the
set S can be written in the functional-argument form:

e = f(e1, e2, . . . , en),

where f is the main functor and e1, e2, . . . , en its subsequent arguments.
If the expression e is wfe of the set S, then – in accordance with the

principle of syntactic connection (Sc) – the index of its main functor f ,
formed from the type t of e and successive types t1, t2, . . . , tn of successive
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arguments e1, e2, . . . , en of the functor f , can be written in the following
quasi-fractional form (i(f)):

(i(f)) i(f) = t/t1t2 . . . tn.

The functor-function f corresponds to the function defined on meanings
(intensions), respectively denotations (extensions) of arguments of this func-
tor with subsequent types t1, t2, . . . , tn, the value of which is the intension,
respectively the extension, of the expression e, which the functor f forms,
with the type t.

If, in language L, we have two basic syntactic categories, names and
sentences with respective types n and s, then meanings, intensions – logical
notions with the type n – are assigned to names, and meanings, intensions –
logical judgments with the type s – are assigned to sentences. Denotations
of names are usually individuals or their sets, and denotations of sentences
(in situational semantics) are states of affairs, situations. They also have,
respectively, indices n and s.
Example 1. Let us consider the following sentence of a natural language:

(i) Robert practices football.

with the index s, the main functor of which is the word ‘practices’ of two
name arguments, ‘Robert’ and ‘football’, with the index n. The expression
(i) can be written in the following function-argument form:

(ii) practices(Robert, football).

The index of the functor ‘practices’ is s/nn. The meaning of the functor
(with the same index) is the function which, being defined on the notions of
‘Robert’ and ‘football’ with the index n, as meanings (intensions) of these
names in the sentence (ii), has, as the value, its meaning, i.e. the logical
judgment with the index s stating that Robert practices football. Denotation
of the functor is the mapping which, being defined on denotations (denotates)
of names in (ii) with index n, so on person Robert and the sport discipline
football, has, as its value, the state of affairs: the fact that Robert practices
football, being the denotation of the sentence (ii); it has, like the sentence,
the index s.

If somebody accepts, in accordance with Chomsky’s phrase-structural
grammar, that in (i) the main functor is ‘practices football’ (the predicate)
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of one argument ‘Robert’, then the function-argument form of (i) is as
follows:

(iii) practices football (Robert) = (practices(football))(Robert)

The index of the composed functor ‘practices football’ is s/n, and the
index of the functor ‘practices’ in it is (s/n)/n. Then the meaning and the
denotation of the latter functor differ essentially from those used in (ii).
REMARK 2. As we can see in a natural language, sentences may have a dif-
ferent functor-argument structure, thus different semantic senses: intensions
and extensions. Therefore, they can be treated as skeletons, schemas which
represent unambiguous expressions with one functor-argument structure,
one meaning and one denotation.

3.3.2. Principles of compositionality

From the axiom (P) of categorial compatibility three principles of compo-
sitionality follow [60,63-66]: one syntactic (compositionality of essences,
syntactic forms) and two semantic: compositionality of meaning (intension)
and compositionality of denotation (extension). For every composed ex-
pression of L, the form e = f(e1, e2, . . . , en) and functions h = i, µ, δ, their
common schema has the form:

(COMPh) h(e) = h((f(e1, e2, . . . , en)) = h(f)(h(e1), h(e2), . . . , h(en)).

For h = i, we have the syntactic principle, for h = µ, δ we obtain the
semantic principles corresponding to the ones already known to Frege [23]
(cf.also [25, 31-32,39-40,42-43] and [26-28,33]).

Speaking freely, these principles state that:
The categorial type (the syntactic form), resp. the meaning, resp. the
denotation of a well-formed functor-argument expression of language L is
the value of the function of the type, resp. the function of the meaning, resp.
the function of the denotation, of its main functor defined on types, resp.
on meanings, resp. on denotations subsequent arguments of this functor.

3.3.3. Main properties of functions h(f)

The formulation of the principle (COMPh) defines h(f) as functions. Indeed,
index i(f) of functor f is the function:

i(f) : {(i(e1)} × {i(e2)} × . . .× {i(en))} → {i(e)},
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which, defined on n-tuple indices (i(e1), i(e2), . . . , i(en)), has the value i(e);
hence there follows the syntactic principle of compositionality (COMPi).

Similarly, the meaning and the denotation of the functor f , defined on
meanings and, respectively, on denotations of its arguments, are functions
whose values are, respectively, meanings and denotations of the expression
e. However, let us remember that the same n argument functor (n ≥ 1),
e.g. ‘practices’ in (ii) of Example 1, may have different arguments, though
its meaning, respectively denotation, is uniquely determined.

Thus, for any wfe e = f(e1, e2, . . . , en) such that for types i(e) =
t, i(ek) = tk, where k = 1, . . . , n, µ(f), is the function:

µ(f) : Kt1 ×Kt2 × . . .×Ktn → Kt,

which for intensions of arguments of functor f has the value µ(e) compatible
with the principle (COMPµ), and δ(f) is the function:

δ(f) : Ot1 ×Ot2 × . . .×Otn → Ot,

which for denotations of arguments of functor f has the value δ(e) compat-
ible with the principle (COMPδ).

REMARK 3. Note that the logical sense of language expressions, including
functors, assumes that they have both intensions and extensions. Thus, any
functor f forming the complex expression e has the meaning µ(f) and at
the same time denotation (reference) δ(f), and its meaning and denotation
are functions that meet the conditions listed above in accordance with the
semantic principles of compatibility.
In semiotic literature, however, we encounter some controversy regarding
the sense of functors, which are predicates of name arguments in natural
language sentences. Debate on Geach-Dummet controversy about the sense
of a predicate is reconstructed by M. Tałasiewicz [53]. For Peter T. Geach
sense of a predicate is its meaning and a function satisfying the principle of
compositionality of meaning, while for Michael Dummet the sense is rather
something that determines its denotation (reference). Tałasiewicz in [53]
proposed a solution giving predicates both semantic senses as functions
fulfilling the relevant conditions of semantic compositionality principles.
This solution is interesting because it allows us to maintain semantic
compatibility (see Def.7).
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3.3.4. Generalisation of Ajdukiewicz’s cancellation principles

Just like the index of functor f in expression e = f(e1, e2, . . . , en) (see (i(f))
in Sec. 3.1), we write its meaning and denotation in a quasi-fractional form.
The general quasi-fractional form of the functions h(f), for h = i, µ, δ is
given as the schema:
(h(f)) h(f) = h(e)/h(e1)h(e2) . . . h(en).
At the established quasi-fractional records (i(f)): the type of the functor
f, (µ(f)) of its meaning (intension) and (δ(f)) of its denotation (exten-
sion), some counterparts of Ajdukiewicz’s rules of cancellation of fractional
indices (types) that serve to check the syntactic connection of complex
expressions, correspond to the principles of compositionality (COMPh).
They follow from them. To justify these rules, it is sufficient to use the
equality (COMPh) from the left to the right and (h(f)). They allow us
to calculate types, meanings (intensions) and denotations (extensions) of
functor-argument expressions of L. Their schema, for h = i, µ, δ, can be
written in the following way:
(CANCh) h(e)/h(e1)h(e2) . . . h(en)(h(e1), h(e2), . . . , h(en)) = h(e).
Example 2. For the functor ‘practices’ in the functor-argument sentence
(ii) practices(Robert, football)
the cancellation principles for h = i, µ, δ have the forms:

s/nn(n, n) = s,

µ((ii))/µ(Robertµ(football)(µ(Robert), µ(football)) = µ((ii)),
δ((ii))/δ(Robert)δ(football)(δ(Robert, δ(football)) = δ((ii)),

while for the functor ‘practices football’ in the sentence
(iii) practices football(Robert) = (practices(football))(Robert)
the cancellation principles for h = i, µ are the following:

((s/n)//n(n))(n) = s/n(n) = s,

µ(practices football(Robert)) = ((µ(practices(football))(µ(Robert)) =
= (µ(practices)(µ(football))(µ(Robert)) =
= (((µ(iii)/µ(Robert))//µ(football)(µ(football))(µ(Robert)) =
= ((µ(iii)/µ(Robert))(µ(Robert)) = µ(iii).

Similarly, for h = δ.



17

Let us observe that sentences (ii) and (iii) have the same categorial
type s, and, according to Theorem 2, their intensions and extensions also
have the type s. However, the appropriate constituents of these sentences
and their intensions and extensions have different categorial types.

3.3.5. Models of L and the notion of truth

The principles of compositionality can be considered as some conditions
of homomorphisms h = i, µ, δ of the syntactic algebra of language L into
algebras of its images h(L), i.e.

L = 〈S, F 〉 −→
h

h(L)〈h(S), h(F )〉,

where F is the set of all simple functor-partial functions mapping subsets of
set S into set S, and h(F ), for h = i, µ, δ, is the set of functions corresponding
to the functor-functions of set F .

Let us notice that the algebraisation of language can already be found
in Leibnitz’s papers. We can also find the algebraic approach to issues
connected with syntax, semantics and compositionality in Montague’s
Universal Grammar [39] and in papers of Dutch logicians, especially in
those by J. van Benthem [9--12] and T.M.V. Jansen [31,32]. The difference
between their approaches and the approach which is presented here lies in
fact that carriers of the syntactic and semantic algebras include functors,
or, respectively, their suitable correlates, i.e. their i- or semantic-function
µ- and δ- images; simple functors and their suitable i-, µ-, δ- images are
simultaneously partial operations of this algebras. They are set-theoretical
functions, determining those operations.

The algebra i(L) = 〈i(S), i(F )〉 is called the syntactic model of language
L, while the algebras

µ(L) = 〈µ(S), µ(F )〉 = 〈K,µ(F )〉 and δ(L) = 〈δ(S), δ(F )〉 = 〈O, δ(F )〉

are the semantic models for L; the first is called the intensional model for
L, the other one, the extensional model for L.

In the process of cognition of reality, we want the sentences of the
language L, representing the knowledge acquired about it, to be the carriers
of true information about cognised portion of reality; they should be true
in the above-mentioned models of L. Language as a tool for describing
reality must distinguish the category of sentences among its syntactic
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categories. True sentences have informative content and allow us to enrich
our knowledge. If for h = i, µ, δ, it is the case that the sentence e of language
L is true in models h(L), we may say that our cognition by means of the
sentence e is true.

The notions of truthfulness in appropriate models are introduced
theoretically by means of three new primitive notions Th, satisfying for
h = i, µ, δ the schema of axioms:

AXIOM(Th) ∅ 6= Th ⊆ h(S)

and are understood intuitively, respectively, as the singleton consisting of
the index of true sentences, the set of all true logical judgments, the set
composed of the states of affairs that take place (in situational semantics)
or the singleton composed of the value of truth (in Frege’s semantics).

For h = i, µ, δ, we assume that:
DEFINITION 8. The sentence e of language L is true in the model

h(L) iff h(e) ∈ Th.
In particular, if h = δ, then we may state that the sentence e of L is true in
the extensional model iff its extension is the state of affairs that takes place
(in situational semantics), or it is the value of truth (in Fregean semantics).

3.3.6. Some remarks concerning the problem of categories of
first-order quantifiers

There is a well-known problem with determining syntactic and semantic
categories, and therefore a problem with categorial types of quantifiers,
and, in particular, of quantifiers of the first order language L1 and types
of their intensions and extensions. To solve this problem, we can apply
the principles of compositionality and the cancellation rules. Some general
findings relating to the solution to the problem of syntactic categories of
quantifiers, their denotation or/and meaning are presented in the following
papers: [58–59,69–70]. In this work, I will limit myself to dealing with this
problem for the quantifier in the simple formulas of L1.
Example 3. Let us consider the quantifier expressions:

(1) ∀xP (x) and (2) ∃xP (x),

in which P is an established one-argument predicate treated as a one-
argument functor-function, and the quantifiers ∀ and ∃ are treated as
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two-argument functors-functions defined on a variable standing next to
them and a sentential function with a free variable bound by the given
quantifier. The categorial type for x is n1, i.e. i(x) = n1, the type for P is
s1/n1, i.e. i(P ) = s1/n1, because we assume that the type for the sentential
function P (x) is s1, since i(P (x)) = i(P )(i(x)) = s1/n1(n1) = s1. The type
of quantifiers ∀ and ∃ is then: s/n1s1, i.e. i(∀) = i(∃) = s/n1s1. Using the
principles of compositionality and cancellation, we can ‘compute’ the type
of the expression (1) in its functor-argument form:

i(∀(x, P (x)) = i(∀)(i(x), i(P (x))) = i(∀)(i(x), i(P )(i(x)))
= s/n1s1(n1, s1/n1(n1)) = s/n1s1(n1, s1) = s.

In a similar way, we ‘calculate’ the index of the expression (2) = ∃(x, P (x)).
Thus, expressions (1) and (2) are sentences.

We will now define the denotation of the discussed quantifiers in
Fregean semantics. We assume that δ(x) = U , where U is the universe
of individuals in an established model ML1; δ(P ) : U → δ(P (x)), where
δ(P (x)) = δ(P )(δ(x)) = {u ∈ U : δ(P (x/u)) = 1} and P (x/u) is a sentence
which we get for replacing in the sentential function P (x) its free variable
x by the name of the individual u, and 1 is the value truth. Then,

δ(∀xP (x)) = δ(∀)(δ(x), δ(P (x)) =
{

1 if δ(x) = U = δ(P (x))
0 if δ(x) = U 6= δ(P (x))

δ(∃xP (x)) = δ(∃)(δ(x), δ(P (x)) =
{

1 if δ(x) ∩ δ(P (x)) 6= ∅
0 if δ(x) ∩ δ(P (x)) = ∅.

So, the denotation δ(∀) (resp. δ(∃)) of the quantifier ∀(resp. ∃) is the
function which, for the universe U and the denotation of the scope of
the quantifier, has the truth value iff the denotation of its scope is the
universe (resp. the denotation of this scope has at least one individual of
the universe).

In a similar way, we define the meanings of the quantifiers ∀ and ∃ in
(1) and (2).
Example 4. It is obvious that the quantifiers ∀ and ∃ are typically am-
biguous in logic, depending on a type. In other contexts, e.g., in the
expressions

(3) ∀x,yR(x, y) and (4) ∃x,yR(x, y) or
(5) ∀xR(x, y) and (6) ∃yR(x, y)
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they have other categorial types, intensions and extensions. Their categorial
type in expressions (3) and (4) is s/n1n1s2, where s2 is the index of the
sentential function of two individual variables, while in expressions (5) and
(6) they have the type s1/n1s2. The predicate-functor’s R categorial type
is, of course, s2/n1n1.

It is easy to check and ‘compute’ that exemplary expressions are syn-
tactically connective, therefore wfes. The first of them, (3) and (4), are
sentences, because they have the index s, while the others, (5) and (6), are
sentential functions with one free variable, because they have the index s1.

4. Final remarks

The logical sense of language expressions is, of course, a kind of idealisa-
tion. In the logical and categorial conception of language, the sense of
its expressions, both syntactic and semantic, intensional and extensional,
ensures their structural and semantic unambiguity and mutual syntactic
and semantic compatibility.

A natural language, and often also the scientific variation, is a living
creature, still developing. The degree of syntactic and semantic senses of its
expressions changes, it can be narrower or higher, depending on its skilful
precision. However, structural or semantically ambiguous expressions can
always be split into expressions having unambiguous syntactic and semantic
senses and be categorially analysed. Also, expressions that are imprecise
or vague can be replaced by sets of sentences with precise meanings and
denotations. Moreover, they can be considered separately with respect to
their categorial structure, because only expressions with a high degree of
logical sense, syntactical and semantical (intensional and extensional), get
closer to the sense and may, after a proper justification, become theorems of
a given discipline of knowledge and be a base for satisfactory interpersonal
communication about our world.

Acknowledgements: The author wishes to thank the Reviewer of this
paper for their comments and suggestions. Several remarks that he made
led to some additions or improvement in the text.
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