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1. Introduction

Virtue ethics is commonly regarded as a third approach to normative ethics. Different from deontology and consequentialism, virtue ethics is established on the idea that the most foundational concepts of morality are virtues and vices. A virtue is a personal character trait that depicts one’s stable disposition to act, reason, or feel in certain way.⁴¹ According to virtue ethicists, all the other prevailing moral concepts, such as moral duties or good consequences of actions, are only secondary in the sense that they should be explained in terms of virtues and vices. In this way, virtue ethics provides an alternative moral theory about what is good or bad, what is right or wrong. Since the publication of Anscombe’s famous paper “Modern Moral Ethics” in 1958,⁵ virtue ethics has attracted great attention from moral philosophers. It seems to have the potential to overcome some of the major issues in the other two normative moral theories, such as the dependence on the concept of a “divine lawmaker” in making moral judgements as complained by Anscombe. By shifting our attention from abstract entities such as moral duties or rules of actions to concrete but fundamental questions about what kind of life we should live, virtue ethics revives the ancient tradition of morality in both the Western and Eastern worlds. However, there are many different versions of the
theory and the controversy about what kind of theory we should establish is far from settled. What is the nature of a virtue and how should we understand it? How many types of virtues are there, and how are they related to practical benefits? Can virtues be learned or cultivated? Can we establish a satisfactory theory of morality based on virtues and vices? These are important problems that virtue theorists need to resolve.

In recent years, a group of philosophical situationists raised a serious line of objection against the basic assumptions of virtue ethics. Philosophers such as Gilbert Harman,\(^3\) John Doris,\(^4\) and Maria Merritt\(^5\) draw attention on the empirical studies on moral behaviors and personality traits from the social psychology literature. One of the most cited experiment is Stanley Milgram’s famous obedient experiments.\(^6\) In this series of experiments, the psychologists told the subjects that they were conducting an empirical study about learning and punishment, but their real purpose was to test the subjects’ obedient behaviors under the pressure of autoreactive figures. The subjects were asked to electrically shock the confederate “learners” when they made a mistake in the learning and testing tasks. The experiment results show that over 65% of the subjects did not insist on fighting against this apparently immoral command, which was much higher than the percentage expected by both experts and laypeople back in the 1960s. In another experiment, Alice Isen and Paula Levin.\(^7\) tested the subjects’ helping behavior by arranging a confederate to drop a pile of files near them. Before that happens, the psychologists asked the subjects to find a coin in a public pay phone, and manipulated their mood by changing the difficulty of finding the coin for different subjects. It turned out that for those who did not find the coin and thus had a more negative mood, the rate of helping behavior dropped from 87.5 percent to 4 percent.

Philosophical situationists believe that these and many other empirical studies shatter the theoretical foundation of virtue ethics. Milgram’s experiment and related studies seem to show that human moral behaviors are not caused by character or personality traits, but rather by the environmental and situational factors. Virtue ethicists try to build their ethical theory on the concept of virtue as a stable character trait, but the empirical evidence does not support the stability of the virtues under different environmental circumstances. Without an ideal of a stable virtue that
takes effect in most of the moral behaviors, the success of a normative theory of virtue ethics is hard to imagine. In addition, Alice Isen’ s experiments and related results show that many situational factors usually affect moral behaviors in an unconscious way. Following the Aristotelian eudaimonic tradition, one of the central beliefs of virtue ethics is that morality can be cultivated through moral education. It is believed that moral education is a process of rational and conscious training of moral characters rather than the inculcation of a set of behavioral rules. This belief relies on the causal efficacy of the virtues. If the human moral behaviors are determined mostly by unconscious processes, then the conscious training of the virtues would be in vein, because no matter how good a person gets to know the virtue consciously, the moral character will not take effect in their behaviors. Even though the situationists did not refute virtue ethics decisively, the burden of proof shifts to the virtue ethicists.

The virtue ethicists respond differently to the challenge raised by the situationist critique. One common response is that the empirical results cited by the situationists have nothing to do with the normative theory of virtue ethics, because the Aristotelian virtue ethicists have already made the claim that the true virtues that are stable are very rare in reality. Some other virtue ethicists admit that the experiments in social psychology are relevant, but disagree with the situationists about whether they show that globally stable virtues don’t exist. Still other virtue ethicists bite the bullet and admit the situationist challenge, but continue to develop a modified version of virtue ethics theory that could avoid the difficulty. In this paper, I will present another way to respond to the situationist critique that is different from all of the above ones. The basic idea is to draw attention on some of the phenomenon one might encounter in typical moral decision-making scenarios that are often omitted or ignored. The discovery of these phenomenon takes advantage of the power of computation models to illustrate emergence phenomenon in complex systems. Once this additional information is taken into account, we will be able to see more possible ways for virtue ethics to meet the situationist challenge. The structure of the paper is organized as follows. After the introduction to an agent-based model for the virtue of justice in Section 2, I will establish a novel argument that defends the virtue ethics against the situationist critique in section 3,
and describe two simulation experiments to support the argument. Section 4 continues to reflex on the assumptions made in the computation model as well as the implications of the simulation results on virtue ethics. I will also reply to some possible objections. The last section concludes.

2. An Agent-Based Model of Justice

In the last several decades, the rapid development of artificial intelligence technologies had greatly expanded the toolbox for social sciences and humanity researches. The agent-based modeling method is one of them. While it is developed and widely used in many social science areas such as economics and sociology, the agent-based modeling of ethical theories is still rare. One notable exception is [11], but the focus is on consequentialism exclusively. In this section, I will propose an agent-based model of the virtue of justice.

Agent-based modeling is especially good at modeling and representing complex systems. A typical complex system consists of a large amount of relatively small components, each one of the components is subject to the influence of both the other components and the larger structures that are made of them. Many aspects of human society satisfy this defining characteristic of a complex system. From this perspective, social phenomena can be viewed as the result of the causal interactions of a large number of individual creatures who can make decisions and conduct actions independently. For example, suppose every participant in a free market largely follows the requirements of the rational decision-making rules, then at the global level the free market will exhibit equilibrium states in which market supply and demand balance each other. This macro-level phenomenon emerges from the micro-level interactions of the individual components. Agent-based modeling is a modeling technique in the area of complex science. It is especially useful in modeling complex systems as described above. The idea is to model in a virtual agent the exact decision procedures and mechanisms of each individual in the micro-level description of the system, and use computer simulations to illustrate how they interact with each other and produce higher level phenomena. One advantage
of the agent-based modeling methodology is that the concrete simulations of the
dynamics of a complex system have the power to uncover possible emergent phe-
nomenon that goes beyond the reach of direct human intuitions. As a notable exam-
ple, the famous Shelling’s study[^12] of racial segregation shows that the global level
of racial grouping can happen in cases where individuals are nowhere near racists.
As we shall see, the argument I propose in this paper takes advantage of this prop-
erty of agent-based modeling methodology.

The modeling of virtue ethics demands a setup of a concrete social situation.
To avoid reinventing the wheel, I take the well-known El Farol model as the basis
model, and adapt it to model the virtue of justice. Similar ideas could be applied to
other types of virtues, but this example is enough for a demonstration of the con-
cept. In his original description of the El Farol model, Arthur[^13] used a beer bar
named El Farol in Santa Fe, New Mexico as a prototype. The bar is famous for its
Ireland music performance every Thursday. On that day, there are 100 local cus-
tomers who usually stop by the bar and enjoy the music. The bar is too small to
host all the 100 customers. It can only accommodate 60 people at one night. If the
number of people went beyond 60, the bar would become too crowded and every-
one’s night would be ruined. To solve this dilemma, the local newspaper publishes
the number of customers in the bar the week before. It is up to each person to deter-
mine for themselves if they should go to the bar according to the data of the past
several weeks. Arthur designed a model for this scenario. Figure 1 shows its im-
plementation in the Netlogo software, where the upper right section represents
the El Farol bar.

As one of Plato’s four cardinal vir-
tues, justice is related to the fairness in
the distribution of a public resource.
The El Farol model depicts a problem
about the fair distribution of the 60 seats
in the bar among the 100 customers.
The overall distribution is a collective
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result of the decisions made by each individual customer. Since they all love the music and the beer, the natural choice for each customer is to go to the bar this Thursday. But the bar would be overcrowded if they all followed their natural choice. The result is a loss for everyone. On the other hand, if no one came to the bar because of the above line of reasoning, then the public resource in the bar would be wasted. The ideal solution is precisely 60 customers attending the bar. As part of the model setting, no collaboration of any kind is allowed between any group of customers. They must make their own decisions independently to make sure they reach exactly the golden number of 60. The virtue of justice is a character trait of the individual customers. It is expected that by possessing the virtue of justice individually, the group of 100 customers will arrive at the ideal macro-level solution in a stable manner.

I propose the following definition of the virtue of justice in the El Farol model describe above: we say that an agent has the virtue of justice if she does not go the bar when she expects that the bar will be overcrowded. To see how this definition captures the philosophical conception of the virtue of justice, I will elaborate on several implications of the definition on virtue ethics. First, since everyone loves the music in the bar, and everyone knows that no one will enjoy the music if too many people come to the bar simultaneously, we tend to say that those who pass their opportunity at appropriate time demands only a fair share of the public resource, thus possess the virtue of justice. Second, since both consequentialism and deontology can have an account of moral virtues, the defining feature of virtue ethics is to take the concept of virtue as the theoretical foundation. Therefore, one demand of virtue ethics is that the correct definition of a virtue should not be the maximization of the benefit or utility of the moral behavior. Consider the situation in which going to the crowded bar and staying at home have the same utility for any individual. In this case, it follows from the principle of maximal utility that the best decision is to go to the bar every week no matter what happens, because the utility of going to the bar is no less than staying at home. This decision apparently violates the demand of justice. Therefore, at the individual level the virtue of justice is different from the maximal benefit of the behavioral consequence. Third, the virtue of justice cannot be reduced to the maximal utility at the global level either.
Consider the situation where there are more than 60 people who always come to the bar, perhaps because of a consequentialist mind. Then the global level behavioral result is always crowded, regardless of what the other people do. In this case, for any given agent, having a virtue of justice will not change anything, but it still has a moral value in itself. This is consistent with the virtue ethicists’ intuition about the concept of virtue. Fourth, the above definition of justice has a corresponding vice as an opposite character trait. If there is someone who insist on going to the bar even when she has perfect good reasons to believe that the bar will be crowded, we tend to say that this person not only lacks the virtue of justice, but actually possess a vice of intentionally sabotaging everyone’s plan. Fifth, our definition of justice takes into account the intellectual virtue *phronesis*, or practical wisdom. Processing the virtue of justice does not guarantee a morally good behavior, because the agent might underestimate the number of people who are willing to go to the bar. Consider a virtuous person who is always motivated to be just, but not smart enough to predict correctly the number of people in the bar even once. Then this person does not act justly at all from other people’s perspective, because she would always go to the bar regardless. This example illustrates the importance of practical wisdom for the virtues to take effect in moral actions, a point which is usually emphasized by virtue ethicists. Lastly, the above example of virtue without wisdom also exhibits the relevance of inner motivations. Even though the unwise person in the example never conduct any just behavior, there is no doubt that she has something admirable about her character trait, because she has the spirit to not give up in making effort to act justly. The necessity of virtuous motivation for a virtuous person is also emphasized by many virtue ethicists. In short, there are enough reasons for us to believe that the proposed definition of the virtue of justice is an appropriate manifestation of the virtue ethicists’ conception of virtue in the specific social situation of the El Farol problem.

The other component in the El Farol model is the decision mechanism of the agents. In Arthur’s original model, the agents have the capacity to learn from the past experience, namely the last several weeks’ record of the number of customers in the bar. Every agent is randomly assigned a set of predictors, which could be used to predict the number of customers in the bar in the current week. The imple-
mentation of the predictor is a simple linear model with the number of customers in the past weeks as independent variables. Therefore, each predictor is represented as a set of parameters of the linear model. The agents have a limited memory of the past experience with a fixed length, which keeps updating as time goes. In every week, each agent chooses the best predictor in its set of strategy, which is defined as the predictor that has the highest correct rate when tested on the agent’s memory of the past experience. The optimal predictor might change when the memory gets updated. The agents then make a prediction on whether or not the bar will be overcrowded, and decide on which action to choose: going to the bar or staying at home. I keep this implementation of bounded rationality in the justice model, but only take it to be the rational component of the cognitive model for the agents. There are two additional components in the model, one for the unconscious cognitive processes of the agents, another for the situational or environmental factors. They will be described in detail in the next section.

3. Experimental Design and Results

The challenge raised by the situationist critique can be summarized as follows. Situationists propose that most of the virtuous behavior we witness in our daily life are caused by some seemingly unimportant non-ethical environmental or situational factors. Also, most of these situational factors take effect unconsciously. They cite many empirical studies of social psychologists as their evidence. Situationists derive from this observation to the conclusion that a) in reality there is unlikely such thing as stable character traits under distinct environments or situations, therefore the concept of virtue on which virtue ethics establish their brand of normative ethics is shattered; b) the effort to cultivate such stable character traits through conscious moral cultivation and education is most likely to fail, because the situational factor will sabotage the conscious demand of virtue in moral behaviors.

My response to the above two objections is this. Situationists made the right observation in social psychology studies, so their premises might be true. But the
two conclusions they draw about the empirical results’ implications on virtue ethics do not hold. In other words, they are wrong about what the empirical results mean for virtue ethicists. My argument goes like this:

(1) We can model the situational factor and the character factor computationally, and experiment on how each factor would change the virtue social setting.

(2) The computational model shows that even a small portion of character factor would significantly change the aftermath of the moral behaviors.

(3) The computational model also shows that even when most of the decisions on moral behaviors are made unconsciously for all the people, conscious virtue learnings can still have a significant effect on the behavioral results in the social setting.

(4) Premise 2 indicates that we simply cannot directly remove the concept of virtue out of our moral thinking, as the situationists suggest. Even though most of the character traits in reality are not stable, it doesn’t pose a threat for virtue ethics because virtues can take effect even when they are highly unstable. Our moral theory should take this effect into account, and that requires the concept of virtue.

(5) Premise 3 shows that the effort of moral education and virtue cultivation is not in vein. Even if the causal power of the character trait is mostly blocked by unconscious factors, it can still significantly affect the behavioral results. That means the aim of moral improvement toward the ideal, rather than directly achieving the ideal, is not hopeless, but quite practical, worthwhile, and achievable.

(6) Therefore, the situationist critique of virtue ethics does not hold.

In the rest of this section, I will describe two computational experiments that support premises 2 and 3. Let’s start with premise 2. As pointed out by the situationists, human moral behaviors are mostly influenced by the environmental factors. I add two more coefficients to model their effects: an environmental difficulty coefficient $\alpha$ representing how hard the environment goes against the agent’s will, and a deterministic coefficient $\beta$ representing the agent’s will power to overcome the adversarial environment and to follow the demand of the virtues. I assume the environment always has a tendency to force every agent to go to the bar, contrary to the intention of the just agents who predict that the bar will be crowded. $\alpha$ refers to the probability that the environmental factor makes the agents go to the bar. If $\alpha$
is 1, then the environment always requires the agents to go to the bar; if $\alpha$ is 0, then
the environment always requires the agents to stay at home. Every time an agent
makes a decision, it follows the instruction of the rational component of its cogni-
tive model with probability $\beta$, and subject to the demand of the environmental fac-
tor with probability $1-\beta$. For each possible result of the behavior, assign a set of re-
wards as follows: when the bar has less than 60 agents, those who goes to the bar
get reward 1, while those who does not get reward 0.1; when the bar accommo-
dates more than 60 agents, everyone gets a reward of 0.1. This reward system
helps separate the virtuous behaviors from the consequentialist behaviors. Since
going to the bar is always at least as good as staying at home no matter how crowd-
ed the bar is, a consequentialist will always go to the bar based on the dominance
decision rule. In contrast, a virtuous agent will refrain from going when she fore-
sees a bar full of people.

The following computational experiment is conducted under the model set-
ting describe above. Each agent keeps a memory of the past 5 weeks’ attendances,
and holds a strategy set with 10 candidate predictors. Let the rational decisions of
the agents follow the virtuous decision rule. In other words, when an agent con-
sults its rational strategy and predicts that the bar will be crowded, then the agent
will choose not to go. Someone who make the opposite decision cannot be regard-
ed as processing the virtue of justice. For a given value of $\alpha$ and $\beta$, let the agents
make a choice between the rational decision and the environmental dictation with
probability $\beta$ and $1-\beta$ respectively for 1000 times. The probability of going to the
bar under the environmental control is set to $\alpha$. Repeat the simulation 10 times, and
record the average value of the crowded rate of the bar. Figure 2 shows the simula-
tion results. We can observe two facts from this experiment. First, when the behav-
iors of the agents are determined by their rational predictions and virtuous decision
rules, the number of agents in the bar fluctuate around a number close to 60. This
well-known emergent phenomenon yields additional implications on virtue ethics
in the justice model. As part of the model setting, the behavior of every individual
agent is caused by two factors: the rational or virtuous cognitive component and
the environmental or situational factor. The causal effect of both of the two factors
can be explicitly measured by the overcrowding rate of the bar. When the agents
are controlled mainly by the rational strategies, the overcrowding rate is lower. When they bend under the pressure of hard environment, the overcrowding rate is higher. Second, even when the environment is very hostile while the will power of every agent is very weak, there is still a significant improvement on the overcrowding rate. This fact is usually overlooked by the philosophical situationists, perhaps because its discovery requires a level of detail that is best illustrated by a computational simulation. It shows that one cannot ignore the causal effect of virtuous character traits even when they are subject to severe interferences by the environmental factors. The situationists might be correct when they observe that our moral behaviors in reality are mostly caused by environmental factors. But that does not mean we need to abandon the conceptions of virtues and vices, because they are necessary for us to account for the significant overall effects exhibited in fact two which is caused by a small contribution of the virtuous factor.

To support premise 3, we need to model both the unconscious mechanism of the decision procedure for each agent and the conscious virtue learning mechanism among them. The unconscious component of the justice model follows Erev and Roth’s idea of reinforcement learning.[14] The agents in the model can either go to the bar or stay at home. Set an impulse value for each of the two options and update them as the agents make decisions by accumulating separately the rewards they collect. The reward setting is the same as the one described before: 1 for going to the bar when it turns out to be spacious and 0.1 for all the other combinations. The possibilities for an agent to choose between the two options is set to be proportional to their corresponding impulse values. Situationists challenge the idea of virtue cultivation and moral education. One mechanism of virtue learning commonly suggested by the virtue ethicists is learning from admirable role models. The purpose is not to mimic exactly what the role model does in every circumstance, but rather to deliberate about the reasoning required for the role models to act virtuously. The learning process in the justice model follows a similar idea. An agent can only learn another agent’s prediction strategy in its conscious component, but not their exact actions or anything in their unconscious components. A learning step is defined as the procedure of deleting one of the learner’s own predictor in its strategy set and add the one in the target’s strategy set that predicts best in the current step.
With the unconscious component and the learning procedure added to the model setting, the next experiment tests the effect of virtue learning when all the agents are subject to the influence of both their conscious and unconscious cognitive processes. Let $\gamma$ denote the probability that the agent follows the decision made by the rational component rather than the unconscious one. For every time point, let one of the agents who violates the virtue of justice most frequently learn from one of those who violates the least as described above, repeat this learning procedure for 10 times. The simulation result is shown in Figure 3. Remarkable, even when most of the conscious decisions of the agents are interfered by the unconscious impulses, the learning procedure still improves the overcrowding rate and the mean reward of the agents. Note that the learning process is designed to be relatively weak: only 10 percent of person learn from 10 percent of the strategies adopted by the virtuous agents. Contrary to the expectation of the situationists, the effort to cultivate virtuous traits through conscious moral learning does not fail, even though the trait in question is unstable all along.

The above result indicates a distinction between ideal virtue and virtue improvement. The latter does not have to be ideal, no matter how small it is. As long as it is not nil, it is morally significant. In order to show this distinction, the computational experiment is intentionally designed to magnify its practical significant. The ideal virtue is mostly favored by the Aristotelians. If we use Aristotelean vir-
tue ethics only as an ideal, and admit virtue improvements as part of virtue, then the situationist is mistaken about the implication of their second observation. Virtue ethics does not require the actual achievement of the ideal virtue. It can serve as a conceptual ideal that is necessary for capturing the concept and direction of practical efforts. Since the situational factors will not completely diminish all the causal power of the character factors, the remaining causal effect of virtue improvement can still be significant, which keeps the practicality of the moral ideal. The ideal virtue is morally significant because it is the aim of virtue improvement. The concept of virtue improvement does not subject to the critique posed by situationists, because it only requires a non-zero possibility of happening to maintain its moral significance and practically significant. Therefore, both the ideal virtue and virtue improvement are legitimate concepts for moral theorists.

![Box plots showing experiment 2 simulation results](image)

**Fig. 3** Experiment 2 Simulation Results

### 4. Limitations and Objections

A common attack against any agent-based modeling study or any computer simulation research in general is to point out the unrealistic nature of the model. To turn on the simulation engine and keep it running, the researchers must simplify the issue at hand extensively and make up some pretend values for the model pa-
rameters. These moves will no doubt negatively affect the validity of the model. Computational social scientists usually counter by saying that all models are wrong, but some are useful.\[^{15}\] I don’t find this response particularly satisfactory. The validity of a model depends on whether the model and the target system have some relevant structures that are similar in a meaningful way. I will discuss four aspects of the model assumptions that are crucial for the justice model: the reward setting, the definition of justice, the conscious and unconscious cognitive components, and the learning procedure.

In the computational experiments, the rewards are used to quantify the action utility of every agent. They should be distinct for different agents in reality. The reward setting in the justification model is an uncommon one: 1 for uncrowded and go, and 0.1 for all the other possibilities. Why are staying at home and being in a crowded bar equally unpleasant? After all, people would prefer staying at home if the bar is crowded, which is exactly how the original El Feral model is set up. But in that case, there would be no behavioral distinction between virtuous people and profit-driven ones. In fact, if an agent’s only purpose is to maximize its reward, then she should choose to go home whenever she predicts that the bar will be full, because it is a more profitable option. In that case, any virtuous behavior manifested in the model could be explained by the agent’s consequentialist motive. The reward setting of the justice model is designed to avoid this situation, so that we can expose the effects of the virtue.

Despite the lengthy justification of the definition of justice in section 2, one might still find it lacking at some point. If we think of the seats in the bar as a kind of public resource, then wasting it intentionally might be a vice. Why isn’t going to the bar when there are still seats available part of the virtue of justice? The problem is similar to the one I just mentioned, namely if it is then we can’t separate virtuous people from profit-driven ones because they will all behave the same way. This response raises another worry: doesn’t the definition of justice adopted in the computation model violate our intuition, at least in this aspect? The answer might be yes, but it won’t affect the general argument. In fact, even if the pattern of behavior one takes as virtuous is completely artificial, the learning mechanism in the
justice model still works as long as the agents aim to achieve that behavioral pattern. We can use our intuitive definition of justice instead. I am narrowing it only to make its behavioral effects more explicit.

The cognitive components might be a weak spot of the computational model of justice. Both the conscious and unconscious models are wildly simplified and unrealistic. The main reason I am still using them is that they are well known in the literature. I admit that they could be improved by updating to an implementation of a more comprehensive cognitive architecture of human decision-making processes with empirical validity. For example, we may replace Arthur’s original linear models of predictors by a more sophisticated deep neural network predictor. Another useful improvement is to add an affective component that is specialized for modeling emotions and feelings. In Milgram’s obedient experiments, if we consider the internal struggle experienced by the subjects when they follow the order to shock the confederates, we might have a different opinion about the overall effects of the situational factors. The agents’ internal feelings and other affective processes are not reflected in the current model of justice. We need further studies to know if these improvements would change the experimental results.

There is one subtle objection against the learning procedure in the model. Imagine the learning ability of the agents are so great that ultimately, they all think exactly like the most virtuous agent. When that happens, all the agents will make the same decision, which means they all either go or not go simultaneously. This is the worst possible distribution of the public resource. Ironically, all of them are as virtuous as possible. One response to this objection is to think of an opposite situation where the agents learn from the most vicious one instead. They are all equally evil, and they get what they deserve. The key to this problem is that the El Farol setup requires a reasonable level of heterogeneity among the agents. Since the unconscious component of the cognitive model and the probabilistic nature of the decision procedure provide enough differences among the agents, this objection is avoided in the model of justice.

One final objection I would like to consider concerns the foundational role of the virtues. One of the defining features of virtue ethics as a normative theory is that it takes the concept of virtue as basic. All the other moral concepts such as
good or bad actions are defined in terms of it. However, in the argument proposed in this paper, the moral significance of the virtues is justified by noting their macro-level behavioral consequence, namely the overcrowding rate of the bar. Does that support the consequentialist idea by defining virtues in terms of favorable consequences? Consider the cases where the environment is so hostile that virtue factors have no influence on the consequences at all. For example, suppose everyone is forced to go to the bar no matter how virtuous they are. Virtue ethicists can still argue that the virtues are valuable in themselves. It is just that they didn’t manifest in the consequence. The difference in consequences is used as an illustration of moral significance of virtues, not as a definition.

What do all these mean for virtue ethics? First, considering the various limitations of the computation model of justice, the argument proposed in this paper does not settle the debate between virtue ethicists and the situationists. Second, even though the argument is not conclusive, it paves the way for a promising response to the situationist critique that should be taken seriously. The emergence phenomenon uncovered by the simulation experiments show how subtle the causal effects of character traits can be. They also help clarify the relevance of the distinction between the concept of ideal virtues and virtue improvements, a distinction that is often ignored in the situationism debate. Third, aside from empirical studies in psychology, moral theorists need to take into consideration computational modeling methods as another useful tool for normative ethics researches.

5. Conclusion

The discussion so far contributes to the situationist debate by proposing a novel agent-based model of the virtue of justice. The results of the simulation experiments based on the model of justice provide an alternative approach to defend the virtue ethics from the situationist objection. Although the argument is not conclusive, it exemplifies how computational modeling methods could be used in the philosophical researches of morality. The analysis of the limitations of the model assumptions indicates at least two promising further research topics: 1. Does the result still hold if we supplement the model of justice with more sophisticated cogni-
tive components that are empirically validated? 2. How can we model other types of virtues, and is it possible to construct a more comprehensive computational model of virtue ethics?
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