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BEIJING CONSENSUS OF ARTIFICIAL INTELLIGENCE FOR
CHILDREN: AN EFFORT TO PREVENT JUVENILE DELINQUENCY

Abstract: This article is an attempt to highlights the importance of Beijing
Principle of Artificial Intelligence for Children for preventing the Juvenile
Delinquency. The article argues that the artificial intelligence products should
protect children's privacy, promote children's physical and mental health, and

control potential risks.
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NEKUHCKH KOHCEHCYC 11O HICKYCCTBEHHOMY
WUHTEJUIEKTY JJISA JETEW: YCUINAA IO IIPEJOTBPAIIIEHUIO
HNPECTYIHHOCTHU CPE/IU HECOBEPIIEHHOJIETHHUX
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AHHOTauusA: B 1aHHOU cTaThe NPEeANPUHATA NONBITKA OCBETUTH BAXKHOCTh
[TeknHCKOTO MPUHIIUITA KCKYCCTBEHHOTO MHTEIIJIEKTA JIJIs IeTel B MpOo(HIIaKTHKE
MOJPOCTKOBOM MPECTYMHOCTU. B cTaThe yTBEpKIaeTCs, YTO NPOLYKThI
HMCKYCCTBEHHOI'O MHTEIJUICKTA JIOJIKHBI 3alUIIATh YACTHYIO JKU3Hb JETEH,
CIOCOOCTBOBATh (PU3MUECKOMY M TICHXHUYECKOMY 3/I0POBBIO JCTEH U

KOHTPOJMPOBATH INOTCHIMUAJIBHBIC PUCKH.

Kirouessie ciioBa: U, stuka U, U nyis nereit, noApOCTKOBAs MPECTYIMHOCTh

BOJIAJIAP YUYH NEKUH KOHCEHCYCHU CYHbUH UHTEJJIEKT:
BOAT'A ETMAT'AHJIAP OPACHUJA ’KHHOATYNJINKHU OJIIMHA
OJIUIITA KAPATUJITAH CAM-XAPAKATJIAP.

XyJaoca: YOy makonaga [IekuH NpUIMIUHUHT CYHBUN WHTEJUIEKTHUHT BOSTA
eTMaraHjap opacuiary XUHOATUUIMKHUHT TPOPUIaKTUKACUHHIIA MYXUM
axaMHMsTra erajury TabKuJIaHrad. Makoiiaa CyHbui HHTEIUIEKT MaxCyJIOTIIapH
OoJNaNapHUHT MIaXCUW XaETUHU XUMOS KWIUII, YIAPHUHT )KUCMOHUHN Ba PyXUi
CaJIOMAaTJIUTHUHU MyCTaxKamJlalll Ba MoTeuan XaBhaapHu Ha30paT KUJIHUIIH

KCPAKJIMI'YU TabKUIJIAHT'aH.

Kamurt cyzaap: CU, CU stukacu, 6onanap yuyd CHU, Bosira eTmaraniap opacujia

KHUHOAT

A lot of people have recently involved in research related to Al and Ethics but a
little attention was being paid to how it will affect children and their rights. Al is
Impacting everyone including children in many different ways. Al scientists are

also concerned about the vulnerability issues emerging due to the advancement of



Al. It is not always when children misuse the technology. Sometimes, technology
acts as a catalyst in committing crimes by children. There are a number of
technological innovations being used for crime prevention as well and a number of
new technologies have emerged which are being used as a mean to commit crimes.
The question of ethical use of technology is less important to the question of
“which type of morality we should install in the technology?”” That is why,
researchers, mostly social scientists in collaboration with applied scientists are

working on developing ethical principles for technologies such as Al.

On 14 September 2020, Beijing Zhiyuan Atrtificial Intelligence Research Institute
("Zhiyuan Institute"(1), in collaboration with leading universities of China as well
as artificial intelligence companies and alliances jointly released China’s first
child-oriented artificial intelligence development principle "Beijing Consensus on
Artificial Intelligence for Children"(2).

The "Consensus" pointed out (3) that the development of artificial intelligence
should safeguard children's dignity, protect and promote children's independent
development and diversified growth, and emphasized that the artificial intelligence
products should protect children's privacy, promote children's physical and mental

health, and control potential risks.

This Beijing Consensus on Artificial Intelligence for Children is China’s first
principle guideline for the development of Al for Children. It emphasizes on Child
Centeredness, protection of the rights of Children and improvement of policy and
regulatory mechanisms. There are four main themes: Children-Centered Values,
Protecting Children's Rights, Taking responsibilities and Multi-Stakeholder

Governance. These themes include further 19 detailed principles including dignity,



fairness, child first, protection of privacy and inclusion of will of children etc. In
order to give a globalized context to these principles, It is mentioned in the
document that the definition of "children", description of values and children's
rights will be used as mentioned in the United Nations Convention on the Rights of
the Child (UNCRC) and as per the provisions of each country or region.

Dr. Zeng Yi, Director of the Research Center for Artificial Intelligence Ethics
and Sustainable Development of Zhiyuan Research Institute explained that in
recent years, with the increasing popularity of products such as online
courses, games and entertainment, and software, the accessibility of Al for
children has increased. Children need special care and attention when it
comes to technology. Since Children ability to identify the benefits and risks
of Al technology is limited. In addition to this, a number of areas, such as
development of technology, use and after-sales service of many artificial
intelligence products, the importance of data protection, authorization scope,
privacy and security need to be improved.

Prof. Zeng Yi pointed out that under the umbrella of macro principles of
ethics of Al, there is plenty of room to explore the implementations of Al
ethical principles in different secondary domains and specific groups of
emerging technologies. He further mentioned that the Al innovation,
promotion and governance are the top priority of China.

The care and consideration for technology user groups, especially child users,
Is insufficient. Exponential technological growth has a certain degree of
negative impact. Currently, artificial intelligence ethical principles related to
children are not developed anywhere in the world. Therefore, it is necessary
to conduct ethical research and introduce regulation on artificial intelligence
technology products used by children, which are special group, to help

relevant companies in avoiding potential risks and to protect minors.



There are number of technology laws and regulations are available worldwide
including in Central Asia. In addition to the existing laws, there is a need for
all the Central Asian countries to develop exclusive laws related to the new
innovation technologies such as Al (4). Moreover, it is the demand of fourth
industrial revolution era that all the countries should have a state level policy

to deal with production and use of technology.(5)
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