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Who has the burden of proof (BP) in the de-
bate over the ethical permissibility of using 
autonomous weapon systems (AWS)1? This 
is undoubtedly an important question, espe-
cially given that this practical issue will even-
tually have to be resolved one way or the 
other. Unfortunately, few if any have so far at-
tempted to answer it. This article aims to fill 
this gap in current research. I start with brief-
ly showing why it is legitimate to treat the 
AWS debate as fit for differential BP assign-
ment. I proceed to argue that BP should be 
assigned differently regarding various issues 
and classes of arguments within the AWS de-
bate – falling on permissivists (opponents of 
a universal AWS ban) in regard to AWS capac-
ity for compliance with the laws of war, and 
on prohibitionists (ban advocates) as far as 
other presumptive reasons for banning AWS 
are concerned. I also comment on how well 
the respective sides seem to shoulder BP as-
signed in this way.

Does the AWS debate need BP assign-
ment? I believe it clearly does. The debate 
is deadlocked. On a diplomatic level, a dec-
ade of debate produced no new treaties or 
other universally binding legal documents, 
clearly frustrating prohibitionists2, but also 
advocates of a basic regulatory program 
that has attracted support from both sides 
of the debate3. On the academic level, both 
sides are essentially stuck at their respec-
tive positions. Efforts aimed at producing 
compromise policy solutions, such as the 
just mentioned policy roadmap authored 
by Ronald Arkin, Stuart Russell, Paul Scharre 
and other prominent scholars4 failed to 
gather significant attention or following. 
No major participant in the debate has ever 
changed their mind about the basic issue. 
Representatives of both views tend to dif-
fer at the level of most basic intuitions5  
or to question the other side’s very motiva-
tions6. Clearly assigning BP, as well as enforc-
ing other rules of honest and proper reason-
ing, could benefit all involved by providing 
incentive to deliver decisive results and to 
convince opponents, rather than just fellow 
travelers.
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More importantly, the AWS debate is being 
waged on the clock – it is first and foremost 
a policy debate with immediate and massive 
real-life implications. A practical decision of 
some sort will inevitably follow even in the ab-
sence of a clear theoretical resolution – after 
all, AWS will either be developed and fielded 
worldwide or not. This is also a legal debate 
about what the international law is, and what 
it should be. As such it is precisely the type 
of a debate in which it is legitimate to assign 
BP to its respective sides.7 This is true even 
from a standpoint of the authors skeptical of 
the legitimacy of differential burden of proof 
assignment in philosophical debate in gener-
al, as the debate is clearly both about the law 
and about safety, that is, aims to elicit action 
that will avoid (the most) harmful outcomes8. 
Consequently, BP assignment would not only 
be helpful to get the AWS debate moving – 
the AWS debate is a paradigmatic example of 
a controversy that could and should benefit 
from its application.

Laws of Armed Conflict 

compliance

The Law of Armed Conflict (LOAC) represents 
a significant achievement of modern law – 
and of modern ethics. It applies to all weap-
on use – and so to all AWS use. LOAC is, in 
most of its aspects, a well-thought compro-
mise between the requirements of military 
necessity and humanitarian concerns, and as 
such admits of no additional compromises9. 
Thus to argue that we need to relax or tighten 
its requirements because of some concern 
usually means that one is asking to double 
count that specific concern, as LOAC already 
does accommodate it. Accordingly, regarding 
LOAC compliance, it may seem that the bur-
den of proof is staunchly on the permissivists 
– compliance with LOAC is not negotiable. 

This definitely holds for specific models of 
AWS – specific instantiations of the gener-
al concept. Was any such weapon designed 
and manufactured, it should definitely be re-
viewed for compliance, which would include 
empirical “tests that realistically replicate 
the generic intended circumstances of use”, 

including both the environment and intend-
ed mode of use10. Myself and many other 
permissivists readily agree that these tests 
should be appropriately rigorous and that no 
AWS should be deployed unless it can pass 
them11. 

I also suspect that many specific AWS de-
signs, especially those featuring software 
manufactured using machine learning and 
analogous techniques, will not pass such 

tests. Indeed, it is possible that, at least for 
a period of time, none of the proposed de-
signs will. Such failures may generate pres-
sures from both the weapons industry and 
interested militaries to lower the require-
ments. Insisting that predictability and reli-
ability of AWS should reach desirable levels, 
and keeping the bar appropriately high, will 
be an important task for all ethicists dealing 
with AWS, if not the most important task in-
deed. Participation in the design of appro-
priately rigorous and comprehensive testing 
regimes should become a focus, if not the 
focus, of AWS ethics12.

But this kind of skeptical empirical inquiry 
into potential flaws of specific AWS designs, 
or into the potential flaws of specific tactics 
involving these designs, is not what prohi-
bitionists call for. Prohibitionists insist that 
such testing, or any development of AWS, 
should never occur, because according to 
(most) prohibitionists all AWS will of necessi-
ty be LOAC incompliant, which can be known 
with certainty and a priori, only on the basis 
of the philosophical investigation of the very 
concept of AWS.

This, however, is simply and demonstrably 
not the case. AWS are an extremely broad 
weapon class, involving a potentially infinite 
number of designs capable of operating in all 
possible combat environments and scenar-
ios. It is thus highly implausible to suggest 
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that no AWS whatsoever will ever be able to 
remain LOAC compliant in any possible en-
vironment or circumstances. If permissivists 
are to refute this claim, it is enough for them 
to provide just one example of an AWS that 
cannot be plausibly held to violate LOAC by 
operating in its intended environment, at 
least not a priori, based on purely philosoph-
ical considerations. Even if the burden of re-
futing the prohibitionist thesis stays on the 
permissivists, it is very easily met.

There are several examples of combat 
functions in specific operational environ-
ments that AWS could fulfill without risking 
LOAC violations, but let us focus on the one 
with arguably greatest military significance – 
achieving air superiority in high-end warfare. 
While NATO countries have been generally 
hesitant to develop AWS, the current US ‘loyal 
wingman’ efforts to involve large numbers of 
potentially autonomy-capable drones in air-
to-air combat against a near-peer adversary 
are very substantial and seem to constitute 
the centerpiece of the US concept of air op-
erations13. In essence, this class of (potential-

ly, optionally) autonomous weapon systems 
would be constituted by unmanned fighters 
capable of engaging aircraft within a zone of 
airspace closed to civilian traffic, and thus 
containing only military aircraft, whether 
friendly or enemy ones. Since aircrews have 
no method of rendering themselves hors de 
combat other than bailing out (there is no 
surrendering in a modern fighter or AWACS 
plane, especially in beyond visual range 
combat)14, this space by definition includes 
no non-combatants; no current occupant of 
a non-friendly aircraft entering this space can 
be wronged by being targeted. Thus as long 
as the loyal wingman AWS only attack air tar-
get within a designated combat zone, there 
is no conceivable reason to believe LOAC 

violations would occur. Use outside of such 
zone, either due to a commander’s decision 
or a malfunction, could and most probably 
would be problematic – yet that is true of any 
weapon used inappropriately.

To summarize – permissivists have the bur-
den of proof as far as AWS compliance with 
LOAC/ius in bello is concerned. Regarding the 
legality and ethicality of using any specific 
AWS design, this burden is substantial in-
deed; but in an a priori philosophical discus-
sion it is very light and easily borne15. Indeed, 
some prominent prohibitionists have to their 
credit acknowledged this16 and attempted to 
move its focus towards other arguments, to 
which we now turn.

Applying the burden of  

proof to other prohibitionist 

arguments

Non-LOAC based arguments against AWS are 
diverse, yet they are all similarly positioned 
as far as the burden of proof assignment is 
concerned. As mentioned, LOAC-based argu-
ments concern rules of conduct in war that 
already do incorporate considerations of mil-
itary necessity – that is, legitimate concerns 
of national defense. Unless the rare condi-
tions of the so-called “supreme emergency” 
obtain17, it thus makes no sense to say that 
one has to violate the laws of war because 
military necessity dictates it – this would 
lead to double counting this particular set of 
concerns. This, however, is not true regarding 
other kinds of arguments against AWS. Here 
considerations of military necessity can and 
should be weighed against the proposed 
downsides of AWS adoption. 

AWS military value remains somewhat 
speculative, especially regarding specific 
types of AWS design, although it seems as 
certain as any prediction regarding the future 
of technology can be. If robust and reliable 
enough AWS can be created – a matter to 
be determined empirically – they are almost 
certain to bestow on their users a significant 
military advantage. Simply put, AWS offer a 
way to transcend all human limitations in 
tactical combat. Cheaper, easier to deploy, 
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more accurate, faster, with better readiness 
levels ultimately expandable yet promising 
perfect skill retention across the force – AWS 
would synergically combine all these fea-
tures, overpowering human combatants or 
drone operators. While these characteristics 
need not be delivered by every single AWS 
design, they seem to be a logical outcome 
of any competent, well-resourced, long-term 
research and development effort, just as sur-
passing horse-drawn carriages in speed was 
a logical outcome of efforts to create auto-
mobiles. For the purposes of this article, let 
us assume that AWS would indeed bestow 
a significant military advantage, at the very 
least comparable to the one bestowed by 
the development of drones. I am comforta-
ble with making this assumption for several 
reasons. Most importantly, unless we make 
it, the entire AWS debate loses its salience.18 

Offering a military advantage, even a rev-
olutionary one, is not an ethical property. 
However, a choice to reject such an advan-
tage is ethically loaded, given that both mil-
itary and civilian authorities have a duty to 
effectively defend their citizens against plau-
sible security threats. Rejecting a revolution-
ary military technology without a substantial 
reason violates that duty. That AWS’ putative 
inability to comply with LOAC would furnish 
such a reason, is, at least prima facie, un-
controversial – LOAC is a product of well-es-
tablished moral consensus. Alternative rea-
sons to reject AWS should be comparably 
uncontroversial – grounded in commonly 
acknowledged values and based in sound 
assumptions. Prohibitionists are required to 
furnish such reasons. To realize why no lesser 
argument will do, one has to understand how 
ethically fundamental the government’s duty 
is to protect its citizens.

Within Western nations with few obvious 
security concerns it is somewhat fashionable 
to view the nation’s security apparatus as an 
organization akin to a tobacco company – a 
nefarious institution exploiting human vice to 
stay in business. Consequently, decreases in 
a nation’s military capacity may be regarded 
positively, and any increase with suspicion. 
Such an analysis is nevertheless a profound-

ly unserious attempt to describe the political, 
social and moral role of a security apparatus 
in a liberal democracy. Such a state, and its 
judicial and executive apparatus, is the pri-
mary and exclusive vehicle for realizing its 
inhabitants’ basic human rights. These par-
adigmatically essential rights are recognized 
by the broadest ethical consensus to have 
ever existed globally as absolutely essential 
to human flourishing of any kind19. However, 
human rights cannot be realized – protected 
and delivered – but through a set of institu-
tions that have to jointly exercise a number 
of capacities that we know as attributes of 
state sovereignty, such as the monopoly on 
violence or right to impose taxation20. Any 

violation of sovereignty directly and severely 
impacts on the state’s capacity to safeguard 
and promote basic human rights, and con-
sequently violates these very rights. This im-
bues the capacity to enforce and retain sov-
ereignty over the state’s territory – military 
capacity – with very substantial ethical value, 
provided it is exercised by a government that 
is not derelict in its duty to respect and pro-
mote human rights.

This capacity is all the more essential to 
governments that are facing active threats to 
their sovereignty. Ukraine, Taiwan and South 
Korea are three paradigmatic examples of a 
government – and society – placed in this sit-
uation. It is abundantly clear that only these 
government’s military capacity, as well as the 
military capacity of their allies, prevents these 
governments from being destroyed, and their 
citizens from being subjected to severe and 
universal violations of their human rights. 
To tell the Ukrainians, the Taiwanese or the 
South Koreans not to develop a given military 
capacity is to ask them to place themselves at 
substantial risk – and so the burden of proof is 
on the person making the demand.

Within Western nations with few obvious  

security concerns it is somewhat fashionable 

to view the nation’s security apparatus as  

an organization akin to a tobacco company



38 ETHICS AND ARMED FORCES 01/24ETHICSANDARMEDFORCES.COM

AI AND AUTONOMY IN WEAPONS

Nor are the circumstances of Ukraine, Tai-
wan or South Korea exceptional. Many other 
countries do deter plausible military threats 
only, or mostly, through their military capac-
ity. That this is not so immediately obvious 
is caused by this capacity being extremely 
robust, not by the absence of such threats. 
Still other countries owe their peace, in part 
or fully, to the protective efforts of their allies. 
When being asked not to pursue a poten-
tially transformative military technology, all 
of these countries are being asked to take a 
risk – and this sacrifice needs to be offset by 
a powerful enough reason.

It is important to note that to assign – or 
assume – this burden is not to prejudice the 
discussion in any way, just as permissivists 
assuming their share of the burden vis-à-vis 
LOAC compliance does not unfairly handicap 
them. What it does, however, is require the 
arguments put forward to be well-crafted, 
specific enough, valid and based on univer-
sally accepted premises, including axiologi-
cal ones. A right to pursue security through 

military capacity is a universally recognized 
right. Reasons invoked against it need to 
share this quality. 

Another feature of serious attempts to 
argue against moral feasibility of AWS use 
should be employment of criteria that can be 
applied to all other weapon classes21. LOAC 
standards constitute a paradigmatic example 
of these. A weapon class’s impact on strategic 
stability can be another basis for ethical eval-
uation – “would this weapon cause unman-
ageable disruption?” is a question frequently 
and sensibly asked about various systems. 
On the other hand, “can this weapon be 
wielded honorably?” is currently being asked 
of AWS22, but not of other weapon systems; 
asking this question thus leads to an appli-
cation of a double standard, as well as oth-

er predictable problems. Since this criterion 
is not a product of universal consensus and 
continued practice, it is very likely to import 
culturally dependent norms, or even individ-
ual idiosyncrasy, into the debate.

To summarize: non-LOAC-based anti-AWS 
arguments have to meet a quite substantial 
burden of proof, since they urge governments 
facing serious military threats to abandon a 
military technology with a potentially trans-
formative impact. Such arguments need to 
invoke values and concerns that are as uni-
versal and substantial as the concerns of na-
tional defense, and that can simultaneously 
be invoked in relation to other weapon class-
es. Is this the case for other prohibitionist ar-
guments?

Heavy burden,  

wobbly foundations 

Arguments against AWS can be broadly clas-
sified into three groups23, one of which we 
already discussed. The second group focus-
es on long-term problems that could be en
gendered by widespread AWS proliferation, 
such as the worry that this will increase the 
global incidence of armed conflict, or en-
able either terrorists and/or authoritarian 
states.24 The third group of arguments, in 
contrast, can be called “non-consequential-
ist” (Sharkey terms them “deontological ar-
guments”). These postulate AWS use would 
be detrimental in ways that are not reflected 
by worries about their effects on the security 
and well-being of persons as these are ordi-
narily understood. In this final section I will 
briefly discuss how well these two classes 
have been able to shoulder their due burden 
of proof.

The four most substantial strategic con-
cerns are the worry about AWS adoption’s 
impact on the frequency of armed conflict25; 
their effect on global strategic stability, in-
cluding the nuclear balance26; the adverse 
effects of their proliferation to non-state ac-
tors, including terrorist groups27; and the ad-
verse effects of their use by authoritarian and 
totalitarian regimes28. While varied, these 
arguments all have as their object the same 
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values as LOAC norms and the pro-AWS argu-
ment from a right to national defense – they 
aim to prevent tangible harm to persons in 
the form of physical violence or oppression 
grounded in a threat of violence. Whether 
these concerns are valid or not, they are defi-
nitely centered on salient objectives – there 
is no telling someone distressed about nu-
clear stability or increased incidence of ter-
rorism that these matters are not important 
enough to be raised in the AWS debate. Thus 
these strategic concerns, both individually 
and as a class, clearly meet the meta-stand-
ards of specificity and saliency discussed in 
the previous section.

What they struggle to meet is the accom-
panying standard of validity. The nuclear sta-
bility argument fares best, as the scenarios 
of AWS being intentionally or inadvertently 
used to target nuclear deterrent forces are 
both plausible and deeply concerning. What 
is doubtful is the necessity of enforcing a uni-
versal AWS ban to address this concern, giv-
en that only certain types of AWS would pose 
a threat to nuclear deterrents.  

This problem gets much worse for the twin 
arguments concentrating on proliferation to 
terrorist and authoritarian regimes. Yes, such 
outcomes would be disastrous – yet it seems 
that introducing a universal ban would be 
neither necessary nor sufficient to prevent 
them. Both terrorist attacks and authoritar-
ian oppression are, after all, already illegal 
under current international law. Passing an-
other treaty will do little to change the behav-
ior of actors who by definition already reject 
legal and ethical norms, and are successful 
in evading efforts to enforce these norms. 
There is also no causal connection between 
legitimate governments building – or refus-
ing to build – LOAC-compliant high-end AWS 
useful for addressing their security concerns, 
and authoritarians or terrorists producing 
low-tech killer robots exclusively useful for 
attacking defenseless civilians. 

As for concerns about the increased inci-
dence of war, these seem to assume casualty 
sensitivity as the key restraining factor; in re-
ality, several other factors restrain actors with 
high casualty sensitivity, while low casualty 

sensitivity actors would remain unaffected. 
It may also be argued that it is not the inci-
dence of armed conflict, but the incidence 
of interstate aggression and intra-state op-
pression that should be the focus of concern, 
with AWS use enabling currently fledgling re-
sponses to these grim phenomena.

Discussing either of these strategic con-
cerns in detail, let alone all of them, is be-
yond the scope of this paper – all I can do 
here is indicate some serious problems with 
referring to these generally legitimate wor-

ries to argue for a specific policy solution, 
i.e., the AWS ban. While focusing on this class 
of arguments seems the most promising pro-
hibitionist approach available, the burden 
of proof has not been met yet by these fre-
quently underdeveloped arguments.

That said, consequentialist arguments 
against AWS appear robust and well-crafted 
when contrasted with their non-consequen-
tialist counterparts. These include criticisms 
of putative arbitrariness of AWS targeting29, 
calls to preserve a semblance of fairness in 
combat or warfare30, and assertions that 
AWS use would violate the dignity of target-
ed enemy combatants. The first argument is 
the weakest. It either presupposes AWS ina-
bility to comply with LOAC, in which case it 
can be reduced to a LOAC-based argument, 
or it does not; if the latter, we are left with 
a puzzling claim that a LOAC compliant at-
tack is nonetheless arbitrary, even though 
an attack targeting a combatant because he 
is a combatant is discriminate ex hypothesi. 
One could go on and express anguish at the 
thought of fellow humans being targeted just 
because they are part of an organized mili-
tary endeavor to kill and subjugate others – 
but this would be an argument against war as 
such, by no means exclusive to AWS warfare.

Passing another treaty will do little to 

change the behavior of actors who  

by definition already reject legal and 

ethical norms, and are successful in 
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The argument from fairness is, ironically, 
similarly unfair – and it is also similarly mis-
guided. If one is fighting in justifiable defense 
of oneself or others, offering the enemy a fair 
fight is not only not obligatory, it is morally 
wrong. And if one does not have a good jus-
tification to fight, the act is wrong regardless 
of whether the fight is fair or not. An assault 
does not become justified because the attack-
er and the victim are in fact evenly matched; 
a victim of aggression is not required to allow 
the perpetrator any chance of victory.

As for the various dignity-based argu-
ments, even though frequently voiced31, 
these fail to precisely articulate in what way 
LOAC-compliant AWS would violate the dig-
nity of targeted enemy combatants32. To treat 
enemy combatants in accordance with LOAC 

is already to respect their intrinsic worth as 
human beings (Menschenwürde) as much 
as possible given that they are actively par-
ticipating in efforts to kill their opponents. 
To postulate that one should go beyond 
respecting LOAC, for example by showing 
mercy33, is to postulate one should benefit 
enemy combatants at the expense of putting 
other people, including non-combatants, in 
harm’s way. This is morally unacceptable. On 
the other hand, if no specific duty towards 

enemy combatants that would be violated 
by targeting them with AWS is specified, the 
assertion that their human dignity is violated 
remains unsupported. It is also hard to shake 
the impression that the intuitions about 
combatants’ dignity being violated are en-
gendered by considering scenarios in which 
LOAC is being violated, or by imagining rela-
tionships and attitudes towards each other 
that combatants do not have and could not 
be required to have34.

Conclusion

The case of non-consequentialist arguments 
demonstrates why it is important to assign 
the burden of proof in the AWS debate. As in 
every debate, it is possible to advance a num-
ber of insufficiently grounded and increasing-
ly idiosyncratic arguments. Rejecting those a 
priori would be wrong; one cannot know in 
advance whether an argument that appears 
idiosyncratic at first glance may in fact prove 
successful. Yet taking the very existence of 
miscellaneous appeals to non-universal val-
ues or arguments resting on shaky premises 
as evidence of a powerful ethical case against 
AWS is equally wrong.

Permissivists have to shoulder the consid-
erable burden of proving that any specific 
AWS design can be used in LOAC-compliant 
manner, and of creating testing & verifica-
tion methodologies capable of conclusive-
ly deciding the issue. This they have yet to 
achieve, especially regarding the more eth-
ically difficult combat environments. They 
also have to make a plausible case that LOAC 
compliance is theoretically possible in order 
to justify such research. This I think they have 
already done.

Outside of LOAC compliance issues, per-
missivists can point to plausible benefits of 
AWS development, expressing them in the 
currency of universally accepted values and 
rights. Prohibitionists have to provide equal-
ly strong reasons against AWS use. While 
their consequentialist arguments have so far 
failed to do so, they do invoke concerns of 
considerable gravity that require regulatory 
responses. In contrast, non-consequentialist 
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