**Sequential Choice and the Agent’s Perspective**

Causal Decision Theory reckons the choice-worthiness of an option to be completely independent of its evidential bearing on its non-effects. But *after* one has made a choice this bearing *is* relevant to future decisions. Therefore it is possible to construct problems of sequential choice in which Causal Decision Theory makes a guaranteed loss. So Causal Decision Theory is wrong. The source of the problem is the idea that *agents* have a special perspective on their own contemplated actions, from which evidential connections that *observers* can see are either irrelevant or invisible.

Causal Decision Theory (CDT) both can and should be interpreted as a branch of (1) normative (2) subjective decision theory. (1) It is normative, not descriptive, because its output is what you *ought rationally* to do, not what you *will in fact* do. (2) It is subjective, not objective, because its inputs are (2a) your beliefs and (2b) your desires about the state of the world and the outcomes, not objective facts about the state of the world or the objective goodness of the outcomes. If I *fear* an illness that I *think* this medicine will forestall, then that already makes it CDT-rational to take the medicine, irrespective of (1) whether I in fact take it, (2a) whether it really works and (2b) whether the illness is really that bad.[[1]](#footnote-1)

 On this normative subjective branch its main rival is Evidential Decision Theory (EDT). According to EDT, what matters is not the perceived *causal* efficacy of an act but its perceived *news* value. In the situation that I just described, EDT reckons it rational to take the medicine, not because doing so *makes* you recover but because it is *evidence* that you will.

Practical disagreement between CDT and EDT arises when a contemplated act is *symptomatic* of some undesirable state that it does nothing to bring about. For instance, suppose that what tends to cause people to smoke is a certain kind of genetic defect that makes smoking harmful. You want to smoke, but it matters more to you that you not suffer the harm. EDT advises you not to smoke on these grounds alone, since your smoking is bad news: it tells you that you (probably) have the defect. But CDT may advise you to go ahead, since smoking does nothing to *cause* the presence of the defect.[[2]](#footnote-2)

This paper exploits such cases to construct a decisive case against CDT. Section 1 spells out the basic case, and also EDT and CDT, in more detail. Section 2 extends the case to a situation of sequential choice. Sections 3 and 4 look at various ways of applying EDT and CDT to sequential choice scenarios and identify their recommendations on each of these approaches. Section 5 argues that on any plausible approach to sequential choice, CDT gives plainly disastrous advice. Section 6 considers objections. Section 7 traces the difficulty to a philosophical thesis embodied in the formalism of CDT but not unique to it: namely, that we face reality from two perspectives, as agents and as observers.

**1. The basic case**

Imagine that you are wondering whether to smoke. Imagine that you like smoking. Imagine that what causes people like you to smoke is a mildly undesirable genetic defect. So amongst people like you, more than 75% of smokers have the defect and fewer than 25% of non-smokers have it. The defect is undesirable because smoking *causes* a little harm to people who have it. Finally, imagine that you are willing to sign up to cash equivalents to the possible outcomes of your decision. That is, you think that smoking without the defect is worth $1 to you, etc.

We may then summarize your options, the relevant states of the world and the possible outcomes as follows:

|  |  |  |
| --- | --- | --- |
|  | **D: defect present** | **¬D: defect absent** |
| **O1: you smoke** | -1 | 1 |
| **O2: you don’t smoke** | 0 | 0 |

*Table 1: Dollar-equivalent payoffs to smoking*

In the body of Table 1, the number in each cell indicates your current dollar-value for the outcome that combines the corresponding row- and column-entries. For instance, the ‘1’ in the top-right cell means that you currently value at $1 the outcome in which you smoke and lack the defect.

 The question is whether or not to smoke. What do EDT and CDT recommend? To answer this I should first briefly explain (a) how to quantify your beliefs and desires, and (b) how to get from these to a concrete recommendation.

 (a) We suppose a *credence* *function* Cr, this being a probability function on (a Boolean algebra of) propositions that measures your confidence in their truth. So Cr (P) ≥ 0 for any P, and Cr (P) = 1 if you are certain that P is true. Also, if Cr (P ∧ Q) = 0 then Cr (P ∨ Q) = Cr (P) + Cr (Q): if you are certain that two propositions are not both true then your confidence that one of them is true is the sum of your confidences in each of them taken separately. Finally, define the conditional probability Cr (Q⏐P) =def. Cr (P ∧ Q) / Cr (P) if Cr (P) > 0.

Cr (Q⏐P) is itself a probability function of Q for fixed P; it is the *probability of* *Q given P*. As is fairly standard, I’ll take it to measure the degree to which you think of P as evidence of Q. More precisely, I adopt the Bayesian assumption that a rational agent who learns just P updates her confidence in Q from Cr (Q) to Cr (Q⏐P).

 We also suppose a *value function* V from propositions describing outcomes to real numbers. V measures the desirability to you of whatever outcome the proposition describes. It represents your preferences in the sense that V (P) > V (Q) iff you prefer the outcome that P describes to the outcome that Q describes.

 In the case at hand your credence function reflects your taking O1 as evidence that you have the defect. And your value function reflects the dollar equivalences in Table 1 as well as the fact that you prefer more money to less. More concretely and without loss of generality, suppose (i) that smoking (O1) makes you more than three times more confident that you have the defect than that you lack it; (ii) that not smoking (O2) makes you more than three times more confident that you lack the defect than that you have it; (iii) that your value for an outcome is proportional to its dollar equivalent (i.e. ‘risk-neutrality’ for money). In that case we can write:

1. Cr (D⏐O1) > 0.75
2. Cr (¬D⏐O1) < 0.25
3. Cr (D⏐O2) < 0.25
4. Cr (¬D⏐O2) > 0.75
5. V (O1D) = -1
6. V (O1¬D) = 1
7. V (O2D) = V (O2¬D) = 0

Here and elsewhere I’ll usually write O1D etc. to abbreviate O1 ∧ D etc.

(b) *Causal* Decision Theory says that whether you realize O1 should depend only on its effects. You don’t yet know whether you have the defect, so you don’t yet know what these effects are. If you have the defect then O1 has a net bad effect because it causes unpleasant symptoms. But if you lack it then O1 has only the good effect that your enjoyment of smoking constitutes. So we weight your values for these outcomes by the respective probabilities that you have and that you lack the defect. CDT therefore assigns to each option a *utility* U that these weighted sums define:

1. U (O1) = V (O1D) Cr (D) + V (O1¬D) Cr (¬D)
2. U (O2) = V (O2D) Cr (D) + V (O2¬D) Cr (¬D)

And CDT endorses O1 (resp. O2) if and only if U (O1) ≥ U (O2) (resp. U (O2) ≥ U (O1)).

 Substituting (5) and (6) into (8) and (7) into (9) then gives:

1. U (O1) = -Cr (D) + Cr (¬D)
2. U (O2) = 0

It follows from (10) and (11) that CDT endorses O1 if and only if Cr (¬D) ≥ Cr (D).

 *Evidential* Decision Theory says that whether you realize O1 should depend on the degree to which doing so is evidence of the defect. So when evaluating O1 we should weight your values for the two possible outcomes by the respective *conditional* probabilities, that you have (or that you lack) the defect given O1. Specifically, EDT extends the value measure V from outcomes to acts by means of the following weighted sums:

1. V (O1) = V (O1D) Cr (D⏐O1) + V (O1¬D) Cr (¬D⏐O1)
2. V (O2) = V (O2D) Cr (D⏐O2) + V (O2¬D) Cr (¬D⏐O2)

And EDT endorses O1 (O2) if and only if V (O1) ≥ V (O2) (V (O2) ≥ V (O1)).

 Substituting (1), (2), (5) and (6) into (12), and (7) into (13), gives:

1. V (O1) < –0.75 + 0.25 = -0.5
2. V (O2) = 0

It follows from (14) and (15) that EDT endorses O2 i.e. not smoking. It does not endorse O1.

 So EDT and CDT collide over this case if Cr (¬D) ≥ Cr (D). In that case CDT endorses O1, which it effectively regards as taking a bet at even or better odds on a proposition that is at least as likely as not to be true. But EDT recommends O2, because it regards O1 i.e. smoking as a bet at even odds that you are more likely than not to lose *if you take it*.

 There is no clear winner here. Perhaps some people have the intuition that you should smoke if you are more confident than not that you lack the defect. Probably some people intuit that you should *not* smoke, *whatever* your present confidence that you have the defect. Some philosophers argue that at least in a high-stakes version of this case, CDT makes the wrong call.[[3]](#footnote-3) But that too is disputable. At any rate I shan’t dispute or defend it here, but simply move on to an extension of the case that supports a simpler objection to CDT.

**2. The Insurance Problem**

Call this extended case the *Insurance Problem*. It is a problem of *sequential* choice, and it is in two stages. Stage 1 is just the smoking case from section 1. At Stage 2, which takes place *after* you have decided whether to smoke but *before* you learn whether you have the defect, I offer you the opportunity to bet $1.50, at odds of 1:3, on the following proposition T: *You have the defect if and only if you smoked*. That is, I offer you a bet with the following payoffs:

|  |  |  |
| --- | --- | --- |
|  | **T: O1 ↔ D** | **¬T: O1 ↔ ¬D** |
| **P1: Bet**  | 0.5 | -1.5 |
| **P2: Don’t bet**  | 0 | 0 |

*Table 2: Insurance Problem Stage 2: dollar payoffs*

After you have decided at Stage 2, you learn whether you have the defect and all monies are paid.

It is a harmless assumption that your overall payoffs in this problem are simply the sums of the payoffs from the two stages. It is harmless because we could have assumed from the outset that your payoffs at Stage 1 were monetary rather than health-based, in which case there is no problem with this aggregation. So making it, we can calculate your combined payoffs for this problem as follows:

|  |  |  |
| --- | --- | --- |
|  | **D: Defect present** | **¬D: Defect absent** |
| **O1 P1** | -0.5 | -0.5 |
| **O1 P2** | -1 | 1 |
| **O2 P1** | -1.5 | 0.5 |
| **O2 P2** | 0 | 0 |

 *Table 3: Net payoffs in Insurance Problem*

For instance, if you have got the defect and take O1 at Stage 1, you suffer the symptoms of smoking with the defect, for an initial loss of $1. But if you also bet at Stage 2 then you get 50¢ compensation, for a *net* loss of 50¢. Similarly, if the defect is absent and you decline to smoke at Stage 1 but bet at Stage 2, then you miss out on the $1-equivalent gain that you could have got from O1 but again get 50¢ compensation at Stage 2, for a net *gain* of 50¢. So the bet at Stage 2 could be described as insurance. It is insurance against having made the wrong decision at Stage 1.

 In one sense Table 3 is misleading, as it makes it look as though you are facing a *single* decision problem with four options. In fact you are facing two successive decision problems: the decision between O1 and O2 at Stage 1, and the decision between P1 and P2 at Stage 2. Table 3 should be understood as tabulating not your options but only the terminal payoffs, which are all that concern you, to each possible sequence of choices.

**Figure 1**

Figure 1 makes the sequential nature of the problem explicit. In Figure 1, the agent starts at the leftmost point and takes some path to the right hand side: each such path constitutes one possible sequence of choices, and, where this matters to the payoff, resolution of uncertainty with regard to the defect. Square nodes are *choice* nodes, from which you choose one or another branch. Circular nodes are *chance* nodes, from which each branch represents one of the two relevant possibilities with regards to the defect (either you have it or you don’t). The numbers at the rightmost end of each branch indicate the payoff to the corresponding combination of choices and resolution of uncertainty over D. For instance, the topmost branch corresponds to your choosing to smoke and then to bet (i.e. O1 and then P1). In this case you lose 50¢ for sure, whether or not you have the defect. Again, the fourth branch down corresponds to your choosing not to smoke and then to bet when D is in fact true. In this case you win or lose nothing from Stage 1. And you lose $1.50 at Stage 2, because on this branch both O2 and D are true, so T (i.e. O1 ↔ D) is false, so you lose your Stage 2 bet on T.

This is the Insurance Problem. The next questions are as follows. What can we expect a follower of CDT to do when facing it? And what can we expect a follower of EDT to do when facing it?

**3. What happens at Stage 2**

Answering these questions requires us to address two problems that arise in sequential cases. The first problem is that it may affect your Stage 1 decision, not only which of CDT and EDT you now follow, but also which you *expect* to follow at Stage 2. For what at Stage 1 you think you will do at Stage 2 might matter for your decision at Stage 1. And what at Stage 1 you think you will do at Stage 2 might depend on whether at Stage 1 you think you will follow EDT or CDT at Stage 2.

Your present beliefs about your future motivations, decision rules etc. *can* certainly matter in cases of sequential choice. For instance, your decision whether to embark on some lengthy enterprise, like writing a book, will or at least should depend in part on whether you now think it will still seem to you to be worth completing when you are halfway through it.

 But the issue doesn’t arise for the Insurance Problem, because CDT, EDT and everyone sensible should agree on what you ought to do at Stage 2.

Suppose, for instance, that you follow CDT and that you remember at Stage 2 what you just did at Stage 1. Write Cr1 for your credence function at the outset of Stage 1 and Cr2 for your credence function at the outset of Stage 2: so ‘Cr’ as it appears in (1)-(4), (8)-(10), (12) and (13) should be interpreted as Cr1. Similarly write U1, U2, V1 and V2 for the U-scores and V-scores of the relevant propositions at Stages 1 and 2. If you take O1 at Stage 1, and remember this, then the U-scores for your options at Stage 2 are as follows:

1. U2 (P1) = Cr2 (D) V2 (DO1P1) + Cr2 (¬D) V2 (¬DO1P1)
2. U2 (P2) = Cr2 (D) V2 (DO1P2) + Cr2 (¬D) V2 (¬DO1P2)

From Table 3 we therefore have:

1. U2 (P1) = -0.5
2. U2 (P2) = 1-2Cr2 (D)

So U2 (P1) > U2 (P2) iff Cr2 (D) > 0.75. It follows from (1) and the Bayesian rule for updating that Cr2 (D) > 0.75. So if you take O1 (smoke) at Stage 1 and remember this then CDT will advise you to take P1 (bet) at Stage 2.

 By similar reasoning, which I won’t present here, we can see (i) that if you *don’t* smoke (O2) at Stage 1 and remember this then CDT advises you to bet (P1) at Stage 2; (ii) that if you *forget* what you do at Stage 1 then CDT advises you to take P1 at Stage 2; (iii) that if you follow EDT and remember what you do at Stage 1, then you take P1 at Stage 2 whatever you did at Stage 1; (iv) that if you follow EDT and forget what you do at Stage 1, then again you take P1 at Stage 2. (For details see Appendix A.)

 None of this should be surprising. Everyone sensible should agree that you ought to bet at Stage 2. At Stage 2 you are being offered a bet on whether the correlation between the defect and the smoking holds in your own case. Nothing has happened to affect your confidence in the strength of the correlation, or the evidence for its holding in your case. You would be highly confident of any other person that he or she had the defect if and only if he or she smoked; why then should you not have this same confidence concerning your own past self?

It follows that of course you should take P1 at Stage 2 i.e. bet on T. For if V is a linear function of monetary wealth, which here it is, then it is rational to accept a gamble on a proposition at odds of 1:3 if your confidence in that proposition exceeds 0.75, which here it does. At least, this is true if the act of gambling is itself both causally and evidentially irrelevant to the proposition being gambled upon. That is certainly the case at Stage 2 of the Insurance Problem.

**4. What happens at Stage 1**

The second problem is that whichever of CDT and EDT you accept, it is still an open question what approach you take towards problems of *sequential* choice. Here, I initially consider two approaches. I won’t attempt to adjudicate between them but will just outline the upshot in each case.

(a) *Myopic choice*. The myopic approach towards sequential choice involves selecting, at each stage, the overall sequence that then seems best to you out of those still available, and then realizing the presently available component of that best sequence.[[4]](#footnote-4) In the present case it applies as follows: at Stage 1, you decide which of the four possible sequences is best according to your favoured decision theory. Then you realize the first step of that sequence. At Stage 2, you decide again on the same basis between the two sequences that are still available. At that point you realize the second step of the sequence that seems best to you then.

Writing A n B for ‘A is strictly more choiceworthy than B for you at stage n’, suppose just for illustration’s sake that O1P1 1 O1P2 1 O2P1 1 O2P2 and that at Stage 2 this ranking is exactly reversed. Then at Stage 1 you choose O1 if you are myopic. And at Stage 2 you choose P2, because O1P2 2 O1P1, and these are the only sequences still available. So you end up with O1P2.

Whether you take a myopic attitude towards sequential choice is independent of whether you follow Causal Decision Theory or Evidential Decision Theory. The role of CDT and EDT is to decide which of the sequences is choiceworthy, out of the ones that then remain available to you. If you follow CDT then you will use it to answer this question as it arises at each stage. And if you follow EDT then you will use *it* to answer the same question, as it arises at each stage.

What then does CDT recommend at each stage if you are myopic? At Stage 1 there are four sequences available to you, as summarized in Table 3. The payoff to each sequence depends on whether or not you have got the defect. Whichever sequence you realize is causally irrelevant to whether you have got the defect. So we can apply the same weighting procedure at Stage 1 as we applied in the basic smoking case. On the notational convention that subscripted numbers to Cr and U indicate your subjective credence and utility functions at the corresponding stage, we can write:

1. U1 (O1P1) = -0.5
2. U1 (O1P2) = -Cr1 (D) + Cr1 (¬D) = 1 – 2Cr1 (D)
3. U1 (O2P1) = -1.5Cr1 (D) + 0.5Cr1 (¬D) = 0.5 – 2Cr1 (D)
4. U1 (O2P2) = 0

O1P1 and O2P1 are immediately ruled out. So at Stage 1, O1P2 will look choiceworthy to CDT iff U1 (O1P2) ≥ U1 (O2P2) = 0, and uniquely choiceworthy iff U1 (O1P2) > 0. So by (21), if Cr1 (D) < 0.5 then O1 is rationally mandatory at Stage 1, and if Cr1 (D) ≤ 0.5 then O1 is rationally *permissible* at Stage 1, at least if you are myopic.

 Suppose that the stronger of these conditions holds, so that you *do* smoke at Stage 1. What happens at Stage 2? Well, we already know from section 3 that you bet at that stage i.e. take P1. Putting all of this together we have:

1. CDT makes O1P1 rationally *mandatory* for the myopic agent if Cr1 (D) < 0.5, and rationally *permissible* if Cr1 (D) ≤ 0.5.

What if Cr1 (D) > 0.5 (≥ 0.5)? Since this case makes no difference to the argument I won’t go through it in detail, but briefly: CDT recommends (allows) that a myopic agent with this starting point decline to smoke at Stage 1 and again accept the bet at Stage 2. More specifically:

1. CDT makes O2P1 rationally *mandatory* for the myopic agent if Cr1 (D) > 0.5, and rationally *permissible* if Cr1 (D) ≥ 0.5.

Holding fixed the supposition that you are myopic, let us turn to EDT. At Stage 1, you take your overall sequence of actions to be evidentially relevant to the presence or absence of the defect. *Both* smoking and betting, *and* smoking and not betting, are good signs that you have the defect. The relevant conditional probabilities reflect this:

1. Cr1 (D⏐O1P1) = Cr1 (D⏐O1P2) > 0.75
2. Cr1 (D⏐O2P1) = Cr1 (D⏐O2P2) < 0.25

We therefore have:

1. V1 (O1P1) = -0.5
2. V1 (O1P2) = -Cr1 (D⏐O1P2) + Cr1 (¬D⏐O1P2) < -0.5
3. V1 (O2P1) = -1.5Cr1 (D⏐O2P1) + 0.5Cr1 (¬D⏐O2P1) > 0
4. V1 (O2P2) = 0

It follows that at Stage 1 EDT reckons O2P1 uniquely rational. So if you are myopic and follow EDT you won’t smoke. And by the argument of section 3, we already know that you bet at Stage 2. So *whatever* your initial level of confidence that the defect is present, we have:

1. EDT makes O2P1 rationally mandatory for the myopic agent.

(b) *Sophisticated choice*. What makes ‘myopic’ appropriate is that the myopic agent will initiate or continue a plan *when* it seems ideal to him, without clearly seeing ahead, i.e. without caring whether he will follow through on its later stages. This *looks* irrational, although I am not here going to argue that it is. In any case, the *sophisticated* approach differs from myopic choice on just this point. The sophisticated approach to sequential choice is to work backwards from the final stage. If you can now foresee that by your lights at that final stage a certain option is *then* going to seem rationally compelling, you should now take it for granted that you realize that option. Then you should evaluate what will seem rational at the penultimate stage, *given* your already predetermined decision at the final stage. Iterate until you reach the present stage.

The sophisticated approach is probably the most popular approach to sequential choice. Certainly, those few philosophers who have tried to apply CDT to problems of sequential choice have endorsed it implicitly.[[5]](#footnote-5)

In the Insurance Problem, you will if you are sophisticated first look *forward* to Stage 2 and ask what will then seem best to you by the lights of your favoured decision theory. Once you have reached an answer on that point, you then make your choice at Stage 1, given what you now know about what you will do at Stage 2.

So suppose that you are a sophisticated chooser and start again with the further supposition that you follow CDT. Looking forward to Stage 2: the argument at section 3 should make it clear that whatever you choose at Stage 1, you *will* certainly bet at Stage 2. Briefly to recap the point: it is still true that your Stage 2 beliefs involve Cr2 (T) > 0.75, *whatever* you do at Stage 1. And certainly your choice of bet at Stage 2 is causally irrelevant to whether T is true. After all, T is a biconditional relating two propositions (O1 and D) that describe states and events that obtain or occur strictly before Stage 2, and so nothing that you do at Stage 2 can make any difference to their truth value, nor therefore to T’s truth value.

This means that at Stage 1 you take yourself to be choosing in effect between O1P1 and O2P1.

1. U1 (O1P1) = -0.5
2. U1 (O2P1) = -1.5Cr1 (D) + 0.5Cr1 (¬D) = 0.5 – 2Cr1 (D)

It follows straightforwardly from (33) and (34) that:

1. CDT reckons O1P1 rationally *mandatory* for the sophisticated agent if Cr1 (D) > 0.5, and rationally *permissible* if Cr1 (D) ≥ 0.5

By similar reasoning we have:

1. CDT reckons O2P1 rationally *mandatory* for the sophisticated agent if Cr1 (D) < 0.5; and rationally *permissible* if Cr1 (D) ≤ 0.5

 Now holding fixed your sophistication, suppose that you follow EDT. Again by section 3, you will certainly bet at Stage 2. So at Stage 1 you again conceive of yourself as choosing between O1P1 and O2P1.

1. V1 (O1P1) = -0.5
2. V1 (O2P1) = -1.5Cr1 (D⏐O2P1) + 0.5Cr1 (¬D⏐O2P1)

Since (26) and (27) still hold, the quantity on the right-hand side of (38) exceeds zero, so V1 (O2P1) > V1 (O1P1) in all cases. So whatever the agent’s initial confidence that the defect is present:

1. EDT reckons O2P1 rationally *mandatory* for the sophisticated agent.

The following table summarizes (24), (25), (32), (35), (36) and (39).

|  |  |  |
| --- | --- | --- |
|  | **CDT** | **EDT** |
|  | *Myopic* | *Sophisticated* | *Myopic* | *Sophisticated* |
| Cr1 (D) < 0.5 | O1P1 | O2P1 | O2P1 | O2P1 |
| Cr1 (D) = 0.5 | O1P1O2P1 | O1P1O2P1 | O2P1 | O2P1 |
| Cr1 (D) > 0.5 | O2P1 | O1P1 | O2P1 | O2P1 |

*Table 4: Recommendations in the Insurance Problem*

The entries in the body of the table indicate which choice sequences in the insurance problem are rationally permissible for a given decision theory, attitude towards sequential choice and initial credence. For instance, the appearance of O1P1 *and* O2P2, in the cell corresponding to sophisticated CDT and Cr1 (D) = 0.5, indicates that, as (35) and (36) imply, both of these sequences are rationally permissible for the sophisticated agent as far as Causal Decision Theory is concerned.

 But the important point to take away from this section and section 3 is that whichever attitude you take towards sequential choice, if you have certain reasonable and feasible beliefs, CDT will lead you to take O1P1 i.e. to smoke and then to bet. If you are a myopic chooser whose Cr1 (D) ≤ 0.5 then CDT will lead you into this sequence, or at least allow it. Similarly if you are a sophisticated chooser whose Cr1 (D) ≥ 0.5, then again CDT will either recommend or permit smoking and then insuring. But EDT *never* allows this sequence. Whatever attitude you take towards sequential choice, and whatever your initial confidence that you have the defect, EDT always recommends that you do not smoke and then that you bet.

**5. Disaster**

To repeat: CDT permits O1P1 in the Insurance Problem to myopic agents whose beliefs satisfy the light and coherent condition that Cr1 (D) ≤ 0.5, and to sophisticated agents whose beliefs satisfy the similarly sane and undemanding Cr1 (D) ≥ 0.5.

 This is disastrous. Looking back at Table 3 we see that O1P1 *guarantees* a 50¢ loss. That would not be so bad if any sequence of options involved at least the possibility of greater loss. But this is not so. The alternative sequence O2P2, the alternative of declining both ‘gambles’, guarantees a loss of *zero*. So the Insurance Problem is a Dutch Book for CDT. It is a sequence of offers that CDT will successively advise certain sane and rational persons to take, of which the net result is a guaranteed loss relative to some alternative. That looks like decisive practical grounds for rejecting CDT.

 Let me note that this argument against CDT is quite different from a similar one that arises in the context of Newcomb’s problem. For those who know it[[6]](#footnote-6): it is sometimes argued against CDT that its advice to take both boxes generates an expected loss relative to the alternative of taking one box: those who take just one box usually get $1M whereas those who take both boxes usually get just $1K. This is the ‘Why Ain’cha Rich’ argument against taking both boxes, and by extension against Causal Decision Theory itself.[[7]](#footnote-7) But there are two key differences between ‘Why Ain’cha Rich?’ and the present argument. The first is that ‘Why Ain’cha Rich?’ is based only upon an *expected* relative loss for CDT. Taken over a large number of trials, we expect that people who take both boxes will have lower mean profit than those who take just one box. But it is just not true that somebody who takes one box will *certainly* make more money than somebody who takes both boxes. At least this is not true unless we suppose that the ‘predictor’ or predictive mechanism is *certain* to get it right. This is such an implausible assumption that we should be reluctant to learn very much from it.[[8]](#footnote-8)

 In the Insurance Problem, by contrast, there is no assumption that the correlation between having the defect and smoking is certainly and completely perfect. On the contrary, I assumed only (a) that more than 75% of smokers have the defect and more than 75% of non-smokers lack the defect and (b) that your conditional beliefs as stated in (1)-(4) reflect these statistics. And it needn’t have been as high as 75%. As long as you think that there is *some* act O and state S such that (i) O makes S more likely than not; (ii) ¬O makes ¬S more likely than not; (iii) O is causally irrelevant to S, it is possible to construct an example in which CDT makes a *certain* loss when an alternative guarantees zero loss. For proof of this statement, see Appendix B.

So the point carries over to more realistic cases. And that point is not about long run averages. It is this: in every single case, CDT recommends to some rational agents a course that foreseeably *will* lead to financial loss *both* in absolute terms *and* relative to *anyone* who takes an alternative that was specifiable in advance.

 The second difference is that in Newcomb’s problem, although it is true that following CDT *will in fact* generate a lower expected return than following EDT, it is not true, on any particular occasion, that you *could have* done better than the CDT-approved strategy of taking two boxes. If you take both boxes you will always certainly end up with $1K more than you *would have got* if you *had* taken only one box. So in Newcomb’s problem, the option that CDT recommends is at least counterfactually superior to the alternative.

 But in the Insurance Problem, CDT is liable to lead you into a sequence that does not even have the merit of counterfactual optimality. CDT recommends O1P1 (i.e. smoking and betting) to anyone with the right combination of initial beliefs and attitude to sequential choice. But O1P1 certainly is counterfactually suboptimal. If you take O1P1 you will lose 50¢. So you are 50¢ worse off than you *would have been* if you *had* taken the alternative O2P2, which has a guaranteed net return of zero.

 I believe that these two differences between them make the Insurance Problem a far more serious difficulty for CDT than Newcomb’s problem. I think that the Insurance Problem constitutes decisive grounds for rejecting CDT. In the next section I’ll deal with some objections to this line of thought, before saying, in section 7, what it is *about* CDT that invites this form of exploitation.

**6. Objections**

I’ll consider eight objections. These are: (i) that the presence of a second stage in the problem nullifies the evidential significance of what you do at the first stage; (ii) that I have ignored time-slice rationality; (iii) that I have ignored the difference between normal-form and extensive-form representations of the problem; (iv) that I have ignored the possibility of mixed strategies; (v) that modifications of CDT evade the difficulties that this paper raises for standard versions; (vi) that I have ignored resolute choice; (vii) that the example is pathological because it involves a change in beliefs or a change in desires; (viii) that what I am proposing is a diachronic Dutch Book argument and so shares the weaknesses common to other such arguments.

*6.1 Evidential significance*

The standard cases where Causal and Evidential Decision Theory come apart are those where the agent must make a *single* decision whose issue is evidentially relevant but causally irrelevant to some state of the world that matters to her. For instance, her taking just one box in the Newcomb problem is evidence that the predictor has put $1M in that box, but this ‘one-boxing’ does nothing to bring about that prior act. Similarly, your smoking is evidence that you have a pre-existing defect that makes smoking harmful.

 But even if some one-off decisions *do* have evidential but non-causal bearing on states of interest, it doesn’t follow that the evidential bearing persists in *extended* cases where that decision is embedded in some non-trivial *sequence* of decisions.

 That raises a problem for my argument that CDT leads any myopic or sophisticated agent with the right Cr1 (D) to smoke and then to bet in the Insurance Problem. That argument presupposed that such an agent will take his smoking *in the Insurance Problem* as a sign that he got the defect. My ground for this presupposition, at least as I presented the story in section 1, was the observed correlation between smoking and the presence of the defect. That is, it was the observed correlation between the *isolated* decision to smoke and the pre-existence of the defect. When I said ‘more than 75% of smokers have the defect and fewer than 25% of non-smokers have it’, I meant amongst those who face the decision to smoke quite generally, *not* exclusively those who are subsequently offered the bet P1. With what right am I assuming that smoking in the Insurance Problem has the same evidential significance as it does in the truncated version of that problem, of which Table 1 describes the entirety?[[9]](#footnote-9)

 There is no doubt that this raises a serious difficulty for the Insurance Problem as described. At least, it seems likely to dash my hopes of using that case to show what I meant it to show. But I think there are plausibly modified back-stories that would get around this difficulty. These are cases where it would be legitimate to think that the decision to smoke (or what stands in for it) has the same evidential bearing on the presence of the defect, whether or not one then has the opportunity to bet on this correlation. It is plausible *either* because it is something that we stipulate (as in the ‘N-version’ below), *or* (as in the ‘L-version’ and ‘G-version’ below) because the ‘predictive’ mechanism is likely to work in a wide range of situations, and so in particular in the first stage of a two-stage sequential problem like the Insurance Problem.

 One simple but science-fictional way of doing that would be to redescribe the problem in terms of a Newcomb-style *predictor*. This, we are imagining, is either an alien being with supernatural powers, or some tried-and-tested psychological algorithm. In either case, it has a proven track record of being able to predict one’s responses in problems like the following.

 At *Stage 1*, there is in front of you a console on which you can see a blue button and a red button. You must press just one of them. If you press the blue button then certainly nothing happens. If the predictor predicted that you would press the red button, it has arranged that pressing it will cause $1 to be credited to your bank account. If the predictor predicted that you would press the blue button then it arranged that pressing the red button would cause $1 to be *debited* from your account. You cannot check your account until after *Stage 2*, at which you must choose whether or not to bet $1.50, at odds of 1:3, that the predictor made the correct prediction concerning your action at Stage 1. The predictor neither learns nor cares about what happens at Stage 2.[[10]](#footnote-10) Call this the *N-version* of the Insurance Problem.

 In the N-version of the problem, the payoffs at each stage, and the net payoffs, correspond exactly to those in the original Insurance Problem itself. In particular, suppose that in Tables 1-3 we replace the Stage 1 options of smoking and not smoking with the options of pressing the red button and pressing the blue button respectively. Suppose we replace the states of your having and not having the defect with the states of the prediction having been that you would press the red button and its having been that you would press the blue button, respectively. And suppose we replace the state T with the state of the predictor’s having got you right at Stage 1. Then the resulting payoff matrices are the stage-wise and overall payoff matrices for the N-version of the Insurance Problem.

 And it should be clear that this version of the problem raises no difficulties with taking your choice at Stage 1 to be evidence of the prediction, even given that that choice is embedded within a larger sequential problem. For we are free to stipulate that the predictor is very good at telling whether or not somebody will press the red button, even in the context where the specified bet is available at Stage 2. In that case, the correlation between pressing either button and having been predicted to press it remains positive; and there is nothing to stop us from setting it above 75%. The argument that CDT loses 50¢ in the N-version of the Insurance Problem therefore survives this objection to the original version of the problem.

 There *are* legitimate concerns about the realism of cases involving predictors with powers that are as amazing as those just stipulated. The fact that CDT loses money in science-fictional scenarios of this sort might not seem a very strong reason for rejecting CDT.[[11]](#footnote-11) But more realistic versions of the story serve equally well.

One of these—call it the L-version of the Insurance Problem—involves replacing the predictor with a Libet-style apparatus: electrodes attached to your skull that make EEG recordings of your cerebral activity and which can predict your conscious decision some 350-400 milliseconds before it occurs.[[12]](#footnote-12) We might then connect the apparatus to the red button in such a way that the red button becomes wired to debit or to credit $1 to or from your account on pressing, just before you choose to press it or the blue button respectively.

A less expensive if less vivid realization of the case would be *game*-theoretic. Suppose that at Stage 1 of this *G-version* of the Insurance Problem, you and Bob must *each* press a red or a blue button simultaneously and (causally) independently. Your joint payoffs depend on your joint actions in the following manner:

|  |  |  |
| --- | --- | --- |
|  | **Bob presses red** | **Bob presses blue** |
| **You press red** | (-1, -1) | (1, 0) |
| **You press blue** | (0, 1) | (0, 0) |

*Table 5: G-version Stage 1 payoffs: (payoff to you, payoff to Bob)*

At Stage 2, you must each, again independently and simultaneously, choose to bet whether you made the *same* choice at Stage 1. You can each choose ‘Yes’ to bet or ‘No’ not to bet.

|  |  |  |
| --- | --- | --- |
|  | **Same choice at Stage 1** | **Different choices at Stage 1** |
|  | **Bob: yes** | **Bob: no** | **Bob: yes** | **Bob: no** |
| **You: yes** | (0.5, 0.5) | (0.5, 0) | (-1.5, -1.5) | (-1.5, 0) |
| **You: no** | (0, 0.5) | (0, 0) | (0, -1.5) | (0, 0) |

*Table 6: G-version Stage 2 payoffs*

Each player is facing a version of the Insurance Problem; at least this is so if both you and Bob have an initial confidence exceeding 0.75 that you will both come to same conclusions about what to do in the first stage of it. And this would be a reasonable thing to believe if you thought that you and Bob were psychologically similar (it need not be perfect similarity: it might just be, for instance, the fact that you are confident that you agree in endorsing CDT). In fact if you have *any* level of confidence >0.5 that you and Bob will choose the same in the G-version of the Insurance Problem, it is possible to adjust the payoffs so that CDT leads both sophisticated and myopic agents with the right initial credences into certain loss. This follows from the argument at Appendix B.[[13]](#footnote-13)

 To summarize the point: it is true that as I initially presented it, the Insurance Problem involved an assumption that I did not there defend, namely that the evidential correlation between smoking and the presence of the defect survives the knowledge that one can later make a bet on it. But there are analogues of the Insurance Problem that could easily make the same point, and in which the assumption is harder to question. Some of these cases are even realistic.

*6.2 Time-slice rationality*

The second objection is as follows. My claim is that if you are a sophisticated agent who follows CDT and you have Cr1 (D) ≥ 0.5, then in the Insurance Problem you are prepared to make a sequence of decisions that results in a certain loss that was avoidable *ex ante*. But if we think of the two decisions as being made by separate time slices of your self, it is hard to see why *either* stage is acting irrationally, given what it knows about what the other stage will do.[[14]](#footnote-14) Your earlier time-slice, which smokes at Stage 1, is doing the best that it can, given what it knows that your later time-slice is doing. Your later time-slice, which bets at Stage 2, is also doing the best that it can, given that it knows what your earlier time-slice is doing. It’s too bad that both slices end up worse off than either would have been had they both acted differently. But neither time-slice is acting *irrationally*. So Causal Decision Theory is not leading anyone into irrational action.

 According to this response, the situation is therefore somewhat analogous to the Prisoners’ Dilemma, for which the payoff matrix is as follows:

|  |  |  |
| --- | --- | --- |
|  | **Bob co-operates** | **Bob defects** |
| **Alice co-operates** | (1, 1) | (-1, 2) |
| **Alice defects** | (2, -1) | (0, 0) |

*Table 7: Prisoners’ Dilemma*

If both players defect then both players do worse than either would have done if both had co-operated. And yet it is rational for Alice to defect and it is rational for Bob to defect, since defection is best for each player if the other defects, and also if the other co-operates. So we end up with a Pareto inefficient outcome despite both players’ acting rationally.

 If you are sophisticated and follow CDT, we can similarly represent the Insurance Problem as a game between your earlier and your later time slices, in which the payoffs to each extended action for each time-slice correspond to the (causal expected) utility that that slice assigns to the corresponding outcome. For instance, suppose we set Cr1 (D) = 0.6 and Cr1 (T) = Cr2 (T) = Cr1 (D⎪O1) = Cr1 (¬D⎪O2) = 0.8 (where T = O1 ↔ D). Then the payoff matrix looks like this:

|  |  |  |
| --- | --- | --- |
|  | **P1: Slice 2 bets** | **P2: Slice 2 doesn’t** |
| **O1: Slice 1 smokes** | (-0.5, -0.5) | (-0.2, -0.6) |
| **O2: Slice 1 doesn’t** | (-0.7, 0.1) | (0, 0) |

*Table 8: Insurance Problem as an intrapersonal game for CDT*

The players in this game (‘Slice 1’ and ‘Slice 2’) correspond to your time slice at Stage 1 and your time slice at Stage 2. To see how the entries were derived, consider e.g. the bottom left entry. For Slice 1, Cr1 (D) = 0.6, so U1 (O2) = 0.6 V (O2P1D) + 0.4 V (O2P1¬D) = -0.7. Similarly for Slice 2, Cr2 (T) = 0.8, so U2 (P1) = 0.8 V (O2P1T) + 0.2 V (O2P1¬T) = 0.1. The argument for the other three entries is similar.

 For Slice 2, betting dominates not betting and so betting is what Slice 2 does, *whatever* Slice 1 does. Knowing this, Slice 1 prefers smoking to not smoking, and so the unique Nash equilibrium of this game is O1P1, which is Pareto inefficient since both parties are better off at O2P2. But just as in Prisoners’ Dilemma, this needn’t impugn the rationality of either party: Slice 1 is doing the best it can given what Slice 2 is doing, and Slice 2 is doing the best it can given what Slice 1 is doing.[[15]](#footnote-15) Since P1 and O1 are therefore both rational, CDT is not recommending any irrational action to *either* actor.

 The first thing to say in response is that calling O1 a *rational* act in this context is simply begging the question. Since the agent who follows EDT will choose O2 and then P1, the whole issue between EDT and CDT is over whether it *is* rational to smoke in the first stage of the Insurance Problem. A better way to put the objection would be to say that by smoking at Stage 1, Slice 1 is doing exactly what CDT recommends that it do; and that by insuring at Stage 2, Slice 2 is likewise following CDT. But we knew that already.

 Does this mean that the debate is simply deadlocked? Not if we can point to reasons why it would be fair to criticize CDT on the basis of the outcomes that it generates. And there seem to me to be two such reasons, both of which survive the reformulation of the problem as an intrapersonal game between your temporal slices.

 The first is that CDT appears to generate *gratuitous* *mal-coordination* between your temporal slices. This is particularly vivid in the case where you forget at Stage 2 what you did at Stage 1, so that Cr1 = Cr2. Notice that in this case both temporal slices *agree* on *all* of the following: (a) the ranking of final outcomes; (b) the likelihood that D is true; (c) the likelihood that T is true; (d) the causal structure of the situation. But in spite of all of this agreement, CDT still renders them unable to act in concert: in Table 8, which is consistent with your being forgetful, slice 1 and slice 2 simply disagree over the relative rankings of the joint actions that they are jointly able to perform.[[16]](#footnote-16) This makes the situation worse than in inter- or intrapersonal Prisoners’ Dilemma, where the divergence of the players’ rankings of their joint actions can be traced to their having divergent preferences over final outcomes: Alice prefers the final outcome where Alice defects and Bob cooperates to the outcome where Alice cooperates and Bob defects, whereas for Bob it is the other way around.

 And it also makes the situation worse than it is for Evidential Decision Theory. For that theory, intrapersonal agreement on the relevant likelihoods and preferences *guarantees* that your two slices will act in concert, in the sense that both agree on their relative rankings of joint actions and so both agree which one is best, in which therefore they both willingly acquiesce. We can see this from the following representation of the Insurance Problem as an intra-personal game with payoffs corresponding to the V-scores, for each player, of their respective joint actions. In it, we retain the assumption that Cr1 (T) = Cr2 (T) = Cr1 (D⎪O1) = Cr1 (¬D⎪O2) = 0.8.

|  |  |  |
| --- | --- | --- |
|  | **P1: Slice 2 bets** | **P2: Slice 2 doesn’t** |
| **O1: Slice 1 smokes** | (-0.5, -0.5) | (-0.6, -0.6) |
| **O2: Slice 1 doesn’t**  | (0.1, 0.1) | (0, 0) |

*Table 9: Insurance Problem as an intrapersonal game for EDT*

In this game the unique Nash equilibrium is O2P1, and this is also the joint action that both parties consider optimal.

 The second point is more simpleminded. Let us just drop the contested notion of *rationality*, and focus instead on the less contentious issue of *exploitability*. The fact is that whether or not you get to be called ‘rational’, you will, if you follow CDT, inevitably and gratuitously be losing things that you value. In the original Insurance Problem you are losing value at a rate equivalent to 50¢ per game. In the G-version, the follower of CDT is inevitably losing actual money at that rate; and it would be a simple matter to construct a single-player version in which you really do lose 50¢ on every go. And this ex hypothesi is something that matters to you, or can be stipulated to matter to you, more than ‘being rational’.

 Causal Decision Theorists are often keen to assert that real-life Newcomb-type cases are perfectly realistic.[[17]](#footnote-17) If they are right, then everything that the Newcomb case entails is also perfectly realistic. In particular, it is realistic that there are states of the world that are evidentially but not causally dependent on one’s actions in a given situation. (In the original Newcomb problem, this would correspond to the state of there being $1M in the opaque box.) If such a case existed it would be a simple matter to arrange payments in a way that mimics Tables 1-3. And it would be worthwhile to do this too, because by repeatedly offering the resulting game to followers of CDT, we could be quite certain of making unlimited wealth entirely at their expense.[[18]](#footnote-18) This remains true whether we think of our victims as enduring persons or as time-slices, in which latter case it would be literally as well as figuratively true to say that there is one born every minute.

*6.3 Normal Form v. Extensive Form*

Note that Causal Decision Theory does *not* lead to disaster if we represent the problem in normal form: that is, if we think of the agent as making a once-and-for-all choice between the four possible *sequences* O1P1, O1P2, O2P1, O2P2. Looking at Table 3 and interpreting it now as representing one four-way choice, we see that both O1P1 and O2P1 are dominated relative to a partition {D, ¬D} that is causally independent of anything that you do. Therefore Causal Decision Theory cannot recommend those sequences: instead it must recommend either O1P2 or O2P2, of which the causal utilities will be as specified in (21) and (23). Either way, CDT does *not* generate a guaranteed loss of 50¢.

 The point is correct but does nothing to help CDT in the situation that I have envisaged. I am free to stipulate that you do not make a once-and-for-all choice between four sequences but must *first* choose whether to smoke and *then* choose whether to bet. I am free to stipulate this because anyone is free to create such a situation, by withholding the offer of the bet until you have either committed yourself to smoking, or passed up the opportunity to smoke. And it does not matter that you can foresee that you will get the opportunity to bet. The argument, that CDT leads you to O1P1, takes into account that you foresee at Stage 1 that you will get the offer at Stage 2, and even—in the sophisticated case—that you foresee how you will respond to it and adjust your Stage 1 choices accordingly.

 Nor does it matter that at Stage 1 you will see that the sequence O1P1 is dominated and leads to a certain loss of 50¢. You may then *hope* that you don’t end up going down that route. But if you follow CDT and have the appropriate initial credence function, then that *is* what you *will* do. In particular, whatever you may hope at Stage 1 that you do at Stage 2, it is simply an unalterable fact that your decision at Stage 2 is one that you can make at, and only at, Stage 2. No amount of hoping and willing at Stage 1 that you won’t bet at Stage 2 can stop it from being a matter for your *future* free choice whether or not you actually do.[[19]](#footnote-19)

 That the extensive form and normal form representations of a decision problem can diverge is not in itself a new point. It is known that similar issues arise for decision theory based on unsharp credences[[20]](#footnote-20) and for decision theory without the axiom of independence[[21]](#footnote-21). The Insurance Problem shows that the divergence also arises for CDT, but its interest resides not so much in that fact as in the strictly stronger point that it leads followers of CDT into certain monetary loss.

 *Game* theory gives rise to a divergence between normal and extensive form that seems to have more immediate bearing. What I have in mind are cases in which some Nash equilibrium involves an incredible threat. Suppose that you and I each start with $1. I have a choice between (A) taking $1 from you and (B) not taking it; if I do take it, you then have the option to set off a bomb that kills both of us. Here is a normal form representation of this game:

|  |  |  |
| --- | --- | --- |
|  | **C: Bomb if A** | **D: No bomb** |
| **A: Take**  | (-2, -2) | (2, 0) |
| **B: Leave**  | (1, 1) | (1, 1) |

*Table 10: Incredible threat*

In this game there are two Nash equilibria i.e. AD and BC. But the normal form representation misses out what the extensive form reveal clearly reveal: BC is an impossible equilibrium because it is based on an idle threat on your part. If I do take the $1 then I know that you won’t detonate the bomb, because I know that from your own perspective it is better to acquiesce in an unfair arrangement than it is to kill both of us.[[22]](#footnote-22) It would therefore be wrong for someone to recommend that you play C, even though my best response to C has a better payoff for you than my best response to D, because I have no reason to believe that you will carry through on C if I play A. By the same token, it would be wrong for anyone to criticize your playing D (and so losing $1 if I play A), because there is no credible alternative.

 Now it may look similarly wrong for me to criticize CDT for leading to O1P1 in the Insurance Problem. My grounds for criticizing it were that it leads to a certain loss when it was possible to avoid any loss i.e. by taking O2P2, which is in effect the option of walking away from the whole arrangement. But, we might now say, O2P2 is an *incredible* strategy, because it involves the option P2, which you know in advance that you are not going to realize because the bet that the alternative P1 represents is clearly rationally optimal. (Recall, P1 is the option of betting at odds of 1:3 on a proposition, T, in which your confidence throughout the procedure exceeds 75%, in an environment of constant marginal utility for money.)

 But rejecting a strategy on the grounds that another strategy dominates it does *not* depend on the rationality, or credibility, of the *dominating* strategy. If a strategy is dominated then that rules out the strategy altogether, whether or not it is rational to play the strategy by which t is dominated. For instance, suppose that you have three options: to bet $1 on a proposition X at odds of 1:1 (Bet 1), to bet $2 on X at odds of 1:4 (Bet 2), or not to bet at all (No bet). See Table 11.

|  |  |  |
| --- | --- | --- |
|  | **X** | **¬X** |
| **Bet 1** | 1 | -1 |
| **Bet 2** | 0.5 | -2 |
| **No bet** | 0 | 0 |

*Table 11*

On the assumption that X is both stochastically and causally independent of your choice, we can immediately rule out Bet 2 as irrational, without knowing or caring which of the other options is rational. This is because it suffices for the irrationality of Bet 2 that Bet 1 dominates it. That is true whatever your confidence that X is true and whatever your attitude towards risk, so it is true even if the dominant Bet 1 is *also* irrational. Similarly, we can rule out O1P1 as irrational simply on the grounds that it is dominated by O2P2, quite consistently with also rejecting O2P2 as irrational on the grounds that P1 represents a bet that is definitely worth taking.

 There might still seem to be a problem. After all, the intuition behind rejection of dominated strategies goes something like this. ‘Suppose A dominates B with respect to an appropriate partition. Then whatever the state of the world, you could do better by doing B than by doing A. So you should certainly not do A, because B would certainly be better.’ This intuitive argument relies on the premise that whatever the state of the world, you *could* do better by doing B than by doing A. But if B is something that you *can’t* do, then it looks as though this premise is false, and dominance loses its intuitive force.

 But this is to confuse *incredible* strategies with *impossible* strategies. In what sense ‘can’t’ you realize O2P2? It is true that you *won’t* realize it. But there is nothing *stopping* you: in fact you are at (negative) liberty to realize any of the four available sequences. O2P2 does represent a genuinely available sequence of real options (for you). The only thing that ‘stops’ you from carrying it out is your own decision theory. But it doesn’t follow that you *can’t* realize O2P2 in any sense that disables the dominance argument. Otherwise, we could very easily defend following EDT in Newcomb’s problem, on the grounds that since EDT ‘makes’ you take only the opaque box, you can’t take both boxes, so one-boxing is not dominated in any very damaging sense after all. Of course I do myself think that one-boxing is rationally defensible; but the defence certainly does not come as cheaply as that.

 Finally, my argument in this section has a slight wrinkle that is worth ironing out. My argument was that O1P1 is irrational because O2P2 dominates it. I do not recommend O2P2 but rather follow EDT in recommending O2P1, which looks best to that decision theory at *both* stages of the Insurance Problem. But O2P1 is *itself* dominated, by O1P2. (If you *have* got the defect then O1P2 returns 50¢ more than O2P1, and if you have *not* got the defect then O1P2 returns 50¢ more than O2P1.) So how can I reject a strategy on grounds that would also rule out the one that I endorse?

 There are two responses to that. First, note that the plausibility of dominance arguments in *decision* theory (as opposed to game theory) are sensitive to the partition with respect to which the dominance obtains.[[23]](#footnote-23) In particular: (a) from the fact that an act A1 dominates an act A2 relative to a partition that is causally dependent on the choice between A1 and A2, nothing follows about whether A1 is rationally superior to A2: to think otherwise is the fallacy of fatalism. Furthermore, (b) if A1 dominates A2 relative to a partition that is causally but not evidentially independent of the choice between A1 and A2, then *Causal* Decision Theory must reckon A1 superior to A2, though *Evidential* Decision Theory need not: this is the whole point of Newcomb’s Problem. Finally, (c) if A1 dominates A2 with respect to a partition that is *both* causally *and* evidentially independent of the choice between them, then CDT and EDT, and presumably everyone else, should agree that A1 is the rationally superior of the two.

 Now in the Insurance Problem we are in case (b): whether or not you have the defect is *causally* but not *evidentially* independent of what you do at Stage 1 and Stage 2. And we know that if you have got the defect, O2P2 does better than O1P1, and if you have *not* got the defect, O2P2 does better than O1P1. So Causal Decision Theory leads you into a suboptimal sequence of choices that is suboptimal *by its own lights*. To point that out, which is essentially what the present argument does, should be enough to cast doubt on Causal Decision Theory, *whether or not* one agrees with CDT over the normative bearing of the three kinds of dominance that I have distinguished.

 The second response is that the situation with regards to O1P1 and O2P2 is not *simply* that O2P2 dominates O1P1 with respect to the partition {D, ¬D}. What actually obtains is the stronger condition that O2P2 dominates O1P1 with respect to *any* partition of the event space; equivalently, the *worst* possible outcome of O2P2 is better than the *best* possible outcome of O1P1. Call this relation *superdominance*. It seems clear that a superdominated act or sequence of acts is bad; also that we can rule them out even if we do not endorse any of the options or sequences that superdominates it.

For instance, consider the following choice of ‘bets’ on a proposition X:

|  |  |  |
| --- | --- | --- |
|  | **X** | **¬X** |
| **Bet 3** | 2 | -2 |
| **Bet 4** | -0.5 | 0.5 |
| **Bet 5** | -1 | -1 |

*Table 12: Superdominance*

Bet 4 superdominates Bet 5. So we can rule out Bet 5 however likely or unlikely we take X to be, whatever our attitude towards risk, and in fact regardless even of whether X is causally or stochastically dependent on one’s choice. It is certainly *never* wise to take Bet 5 from Table 12, for *any* X; and this is consistent with holding that Bet 3, which does not even dominate Bet 5, is the only rational option in Table 12.

 Returning to the Insurance Problem, we see that O2P2 *super*dominates O1P1, and so we can reject O1P1 out of hand and consistently with endorsing O2P1, which nothing superdominates. This is because rejecting O1P1 on these grounds is consistent with any view at all about the normative significance of ‘mere’ dominance.

 Let me summarize the overall response to the initial concern regarding incredible threats. I accept the point that its involving an incredible threat (or promise) should raise doubts about the feasibility of a set of strategies in a game, even if it constitutes a Nash equilibrium for that game. I accept the analogous point for the Insurance Problem, which is that there is something wrong with *endorsing* the sequence of options O2P2 if you know in advance of the decision that you will not play P2 at Stage 2. But I deny that this creates a problem for the position defended here, which does *not* endorse O2P2 but only rejects O1P1 on the grounds that O2P2 dominates it. Finally, to the worry that I ought not to endorse the dominated sequence O2P1 if I reject the dominated sequence O1P1, I reply: first, that whatever *my* attitude towards dominance is or should be, the one that CDT endorses is enough to rule out the sequence O1P1 into which CDT itself is liable to lead you. And second, even if we should not reject O1P1 on the grounds that it is dominated, we should in any case reject that sequence on the grounds that it is *super*dominated.

*6.4 Mixed strategies*

Suppose that as well as your ‘pure’ options at Stage 1, namely smoking and not smoking, you also have a ‘randomizing’ option, in which you let some randomizing device settle what happens at that stage. For, instance you can pre-commit to smoking at Stage 1 if and only if this chancy coin lands heads. One way to do this might be to sign a contract with some other person to pay her $1M if you do not abide by the coin. Does this make a difference?

 It looks as though it does. Most obviously, what it means is that whether you abide by EDT or CDT, you have no reason to bet on T at Stage 2 if you randomize at Stage 1, since randomizing smoking breaks the connection between smoking and the presence of the defect. At least that is true if we stipulate, as I hereby do, that in this version T says that *you smoke either at the outset or in response to the random process* if and only if you have the defect, rather than that you *take O1 at the outset* if and only if you have the defect. But then randomization leaves open the possibility that you do *not* bet at Stage 2 and so that you avoid a sure loss of 50¢. So randomization appears to be a possible way for Causal Decision Theory to avoid a sure loss.

 A boring but apparently effective reply would be simply to amend the rules of the problem so that randomization was heavily penalized. In that case you certainly would not randomize, and so things would remain just as they were.[[24]](#footnote-24)

 But even if we *allow* an option to randomize, there are feasible circumstances in which the causalist agent would not take it, and there are feasible situations in which the causalist agent *would* take it and the resulting sequence would be irrational. To see this, suppose we expand your set of options at Stage 1 to include an additional option Oπ, 0 < π < 1, this being the option to pre-commit to smoking at Stage 1 if a coin that has chance π of landing heads does so at its next toss, and to not smoking if it lands tails. Then your decision situation is as in Figure 2.

**Figure 2**

(Note that in this diagram, ‘H’ and ‘T’ refer to the possible outcomes of the coin toss following Oπ.)

How does CDT approach this problem?

 Consider first the myopic approach, according to which you select at Stage 1 whichever sequence looks best to you and then realize the currently available segment of that sequence. In that case the U-scores of the two original options O1 and O2 are as at (20)-(23). In addition we have:

1. U1 (OπP1) = π U1 (O1P1) + (1-π) U1 (O2P1)
2. U1 (OπP2) = π U1 (O1P2) + (1-π) U1 (O2P2)

Since 0 < π < 1, it follows immediately from (20)-(23), (40) and (41) that the myopic follower of CDT *rules out* Oπ at Stage 1 *unless* he satisfies the knife-edge condition that Cr1 (D) = 0.5. So unless that condition holds, the option of randomization makes no difference to you if you are myopic and follow CDT.

 Suppose then that Cr1 (D) = 0.5 and you take Oπ at Stage 1. Then assuming that at Stage 2 you remember what you did at Stage 1, the U-scores of the options P1 and P2 can be calculated as follows. If the coin landed heads then you smoke. But you have no special reason to think that T is true i.e. in effect that the defect is present, since the intervention of a random process has broken the correlation between smoking and the presence of the defect. In this case your Cr2 (T) = Cr1 (D), so:

1. U2 (P1⎪Oπ ∧ smoke) = -0.5
2. U2 (P2⎪Oπ ∧ smoke) = 1-2Cr1 (D) = 0

Similarly, if the coin landed tails then you smoke. But again, you have no special reason to think that T is true. So again your Cr2 (T) = Cr1 (¬D) = 0.5. So:

1. U2 (P1⎪Oπ ∧ ¬smoke) = 0.5 - 2Cr1 (D) = -0.5
2. U2 (P2⎪Oπ ∧ ¬smoke) = 0

So however the coin lands, you *decline* the bet at Stage 2 for an expected net loss of zero.

 But as I just emphasized, the reasoning that led to this conclusion required that Cr1 (D) = 0.5. And in that case, although CDT will permit you, if you are myopic, to take Oπ at Stage 1, it does not *demand* that you do so. It follows from (20)-(23), (40) and (41) that if Cr1 (D) = 0.5 then:

1. U1 (O1P2) = U1 (OπP2) = U1 (O2P2)
2. U1 (O1P2) > U1 (O1P1) = U1 (OπP1) = U1 (O2P1)

So at Stage 1, the options that are available at Stage 1 (i.e. O1, Oπ, O2) are *all* CDT-permissible if you are myopic, because all three options are initial steps in a sequence that at Stage 1 you consider optimal. In particular then, you *might* *still* take O1 at Stage 1, and since in that case nothing disrupts the correlation between smoking and the defect, you *will* then accept the bet at Stage 2.

 So even if the option to randomize is available to you, there is no guarantee that you will take it, if you are myopic. If your initial Cr1 (D) is not exactly 0.5 then you will not take it. Even if your initial Cr1 (D) does take that value, it is still CDT-permissible for you not to take it, and in fact permissible for you to start down a route that again ends with an inevitable loss of 50¢.

 Let us now suppose that you are a sophisticated follower of CDT, so that your choice at Stage 1 depends on what you then think you would choose at Stage 2, if you made this or that choice at Stage 1. Start by thinking about Stage 2. If you take O1 or O2 at Stage 1 then the reasoning that you take P1 at Stage 2 proceeds as at section 3. But what will you do at Stage 2 if you take Oπ at Stage 1?

To answer this we can apply (42)-(45) again, only now without any assumption about the value of Cr1 (D). The upshot is that what you will do if you take Oπ at Stage 1 depends on two things: (a) whether the coin lands heads (smoking) or tails (no smoking); and (b) the value of your Cr1 (D), your initial confidence that you have got the defect. The upshot is as stated in the following table:

|  |  |  |
| --- | --- | --- |
| **Value of Cr1 (D)** | **Action at Stage 1**  | **Action at Stage 2** |
| 0 ≤ Cr1 (D) < 0.25 | Smoke | P2 |
| Not | P1 |
| Cr1 (D) = 0.25 | Smoke | P2 |
| Not | P1 *or* P2 |
| 0.25 < Cr1 (D) < 0.75 | Smoke | P2 |
| Not | P2 |
| Cr1 (D) = 0.75 | Smoke | P1 *or* P2 |
| Not | P2 |
| 0.75 < Cr1 (D) ≤ 1 | Smoke | P1 |
| Not | P2 |

*Table 13: Stage 2 acts for sophisticated CDT after Oπ*

Now go back to Stage 1. You know that if you *deliberately* smoke at Stage 1 then you will bet at Stage 2, for a certain payoff of -0.5. You know that if you deliberately refrain from smoking at Stage 1 then you will bet at Stage 2, for an expected payoff, as it now seems to you, of 0.5-2Cr1 (D) (see (34)). Finally, you know that if you randomize at Stage 1, then you will bet or not at Stage 2, depending on Table 13. Now, at Stage 1, the payoff to randomization is therefore a (π, 1-π) gamble between the expected payoffs of (a) smoking and what you will do at Stage 2 if the coin lands heads and (b) not smoking and what you will do at Stage 2 if the coin lands tails. Suppose for simplicity that if at Stage 2 you are indifferent between betting and not betting (as will happen if you realize rows 4 or 7 of Table 13), you will *not* bet at Stage 2. Then by Table 13, the expected utility of randomizing at Stage 1 is:

1. U1 (Oπ) = π U1 (O1P2) + (1-π) U1 (O2P1) if 0 ≤ Cr1 (D) < 0.25
2. U1 (Oπ) = π U1 (O1P2) + (1-π) U1 (O2P2) if 0.25 ≤ Cr1 (D) ≤ 0.75
3. U1 (Oπ) = π U1 (O1P1) + (1-π) U1 (O2P2) if 0.75 < Cr1 (D) ≤ 1

Calculating the U-values on the right-hand sides:

1. U1 (Oπ) = π (1-2Cr1 (D)) + (1-π) (0.5 – 2Cr1 (D)) = 0.5 + π/2, if 0 ≤ Cr1 (D) < 0.25
2. U1 (Oπ) = π (1-2Cr1 (D)), if 0.25 ≤ Cr1 (D) ≤ 0.75
3. U1 (Oπ) = -0.5π, if 0.75 < π ≤ 1

So now we know the initial U1-scores for each of O1, Oπ and O2. In all cases U1 (O1) = -0.5 and U1 (O2) = 1-2Cr1 (D); and U1 (Oπ) is as at (51)-(53). So taking to order them by these U1-scores, their relative rankings depend on Cr1 (D) as follows:

|  |  |  |
| --- | --- | --- |
| **Value of Cr1 (D)** | **U1 (Oπ)** | **Ranking** |
| 0 < Cr1 (D) < 0.25 | 0.5+π/2 | Oπ O2 O1 |
| 0.25 ≤ Cr1 (D) < 0.5 | π (1-2Cr1 (D)) | Oπ O2 O1 |
| Cr1 (D) = 0.5 | π (1-2Cr1 (D)) | Oπ O2 ~ O1 |
| 0.5 < Cr1 (D) ≤ 0.75 | π(1-2Cr1 (D)) | Oπ O1 O2 |
| 0.75 < Cr1 (D) ≤ 1 | -0.5π | Oπ O1 O2 |

*Table 14: Stage 1 ranking for sophisticated CDT*

As we can see from the final column of Table 14, you will therefore *always* choose to randomize at Stage 1 if you are sophisticated. Note that this does not depend on the value of π: the only thing that these calculations assumed was that 0 < π < 1 i.e. that the coin was genuinely chancy, not necessarily that it was fair.

 So we seem here to have a way out for the sophisticated follower of CDT. If it is possible to make one’s smoking or not the result of some chance process, then you will if you are sophisticated always do so. So you will in all cases avoid the combination O1P1 that led to a loss of 50¢ in the original Insurance Problem. This seems to be a good response on behalf of CDT—at least it is, *if* we could somehow rule out the stipulation that randomization is severely punished.

 But even then there remains a problem for sophisticated CDT when Cr1 (D) exceeds 0.75. In that case you will, as Table 14 implies, randomize at Stage 1. But it is also true that you will take the bet at Stage 2 if the coin lands heads and you smoke. There is a chance of π that this will happen; if it does not happen then you will not bet, for a certain net payoff of zero. So if Cr1 (D) > 0.75 and you are a sophisticated follower of CDT, you are committing yourself to a gamble that *loses* 50¢ with a probability of π and wins zero with a probability 1-π. That is, you are committed to a gamble in which you *can* lose but *cannot* win. This seems wrong, given that there was available to you *ex ante* a gamble (O2P2) in which you cannot win *or* lose. You are taking a gamble that another available gamble stochastically dominates.

 To see how bad this is, recall that nothing in the foregoing argument depended on the precise value of π. We only require that 0 < π < 1. So choose π = 1-2-n for n as large as you like. You will, if you are a sophisticated follower of CDT with Cr1 (D) > 0.75, accept this gamble i.e. one that is arbitrarily likely to lose 50¢ and will certainly not win anything. You will accept this gamble even though you could *ex ante* have simply avoided any gamble at all by taking O2P2. This looks just as irrational, and is almost certainly as disastrous, as taking O1P1 in the original Insurance Problem.[[25]](#footnote-25)

 So there are two objections to randomization. First, there is the very crude objection that if randomization is an option, then we can simply amend the payoffs in the Insurance Problem in a way that penalizes it. I see no obvious way around this objection. But even if one exists, randomization does not help followers of CDT. It does not help myopic followers of CDT because in the only case where randomization makes a difference, it still permits the disastrous sequence O1P1. And it does not help sophisticated followers of CDT, because although such persons will always randomize, there are still cases where doing so involves a gamble that can be made arbitrarily likely to have the *same effect* as the disastrous sequence.

 The reason that the ‘mixed strategy’ approach faces the initial, crude objection and this second, more complex one, is that it sought to add randomization as an *additional option* at Stage 1. But there is a *stochastic* interpretation of mixed strategies that arises most obviously in a *game*-theoretic context, and this avoids both difficulties. According to it, no third *option* of randomization is available, but rather the ‘mixture’ corresponds to epistemic uncertainty about what each player will do in the mind of her opponent. Let us see whether this version of the approach offers any comfort to CDT.

To see how it might apply in the Insurance Problem, suppose that you and Bob are playing the two-stage G-version of the problem as set out in Tables 5 and 6. Each of you presses the red button at Stage 1 on a proportion π of the occasions that you meet, and each of you presses the blue button at Stage 1 in the remaining proportion 1-π of your meetings. So each of you has a strategy that is mixed, not in the sense that either of you ever chooses to act on the basis of a coin-toss etc., but in the sense that each of you has mixed beliefs over the other player’s choice at Stage 1.[[26]](#footnote-26)

Your Stage 1 choices on any play of the G-version are *causally* independent. In order to capture the *evidential* dependence between them, let us suppose that you both believe that some random process causally determines your *deliberate choices* at Stage 1, but that the processes are correlated, so that about 75% of the time you and Bob end up playing the same move.[[27]](#footnote-27)

If both you and Bob follow CDT, is there then some non-trivial value of π, i.e. some π ∈ (0, 1), such that this situation is sustainable? The answer is yes if and only if, for some such value of π, CDT is *indifferent* at Stage 1 between pressing the red button and pressing the blue button. If that were not the case, then for any π ∈ (0, 1), each of you would press the strictly preferred button on every occasion, in which case π would have to be 1 (if the preferred button is red) or 0 (if the preferred button is blue).

Now consider the situation from your point of view. From that perspective, Bob’s pressing the red button is equivalent to your having the defect in the original Insurance Problem. So x is a satisfactory value for π just in case Cr1 (D) = x makes CDT indifferent between O1 at Stage 1 and O2 at Stage 1. We can therefore see from Table 4, and similarly from Table 14, that there is exactly one value of π for which this mixed equilibrium holds, namely π = 0.5. This is the only value of Cr1 (D) on which CDT (sophisticated *or* myopic) is indifferent between O1 and O2 at Stage 1.

So CDT is consistent with the following situation: you and Bob repeatedly play the G-version of the Insurance Problem. Each of you is indifferent at Stage 1 between pressing the red button and pressing the blue button. Each of you presses the red button at Stage 1 on 50% of all plays. But although your button-pressings are causally independent, they are correlated, so that in fact you each press the same button 75% of the time, regardless of which button you press. Knowing this, both of you always bet at Stage 2. This means that 50% of the time, each one of you is playing a strategy that will certainly lose 50¢ when you could have avoided all loss for certain (by pressing the blue button and declining to bet). In this scenario you each make an average *loss* of 25¢ per game.[[28]](#footnote-28)

By way of contrast, *Evidential* Decision Theory permits only *one* long run equilibrium, namely the pure one in which you both press the blue button at Stage 1 and both bet at Stage 2 every time you play together. (This is evident from Table 4, which shows that for any agent with any initial beliefs, EDT endorses O2P1 and nothing else.) So both players win and lose nothing at Stage 1 and both players make 50¢ at Stage 2, for an average *profit* of 50¢ per game.

 So in the iterated G-version of the Insurance Problem, EDT outperforms CDT. But this is not very interesting—we were already aware of a variety of scenarios in which EDT is guaranteed to outperform CDT in the long run.[[29]](#footnote-29) What the example shows is rather that even on this epistemic interpretation of ‘mixed strategy’, Causal Decision Theory cannot avoid permitting agents to spend half of their time on sequences of moves that lead to a guaranteed loss that another available sequence would certainly have avoided. This more statistical interpretation of mixed equilibrium is therefore of no help to CDT in the Insurance Problem.

*6.5 Robustness*

Even if I am right that the Insurance Problem poses a serious difficulty for Causal Decision Theory, we might wonder whether the difficulty also faces small perturbations of the theory that preserve its essential spirit. Causal Decision Theory as I have presented it assumes two things that are extraneous to that spirit. First, it assumes that you have perfectly precise credences over the states that are of interest. Second, it assumes that you act, at Stage 1 or at Stage 2, without taking into account the information about what you will do that your CDT-guided inclinations would give you. What happens if we decline one or other of these idealizations?

*6.5.1 Unsharp credences*

Settling on a particular numerical credence in a proposition can sometimes seem to be doing more than the evidence warrants. For instance, suppose that the weather forecaster says that the chance of rain tomorrow is between 40% and 60%. Would it be sensible, on this basis alone, to adopt a credence of *exactly* 0.5 (or 0.54287163, or 0.48739285) that it will rain tomorrow? But the assumption of precise numerical credences implies that you *must* now have some completely precise confidence in this proposition.

 Anyone who finds this example compelling should perhaps rather represent belief states of rational agents as numerical *intervals*: so that, for instance, your confidence that it will rain tomorrow is not some number in the interval [0.4, 0.6] but that whole interval itself. Of course this raises the question of what it *means* to adopt interval-valued credences. I won’t here say what interval-valued credences are because (a) I don’t know and (b) it doesn’t matter: what matters is how CDT tells you to act on them.

 There are many possible answers to that question, of which I only have space to consider the two most obvious. The first and probably *most* obvious is the mid-point rule: if your credences in the action-relevant propositions A, B, … are the intervals [a1, a2], [b1, b2], … then to accord with CDT is to follow the advice that CDT gives to an agent with the same preferences but with *precise* credences Cr (A) = (a1 + a2)/2, Cr (B) = (b1 + b2)/2…

 It is quite plausible that an agent with interval-valued credences who applies CDT in accordance with the mid-point rule should still run into difficulties with the Insurance Problem. For instance, if a sophisticated agent has Cr1 (D) = [d1, d2], Cr1 (D⎪O1) = [e1, e2] and Cr1 (D⎪O2) = [f1, f2], then it *suffices* for the difficulty to arise that:

1. d1 + d2 ≥ 1
2. e1 + e2 > 1.5
3. f1 + f2 < 0.5

These conditions are easily met. Suppose, for instance, your initial confidence that you have got the defect to be representable by the interval [0.4, 0.6]. And suppose that you think that at least 80% of people who smoke have got the defect, and at least 80% of people who do not smoke lack the defect. Then d1 + d2 = 1, e1 + e2 ≥ 1.6 and f1 + f2 ≤ 0.4, so (54)-(56) are satisfied. In that case, CDT together with the midpoint rule will advise you to smoke and will then advise you to bet, for a certain loss of 50¢. Similarly, for the myopic agent it suffices for CDT to make a certain loss of 50¢ that (54) is *false* and (55) and (56) are true. This too is a fairly light condition on one’s initial states of belief when these are representable by interval subsets of [0, 1].

 An alternative rule is MaxMin Expected Utility (MMEU).[[30]](#footnote-30) To apply this rule, we assume first that the interval-values for, for instance, Cr1 (D⎪O1) and Cr2 (D) arise from an underlying convex set of probability distributions. That is, your overall belief-states at Stage 1 and Stage 2 are representable as sets CR1, CR2 of probability distributions satisfying the condition that for any probability functions π1, π2 ∈ CR1, the probability function λπ1 + (1-λ)π2 is also in CR1 whenever 0 < λ < 1. So we have, for any proposition X:

1. Cr1 (X) = {π (X)⎪π ∈ CR1}
2. Cr2 (X) = {π (X)⎪π ∈ CR2}

The convexity condition on CR1 and CR2 implies that for any X, Cr1 (X) and Cr2 (X) are each either interval or singleton subsets of [0, 1].

 MMEU then recommends the following procedure. For each π ∈ CR1 ∪ CR2 there is an associated utility function Uπ (O) for each option O, given by calculating the regular U-score for O on the assumption that π is your credence function. The MEU-score for O is then given by:

1. MEU1 (O) = Inf. {Uπ (O)⎪π ∈ CR1}
2. MEU2 (O) = Inf. {Uπ (O)⎪π ∈ CR2}

The agent should then take whatever option maximizes MEU amongst the available options i.e. whichever option has maximal MEU1 at Stage 1 and whichever option has maximal MEU2 at Stage 2.

 Let us see how this works in detail for the sophisticated follower of CDT. Beginning at Stage 2, let us first suppose that you are such an agent and that you remember *smoking* at Stage 1. Since you remember that you have smoked at Stage 1, we can assume that the elements of CR2 are just those probability functions that one gets by updating on this information. In that case, we have:

1. MEU2 (P1⎪O1) = -0.5
2. MEU2 (P2⎪O1) = Inf. {1 – 2π (D⎪O1) ⎪π ∈ CR1}

Now suppose that you remember not smoking at Stage 1. Then by similar reasoning we have:

1. MEU2 (P1⎪O2) = Inf. {0.5 – 2π (D⎪O2)⎪π ∈ CR1}
2. MEU2 (P2⎪O2) = 0

It follows from (57) and (59)-(64) that causalist MMEU endorses betting at Stage 2, *whatever* you did at Stage 1, if and only if the following conditions hold:

1. e1 ≥ 0.75
2. f2 ≤ 0.25

Suppose that these conditions do hold and turn to Stage 1, at which we may now also suppose you to know that whatever you now do, you will bet at Stage 2. Since you are sophisticated, you take this fact into account at Stage 1. The MEU-scores for the options are therefore:

1. MEU1 (O1⎪P2) = -0.5
2. MEU1 (O2⎪P1) = Inf. {0.5 – 2π (D)⎪π ∈ CR1}

It follows that if you are sophisticated, causalist MEU endorses your smoking at Stage 1 if and only if the following condition holds:

1. d2 ≥ 0.5

Putting together (65), (66) and (69): MMEU advises the sophisticated causalist with interval-valued credences to smoke and then to bet so long as: (a) the upper limit of his initial confidence that he has the defect is *at least* 0.5, *and* (b) the lower limit of his conditional confidence in T (= D ↔ O1), given that he smokes or given that he does not smoke, is *at least* 0.75. These conditions are consistent and not demanding. It follows that MMEU, like the midpoint rule, does nothing to stop the Insurance Problem from threatening a sophisticated causalist agent with interval-valued credences from a certain loss of 50¢.

It is also straightforward to see that (i) a similar argument raises similar problems for a *myopic* causalist MEU-maximizer whose credences are interval-valued; (ii) the Insurance Problem raises no such difficulty for the (sophisticated or myopic) *evidentialist* MEU-maximizer whose credences are interval-valued; and (iii) the Insurance Problem raises no such difficulty for any evidentialist follower of the *mid-point* rule whose credences are interval-valued.[[31]](#footnote-31) I conclude that at least on these two ways of acting on the basis of interval-valued credences, these small departures from classical CDT face the same prospects of disaster as those that I highlighted at section 5.

*6.5.2 Deliberational equilibria*

The argument up to this point has ignored the possibility of epistemic feedback between provisional judgments about what to do and your opinion about the state of the world. And it seems that this is a mistake. After all, your own inclinations at Stage 1 of the Insurance Problem are telling you something about whether you have got the defect, and it would be wrong to act before taking this into account, for the simple reason that it is wrong not to act on *all* of the available information.[[32]](#footnote-32)

As an illustration of how this might make a difference, consider Stage 1 of the Insurance Problem in isolation, with payoffs as in Table 1 (i.e. the basic smoking case). Suppose you start out with a high credence that you have got the defect. Then CDT advises you not to smoke. Rather than immediately *acting* on this advice, you just *raise your confidence* that you will not smoke. But the effect of this is to raise your confidence that you have *not* got the defect. This follows from the fact that:

1. Cr1 (D) = Cr1 (D⎪O1) Cr1 (O1) + Cr1 (D⎪O2) Cr1 (O2)

—for, given that Cr1 (D⎪O1) > Cr1 (D⎪O2) and these values are fixed, it must be the case that Cr1 (D) falls as Cr1 (O2) rises. But this now motivates you *to* smoke.

 *Deliberational* Causal Decision Theory (DCDT) is the doctrine that a rational agent’s confidence that he will realize an option O is his credence in O at some equilibrium of this feedback process. An equilibrium is a point where his credential distribution over the options, and over the relevant states of nature, makes him indifferent between all of the options that he has non-zero confidence that he will realize. Under fairly light assumptions, at least one such equilibrium is guaranteed to exist for roughly the same, essentially topological, reasons that a mixed Nash equilibrium is guaranteed to exist in a wide range of n-player games.[[33]](#footnote-33)

 Applying this to the basic smoking problem (i.e. Stage 1 of the Insurance Problem, considered in isolation), we have from (10) and (11) that the follower of CDT is indifferent between smoking and not just at the point Cr1 (D) = 0.5. So whatever his initial confidence that he has the defect, the rational agent will terminate deliberation at the point where he is as confident that he has got it as that he has not. Exactly how confident he is that he will smoke at that point depends on his Cr1 (D⎪O1) and Cr1 (¬D⎪O2): if we set both equal to one another but not equal to 0.5, for instance, then in equilibrium we must have Cr1 (O1) = Cr1 (O2) = 0.5.

 For another example, consider Newcomb’s Problem. In this case, as the agent—who is assumed to be a causalist—becomes more and more confident that he will take both boxes, he becomes more and more confident that there is nothing in the opaque box. But this doesn’t motivate him to change his mind: the reasons for taking both boxes are as good as they ever were, whatever is in the opaque box. So in the only equilibrium, the agent is confident that there is nothing in the opaque box and certain that he takes both boxes; and this means that he always takes both boxes.

 What about the full-scale Insurance Problem? Let us start once more at Stage 2. Whatever you did at Stage 1, CDT advises you to bet at Stage 2, since you are being offered odds of 1:3 to bet on a proposition in which your confidence exceeds 75%. Note also that at Stage 2 your inclination to bet has no relevance to whether the bet is winning i.e. to whether T is true. So in this case there is no interesting feedback, just as in the Newcomb Problem: in equilibrium you will be certain that you bet i.e. Cr2 (P1) = 1; and this means that you will always bet.

 Let us now suppose that you are myopic and consider your position at Stage 1. There are four possible sequences with payoffs as at (20)-(23). Looking at (20)-(23), we see that *ex ante* only O1P2 and O2P2 have a chance of seeming optimal. So your confidence in those two options will increase. Now as you become more confident that you will take O1 at Stage 1, your Cr1 (D) will increase, so by (21) your U1 (O1P2) will fall; similarly as you become more confident that you will not smoke, your U1 (O1P2) will rise. The only equilibrium is therefore one in which you have confidence 0.5 that you have got the defect. As with Stage 1 considered in isolation, the exact values of Cr1 (O1) and Cr1 (O2) will depend on the exact values of Cr1 (D⎪O1) and Cr1 (D⎪O2); setting the latter two quantities equal to one another and distinct from 0.5 ensures that Cr1 (O1) = Cr1 (O2) = 0.5.

 If you are myopic and follow DCDT you must therefore find it *permissible* to smoke at Stage 1 of the Insurance Problem; sometimes you will do this, and sometimes you will not, but in any case you will then go on to bet at Stage 2. Myopic DCDT therefore faces the objection that in the Insurance Problem it at least *permits* a sequence that leads to a certain loss of 50¢.

 Things are no better for *sophisticated* DCDT. You know that you will bet at Stage 2: so if you are sophisticated your decision whether or not to smoke at Stage 1 depends on your relative evaluation of O1P1 and O2P1 at Stage 1. Inspection of (33) and (34) now reveals the following. First, whatever you think about the presence or the absence of the defect, your expected causal utility for O1P1 remains fixed at -0.5. Second, your expected causal utility for O2P1 is given by 0.5-2Cr1(D). So as you become more confident that you have the defect, not smoking at Stage 1 becomes less attractive to you. In this case the feedback is *positive*: as you become more convinced that you *will* smoke at Stage 1, you become more convinced that you *should* smoke at Stage 1.

 But the converse is also true, since there is also positive feedback for non-smokers. That is, as you become more and more convinced that you will *not* smoke at Stage 1 you become more and more convinced that you lack the defect and so also (given that you will bet at Stage 2) that you *should* not smoke at Stage 1.

 Formally, the upshot is that sophisticated DCDT allows *three* equilibria in this situation: (a) one where you are convinced that you will smoke and Cr1 (D) > 0.5; (b) one where you are convinced that you will not smoke and Cr1 (D) < 0.5; (c) one where you are not sure what you will do, but where your Cr1 (D) = 0.5. Since DCDT allows the first of these situations as a rationally permissible terminus of deliberation, it regards it as at least permissible to smoke at Stage 1; since any sophisticated agent also bets at Stage 2, this is a situation that leads you into a certain loss of 50¢.

 Suppose that we tried to add the following rider to DCDT: if there are many equilibria then choose the equilibrium that has maximal causal utility. In the present case, the utility scores of the three equilibria are: -0.5 in (a), 1 -2Cr1 (D) > 0 in (b), and 0 in (c). Of these the best is clearly (b), so you should *not* smoke at Stage 1. That would seem to get sophisticated DCDT to the same outcome as does EDT: not smoking at Stage 1 and betting at Stage 2.

 The trouble with this proposal is that although all three equilibria mark points where causalist deliberation comes to rest, they do not all mark resting-points that are available to any agent, *whatever* her initial credences. If you start out with Cr1 (D) > 0.5 then causalist reasoning *cannot* make you less likely to smoke than before you engaged in it. If you are more confident that you have the defect than that you do not, and if you know that you will bet at Stage 2, then CDT unambiguously recommends smoking at Stage 1. Not smoking at Stage 1 would indeed be rationally preferable according to the Evidential theory, but DCDT cannot simply impose this solution on somebody with these credences without doing the very thing for which causalists constantly scold evidentialists, namely ignoring the fact that the presence or absence of the defect is causally independent of anything that you do now or at Stage 2. In short, if you start out with Cr1 (D) > 0.5 then DCDT can only push you into smoking at Stage 1, even though this leads inevitably to a loss of 50¢.

 Similarly, if at the outset you satisfy the knife-edge condition that Cr1 (D) = 0.5, then you have U1 (O1P1) = U1 (O2P1), and so causalist deliberation can do nothing to increase *or* decrease your confidence that you will smoke. At the point Cr1 (D) = 0.5, CDT is indifferent between smoking and not smoking, so CDT-guided deliberation is already at rest. At this point both smoking and non-smoking will seem permissible from the perspective of CDT. So at that point DCDT cannot avoid permitting smoking, even though again this leads to a certain loss of 50¢.

 So sophisticated DCDT is in exactly the same position as sophisticated CDT, as outlined in Table 4. If your initial credences about the case make you at least 50% confident that you have got the defect, then the theory always endorses a course of action that guarantees a loss of 50¢ when you might, by refusing to smoke and refusing to bet, have guaranteed a loss of zero.

*6.6 Resolute choice*

The argument so far has considered only whether CDT makes sensible recommendations when combined with either (a) a myopic or (b) a sophisticated approach to sequential choice. Readers will notice that I have so far ignored a third approach: *resolute choice*. The resolute agent makes a plan at the outset and then sticks to it, even if doing so would seem ill advised to him during its execution, had he not already planned to do so.[[34]](#footnote-34)

 For instance, the resolute agent’s approach to the Insurance Problem is in effect to treat it as a single decision between the four sequences in Table 3. At Stage 1 he will ask which of these sequences seems best to him then; having settled on one, he will then proceed to follow it through, whatever his subsequent feelings about it.

 Causal Decision Theory does not give bad advice to the resolute chooser. At least, it does not lead that person into the disastrous combination O1P1. Writing ‘A B’ for ¬(B A), (20)-(23) imply that at Stage 1 CDT reckons:

1. 0 ≤ Cr1 (D) < 0.25 → O1P2 1 O2P1 1 O2P2 1 O1P1
2. 0.25 ≤ Cr1 (D) < 0.5 → O1P2 1 O2P2 1 O1P2 O1P1
3. 0.5 ≤ Cr1 (D) < 0.75 → O2P2 1 O1P2 1 O1P1 1 O2P1
4. 0.75 ≤ Cr1 (D) ≤ 1 → O2P2 1 O1P1 1 O1P2 1 O2P1

So in any case the *resolute* follower of CDT will settle upon and then execute either O1P2 or O2P2. This person will therefore certainly not bet at Stage 2, and so is immune to the difficulties attending the smoking-and-betting option that section 5 highlighted. So it looks as though my argument does not refute CDT as such, but only shows that Causal Decision Theorists must take a resolute attitude towards sequential choice.

 But it is hard to see how resolute choice could possibly be rational at Stage 2. As we have just seen, resolution recommends that you *not* bet at that stage, *whatever* your initial beliefs Cr1. But whatever those beliefs were, and so whatever happened at Stage 1, it remains the case that at Stage 2 you have the chance to bet $1.50 at odds of 1:3 on a proposition T (= O1 ↔ D) in which your confidence *at the time* exceeds 0.75. This is a proposition to which the act of betting itself is both causally and evidentially irrelevant. How *could* it be rational not to accept that bet at those odds?

 Of course it is true that your beliefs at Stage 2 might make your earlier decision at Stage 1 seem foolhardy. For instance, in case (72) you will if you are resolute smoke at Stage 1, because you then think it relatively unlikely that you have got the defect. But at Stage 2 you will think that this was a mistake, since your Cr2 (D) = Cr1 (D⏐O1) > 0.75, so probably you have the defect. That’s too bad. But at least you have got the chance to make amends, by insuring, at what now seems a low premium, against your having the defect. Just because you probably made a mistake at Stage 1, why compound the error now?

 The fact that you *made* *a plan* not to bet cannot by itself be a reason to stick to it: there is no more reason a priori not to break plans than there is not to break mirrors.[[35]](#footnote-35) One reason to stick to the plan might be that you *happen* to attach some value to consistency, to following through on what you started. But if you do then the utilities in Tables 2 and 3 should reflect this, in which case we have a *different decision problem*. But the question was why anyone should be resolute at Stage 2 of the problem as it was initially described.

Another reason to stick to the plan is that you have raised the cost of deviating from it, for instance by placing an initial side bet that you will stick to any plan that you make at Stage 1. But again, a sequential problem in which such self-binding is available at the outset is a different problem from the insurance problem.[[36]](#footnote-36) What we still haven’t found, and what I see no prospect of finding, is any reason why the Causal Decision Theorist, or for that matter why anyone, should, as resoluteness demands, pass up a bet on terms that are as obviously advantageous as those actually specified in Stage 2 of this problem.[[37]](#footnote-37)

*6.7 The case involves a change in beliefs or desires*

Cases of sequential choice in which your act at an earlier stage affects your choice-relevant beliefs at a later stage can raise problems even for a sensible decision rule. But in this case the solution is not to drop the decision rule but to see the case as pathological because it involves an irrational change in your beliefs.

 Consider: you must choose at Stage 1 whether to take this legal and performance-enhancing but mildly unpleasant drug. You must choose at Stage 2 whether to enter a race that you have every chance of winning if and only if you have taken the drug. But the drug impairs your judgment—if you take it at Stage 1 then at Stage 2 you’ll *think* that you won’t win.

A sensible decision rule D might well endorse your taking the drug at Stage 1 but then not entering the race at Stage 2, leaving you definitely worse off, whatever happens, than if you’d either (i) refused the drug or (ii) entered the race. But it’s arguable that this doesn’t refute D. All it reveals (you might think) is that even sensible decision theories go wrong in pathological sequences where your earlier actions distort your later beliefs.

I doubt that, but set it aside. The main point is that the Insurance Problem is *not* like this. As Table 2 makes clear, you are at Stage 2 choosing whether to bet on the proposition T, that you have the defect if and only if you smoked. The *only* belief that does or should make any difference to this is your Cr2 (T). But your confidence in T does not even *change* between Stage 1 and Stage 2; at any rate, it does not change in any decision-relevant way, since we have both Cr1 (T) > 0.75 and Cr2 (T) > 0.75.[[38]](#footnote-38) Far from involving a pathological or irrational change of belief that makes the whole case moot, the step from Stage 1 to Stage 2 does not involve *any* action-relevant changes in belief at all.

Analogous suspicions might arise about sequential cases in which one’s basic *desires* (i.e. preferences over outcomes) change from one state to the next. It may just be a fact of life that such problem cases exist: for instance, our temporal preferences (desire for future pleasures and indifference to past pains; or hyperbolic discounting of future consumption) arguably lead to foreseeable certain losses for any agent following decision rules that are otherwise sensible. And it is perhaps plausible that in *these* cases all blame should lie with the temporal bias and not with whatever decision rule was complicit in the result.[[39]](#footnote-39)

Be that as it may, it is irrelevant to the Insurance Problem. Both the payoff structure and your attitude towards it—i.e. caring only about your terminal wealth—remain constant throughout the sequence. The paradox is that in spite of this fact and your clear-eyed appreciation of it, CDT enjoins throwing away 50¢ for nothing. The blame for *this* fact rests with CDT alone.

*6.8 Diachronic Dutch Book Arguments*

There is some justice in a comparison between the present argument and the ‘Dutch Book Arguments’ (DBAs) that philosophers sometimes advance against agents whose beliefs or belief-changes are inconsistent with some favoured rule or paradigm. There are two kinds of DBA: synchronic and diachronic. *Synchronic* DBAs attempt to show that given a fixed set of beliefs, preferences etc., all and only non-conforming agents will accept a *package* of bets that incur a certain loss. *Diachronic* DBAs attempt to show that non-conforming agents will accept a *sequence* of bets that incur a certain loss. In both cases the moral that we are supposed to draw is that conformity is best.

The standard example of a synchronic DBA is Ramsey’s argument for probabilism, the doctrine that the measure of your beliefs should be a probability function.[[40]](#footnote-40) Recent examples of diachronic DBAs include van Fraassen’s argument for what he calls ‘Reflection’[[41]](#footnote-41) and Lewis’s argument for updating by conditionalization[[42]](#footnote-42).

The present argument resembles a diachronic DBA in that it faces the Causal Decision Theorist with a sequence of bets that guarantee a 50¢ loss, on which basis it rejects Causal Decision Theory. This raises the concern that it may be vulnerable to criticisms that seem to undermine both types of DBA indifferently, and to criticisms that face diachronic DBAs in particular.

One problem for both types of DBA is that they are too pragmatic. For instance, it seems that the synchronic DBA for probabilism doesn’t reveal any *epistemic* incoherence in beliefs that are not probability measures but only a *pragmatic* one. For all that it says, there might be nothing wrong with *having* beliefs that are not probability measures (for instance, in being more confident in P than in P ∨ Q for some propositions P, Q) as long as you don’t *act* on them.[[43]](#footnote-43) Whatever its justice against Ramsey et al., this argument has no relevance in the present context, in which the target is not a pattern of beliefs but a precept for action. It is *enough* that the Insurance Problem reveals a ‘merely’ pragmatic difficulty for Causal Decision Theory. If it is unwise to *act* on CDT then CDT is false.[[44]](#footnote-44)

A second issue for both types of DBA is their presupposition that if an agent prefers each one of a sequence or package of bets to not betting at all, then she prefers the combination of them to not betting at all. There is no obvious reason to think that rational agents are like that. Just because you would accept (b1) a $1 bet on some proposition P at odds of 1:2, and (b2) a $1 bet on ¬P at the same odds, it doesn’t follow that you would accept *either* bet, *given* that you had already taken on the other.[[45]](#footnote-45) Similarly, a diachronic bettor, who sees that taking b1 will inevitably lead to her taking b2 tomorrow, will refuse to take the first step on this path to certain loss, even though she might have accepted b1 had b2 not been in the offing tomorrow.[[46]](#footnote-46)

 But again, the difficulty does not arise in the present context. For in the Insurance Problem, you know that you *will* bet at Stage 2 *whatever* you do at Stage 1. So from the Stage 1 perspective of a sophisticated follower of CDT for whom Cr1 (D) > 0.5, taking O1 at Stage 1 is not the first step down the primrose path to ruin. It is doing the best that you now can to mitigate your future folly. (And the myopic agent won’t care about her future decisions in any case.)

A more specific objection to some diachronic DBAs is that constructing the damaging sequence of bets requires detailed knowledge of the target’s doxastic schedule. For instance, in order to extract money from an agent whose updating policy violates conditionalization, it is not enough to know *that* she violates conditionalization. Nor is it enough to know that for some specified P, Q, her degree of belief in Q on learning P *somehow* fails to match her prior conditional credence in Q given P. We need to know specifically *how* she updates her beliefs about Q on learning that P i.e. we need to know the precise level of her *ex post* confidence in Q. But the agent might well lack this highly specific knowledge about *herself*. If so, the argument shows only that someone who knows something that she does not is in a position to exploit her. But *that* is unsurprising and has no bearing on the rationality or otherwise of her updating policy.[[47]](#footnote-47)

True enough, but no such difficulty attends the present argument against CDT. It is true that in constructing the Insurance Problem I relied on foreknowledge that you would be confident, at Stage 2, that you smoked iff you have the defect (that your Cr2 (T) > 0.75). But the supposition that *you* also know this is completely straightforward. For you can reasonably be supposed to know at Stage 1 that you are then confident of T. And you know in advance that *nothing* is going to happen during the sequence that affects your evidence for T. The fact that CDT makes a sure loss for people who meet this undemanding standard of self-knowledge is enough to damn the theory, notwithstanding that when more self-ignorant persons run into similar trouble we cannot draw this conclusion.

 Finally, one might object to a diachronic DBA that even if it shows that a certain kind of policy or attitude leads to a certain loss, it doesn’t show that the policy or attitude itself is irrational, because its application at each stage of the sequence is manifestly rational.[[48]](#footnote-48) In the present case, O1 can seem inescapably rational at Stage 1 and P1 can seem inescapably rational at Stage 2. For instance, at Stage 1, if you know in advance that you will bet at Stage 2 and are very confident that you have the defect, then you are already very likely to lose either 50¢ if you smoke, or $1.50 if you don’t (see Table 3). So of course O1 is the only thing you can rationally do at this stage. And everyone agrees that P1 is right at Stage 2. But if CDT really is irrational then it must be going wrong at *one* of these stages. And yet it does not seem to be going wrong at *either* stage.

Much of what I said at section 6.2 is also applicable here. But let me add that in my view CDT *is* going wrong, at Stage 1. However confident you are that you have the defect, it is always irrational to smoke at Stage 1. But what shows this is not just consideration of Stage 1 by itself, holding fixed what happens at Stage 2. What shows it is the fact that rational agents who must make certain *further* choices will go wrong by smoking at Stage 1. For it shows that any agent who smokes at Stage 1 *and* (rationally) bets at Stage 2 will make a loss that he *could* have certainly avoided.

This shows that it is impossible to *embed* smoking at Stage 1 into a sequence of choices that are altogether rational. And that is reason for rejecting CDT: it shows that it is impossible to expand CDT into a rational theory of sequential choice, assuming that we have ruled out the resolute approach to sequential choice.

The only way to preserve CDT would be to insist (a) that it applies *only* to what Savage called ‘small world’ decisions, that is, decisions made bearing in mind only those future contingencies and decisions that one can feasibly take into account; *and* (b) that in the Insurance Problem, the decision whether to smoke at Stage 1 must for this reason be considered in isolation, so that when making that decision in light of whether you will smoke at Stage 2 one ceases to operate in a small world.[[49]](#footnote-49) But whilst (a) is certainly interpretable as a form of pragmatic modesty about one’s own intellectual limitations, (b) is ludicrous. The Insurance Problem is an extremely simple problem of sequential choice, and it is not only practically possible but also perfectly sensible to measure a decision theory against the payoff to its repeated application to such a case.

**7. Diagnosis**

It is easy enough to see the cause of the difficulty. At Stage 1, smoking is *causally* irrelevant to the truth of D. And CDT simply ignores whatever *evidential* bearing smoking has on the truth of D. This is because smoking is an option for you at Stage 1, and the point of CDT is to ignore the evidential bearing of an option on what state obtains in so far as it outruns the *causal* bearing of that option on what state obtains.

But at Stage 2, smoking is no longer optional: either you have already chosen to smoke or you have already chosen not to smoke. So from this new perspective, your smoking or your non-smoking is not a live option but a ‘dead’ fact, whose evidential bearing on the state of interest *is* now relevant to your new choice. And although this evidential bearing itself remains unchanged, the new perspective on its relevance entails a shift in your ranking of the four possible sequences, halfway through implementing one of them.

So whilst you do not suffer any changes in your action-relevant *beliefs* between Stage 1 and Stage 2 (Cr1 (T) and Cr2 (T) both exceeding 0.75), you will, if you follow CDT, act *as if* you had changed the relevant credences between two opportunities to take bets: that is why you are effectively open to a Dutch Book. And the same problem will arise for *any* persisting agent who, *because* he persists, is supposed to regard the *same* option from one perspective at the time when it is live, and from another perspective after he has settled the matter.

 By contrast, EDT does *not* enforce any shift in perspective between Stage 1 and Stage 2. It treats the evidential bearing of smoking on the presence of the defect as practically relevant at Stage 1 *and* at Stage 2. So it always recommends not smoking at Stage 1. And in consequence it does not recommend the disastrous sequence O1P1 to anyone. As Table 4 makes clear, it always recommends O2P1 i.e. not smoking at Stage 1 and betting at Stage 2. This policy does not make a certain loss. On the contrary, the *ex ante* expected return to O2P1 is -1.5 Cr1 (D⏐O2P1) + 0.5 Cr1 (¬D⏐O2P1) > 0; in fact this quantity exceeds the *ex ante* expectation of any alternative sequence.[[50]](#footnote-50)

 Could any recognizably causal version of decision theory avoid the catastrophic result? No, because the shift in perspective that is the source of the problem is supposed by its advocates to be the fundamental philosophical *insight* behind CDT. The whole point of CDT is that when you are choosing what to do, the evidential bearing of choosing an option on its non-effects *should* be irrelevant to its assessment as an option. For instance, Lewis writes:

It is essential to define [causal] utility as we did using the unconditional credences Cr (D) and Cr (¬D) of [causal] dependency hypotheses, not their conditional credences Cr (D⏐O1P1) etc. If the two differ, any difference expresses exactly that news-bearing aspect of the options that we meant to suppress.[[51]](#footnote-51)

Pearl makes the same point in a poem: ‘Whatever evidence an act may provide / On facts that preceded the act / Should never be used to help one decide / On whether to choose that same act’.[[52]](#footnote-52) For both writers, the insistence on a special agential perspective on the evidence is what *makes* CDT right.

 It follows from this diagnosis that Causal Decision Theory needn’t be the only theory to face the difficulty. *Any* theory that distinguishes, for practical purposes, between an agent’s perspective on some event, and an observer’s perspective on it, will face the same trouble with sequential choice. This is because one and the same agent must at different times view the event in these different ways.

Thus consider the doctrine of Ramsey’s, recently endorsed by Price, that my currently contemplated act cannot *for me, now*, have any *evidential* bearing on any past state of the world, although it might have that bearing for me at a later date.[[53]](#footnote-53) This form of two-perspectivism is different from the one that I associated with CDT, because on this new version the evidential bearing of choosing smoking itself, and not only the pragmatic relevance of that choice, changes between Stage 1 and Stage 2 of the Insurance Problem. In particular, CDT is compatible with the stipulated conditional probabilities (26) and (27) in virtue of which smoking is evidentially relevant to the presence of the defect at Stage 1. The Price-Ramsey doctrine cannot even allow this. On the contrary it has:

1. Cr1 (D⏐O1P1) = Cr1 (D⏐O2P1) = Cr1 (D)
2. Cr1 (D⏐O1P2) = Cr1 (D⏐O2P2) = Cr1 (D)

But in spite of this difference in the *way* that it cashes out the agent’s perspective, the Price-Ramsey doctrine runs into the same trouble with the Insurance Problem simply by virtue of distinguishing that perspective in the first place. In particular, consider a sophisticated chooser facing the insurance problem who (a) grants the Price-Ramsey doctrine and (b) has Cr1 (D) > 0.5. If this person follows Causal Decision Theory then (b) gets this person into trouble anyway, as we have already seen. But if he follows *Evidential* Decision Theory then the *Price-Ramsey doctrine* gets him into trouble.

To see this, note that (a) implies that at Stage 1 he treats smoking as *evidentially* irrelevant to whether or not he has the defect. But at Stage 2, smoking is *no longer* a currently contemplated option. So the evidential bearing of smoking is restored. So whatever happens at Stage 1, he has Cr2 (T) > 0.75. So he will certainly bet at Stage 2, and he can foresee this at Stage 1. It follows from (b), (75) and (76), that *this* sophisticated follower of EDT will choose to smoke at Stage 1. This is because the Price-Ramsey doctrine, in effect and via (75) and (76), forces EDT to emulate CDT at Stage 1. This person will therefore end up with O1P1 for a certain loss of 50¢. So when combined with EDT, the Price-Ramsey doctrine runs into trouble for the same basic reason that CDT does. It postulates a pragmatically relevant distinction between the agent’s perspective and the observer’s perspective on any option that the former is presently contemplating.

Although both Causal Decision Theory and the Price-Ramsey doctrine are relatively precise and relatively modern realizations of it, the distinction itself has deeper and older philosophical roots. It goes back at least as far as the Kantian idea that a rational agent who is deliberating whether or not to smoke simply cannot *whilst deliberating* regard his choice as being subject to external influences to which it is evidentially relevant for instance, the presence of a defect.[[54]](#footnote-54) But opposition to it is also traditional. Thus Hume seems to argue that although whilst deliberating somebody might *think* that what he eventually does is causally unconstrained by, and so evidentially irrelevant to, any past state of his, this is simply a mistake and not something that his *being* the agent somehow puts him in any special position to get right.[[55]](#footnote-55) In so far as it has any bearing upon them, the present argument raises a practical objection to the Kantian but not to the Humean line.

 But my purpose was not even to describe, let alone to criticize, all of the ways in which you might explicate, or in which philosophers actually have explicated, the notion that an agent has *some* special perspective upon her acts that the observer lacks. Certainly the present argument leaves many such ideas untouched.

 For instance, it has nothing to do with the thought that *whilst* you are doing something you have a *way* *of knowing* about it, at least under the description in which it is intentional, that is different from the way in which anyone knows about it who is not doing it.[[56]](#footnote-56) For all I’ve said, that may be true, just as it is true that whilst you are seeing something you know about it in a way that is different from the way in which anyone knows about it who is not seeing it. And the explanation, in the case of action, is presumably neurological: perhaps, that when we act we are directly aware not of the movements themselves, but of some pre-motor process that is associated with them.[[57]](#footnote-57) *Perhaps* it will turn out that *all* of the philosophical fuss about the ‘agent’s perspective’ condenses into this drop of neuropsychology.

 Whether or not it does, my point in mentioning that fuss was not at all to show that it is groundless. Rather this section has tried to make the following point about Causal Decision Theory: what leads *it* into disaster, the essential feature that it shares with the Price-Ramsey doctrine, is not some arbitrary epicycle that its advocates just made up, but in fact one fairly natural outgrowth of an intellectual tradition. But natural or not, and whatever your feelings about that tradition, I hope you agree with me that the outgrowth itself is a pathology that rational choice is better off without.

**Appendix A**

This appendix establishes four claims about the Insurance Problem that section 3 made without proof: (i) that if you *don’t* smoke at Stage 1 and remember this then CDT will advise you to bet at Stage 2; (ii) that if you *forget* what you do at Stage 1 then CDT will advise you to bet at Stage 2; (iii) that if you remember what you did at Stage 1 then EDT will advise you to bet at Stage 2 whatever you did at Stage 1; (iv) that if you forget what you did at Stage 1, then EDT will advise you to bet at Stage 2.

 (i) If you don’t smoke at Stage 1 and remember this at Stage 2 then the utilities of your options at Stage 2 are as follows:

(A1) U2 (P1) = V2 (O2P1D) Cr2 (D) + V (O2P1¬D) Cr2 (¬D)

(A2) U2 (P2) = V2 (O2P2D) Cr2 (D) + V (O2P2¬D) Cr2 (¬D)

We know from Table 3 that

(A3) V2 (O2P1D) = -1.5

(A4) V2 (O2P1¬D) = 0.5

(A5) V2 (O2P2D) = V2 (O2P2¬D) = 0

Since you remember that you smoked at Stage 1, the assumption that you update by conditional probability gives:

(A6) Cr2 (D) = Cr1 (D⎪O2) < 0.25

Substituting (A3) and (A4) into (A1), and (A5) into (A2), gives:

(A7) U2 (P1) = -1.5Cr2 (D) + 0.5Cr2 (¬D) = 0.5-2Cr2 (D)

(A8) U2 (P2) = 0

It follows from (A6), (A7) and (A8) that U2 (P1) > U2 (P2) i.e. CDT recommends betting at Stage 2.

 (ii) If you have forgotten at the outset of Stage 2 what you did at Stage 1 then the utilities of your options at Stage 2 are:

(A9) U2 (P1) = -0.5 Cr2 (O1) – 1.5 Cr2 (O2D) + 0.5 Cr2 (O2¬D)

(A10) U2 (P2) = -Cr2 (O1D) + Cr2 (O1¬D)

Let us write α =def. min (Cr2 (D⎪O1), Cr2 (¬D⎪O2)). Since you have forgotten what you did at Stage 1, we have Cr2 (O1), Cr2 (O2) > 0. It follows from (A9) and (A10) that:

(A11) U2 (P1) ≥ -0.5 Cr2 (O1) + (2α – 1.5) Cr2 (O2)

(A12) U2 (P2) ≤ (1-2α) Cr2 (O1)

It follows that U2 (P1) > U2 (P2) if:

(A13) (2α - 1.5) Cr2 (O2) > (1.5 - 2α) Cr2 (O1)

But Cr2 (O2) > 0; and since your belief in the correlation between smoking and the defect is the same at Stage 2 as it was at Stage 1, it follows from (1) and (4) that α > 0.75. Hence (A13) is true and so U2 (P1) > U2 (P2) i.e. CDT recommends taking the bet at Stage 2.

 (iii) First suppose that you smoke at Stage 1 and remember this at Stage 2. Then:

(A14) V2 (P1) = V2 (P1O1D) Cr2 (D⎪P1) + V2 (P1O1¬D) Cr2 (¬D⎪P1)

(A15) V2 (P2) = V2 (P2O1D) Cr2 (D⎪P2) + V2 (P2O1¬D) Cr2 (¬D⎪P2)

Table 3 and the probability calculus simplify these equations to:

(A16) V2 (P1) = -0.5

(A17) V2 (P2) = 1 - 2Cr2 (D⎪P2)

Now for any X in the algebra, Cr2 (X) = Cr1 (X⎪O1), since what you have learnt at Stage 2 is just that you smoke at Stage 1. And nothing that you do at Stage 2 has any further evidential bearing on whether you have got the defect, given that you have smoked. So:

(A18) Cr2 (D⎪P2) = Cr1 (D⎪O1)

It follows from (1), (A16), (A17) and (A18) that V2 (P1) > V2 (P2). So EDT recommends that you bet at Stage 2.

 Now suppose that you abstain at Stage 1 and remember this at Stage 2. Then:

(A19) V2 (P1) = V2 (P1O2D) Cr2 (D⎪P1) + V2 (P1O2¬D) Cr2 (¬D⎪P1)

(A20) V2 (P2) = V2 (P2O2D) Cr2 (D⎪P2) + V2 (P2O2¬D) Cr2 (¬D⎪P2)

These can be simplified as follows:

(A21) V2 (P1) = 0.5 - 2Cr2 (D⎪P1)

(A22) V2 (P2) = 0

And by similar reasoning to that behind (A18) we have:

(A23) Cr2 (D⎪P1) = Cr1 (D⎪O2)

It follows from (3), (A21), (A22) and (A23) that V2 (P1) > V2 (P2) i.e. EDT again recommends betting at Stage 2.

 (iv) Finally, consider what EDT recommends if you do not remember what you did at Stage 1. In this case we need to assume that what you do at Stage 2 has no evidential bearing *either* on whether you have the defect *or* on what you did at Stage 1 *or* on any joint specification of these matters. This assumption is plausible; at any rate it is consistent with all of the other assumptions that I have made about this case.

 In this case the relevant V-scores are as follows:

(A24) V2 (P1) = -0.5Cr2 (O1⎪P1) – 1.5Cr2 (O2D⎪P1) + 0.5Cr2 (O2¬D⎪P1)

(A25) V2 (P2) = -Cr2 (O1D⎪P2) + Cr2 (O1¬D⎪P2)

By our assumption about the evidential irrelevance of Stage 2, we may assume that:

(A26) Cr2 (O1⎪P1) = Cr2 (O1)

(A27) Cr2 (O2D⎪P1) = Cr2 (O2D)

(A28) Cr2 (O2¬D⎪P1) = Cr2 (O2¬D)

(A29) Cr2 (O1D⎪P2) = Cr2 (O1D)

(A30) Cr2 (O1¬D⎪P2) = Cr2 (O1¬D)

Substituting (A26)-(A30) into (A24) and (A25) gives

(A31) V2 (P1) = -0.5 Cr2 (O1) – 1.5 Cr2 (O2D) + 0.5 Cr2 (O2¬D)

(A32) V2 (P2) = -Cr2 (O1D) + Cr2 (O1¬D)

The right hand sides of (A31) and (A32) are identical to the right hand sides of (A9) and (A10) respectively. So by the same reasoning as at (ii) we may infer that V2 (P1) > V2 (P2) i.e. that EDT recommends betting at Stage 2.

 It’s worth briefly commenting on the assumption of evidential irrelevance that we needed for the reasoning in part (iv). There is no harm that I can see in simply stipulating that it holds in the Insurance Problem. But we can certainly imagine variations on the Insurance Problem in which that assumption fails. For instance, suppose that it is known (A) that forgetful people who bet at Stage 2 are very likely to have smoked at Stage 1, and also very likely to have the defect; (B) that forgetful people who do not bet at Stage 2 are very likely not to have smoked at Stage 1, and also very likely not to have the defect. Then the forgetful evidentialist will choose not to smoke at Stage 1 and not to bet at Stage 2, so in this version of the problem my claim that everyone will bet at Stage 2 is simply false.

But even on this version of the problem, the recommendation of O1P1 holds for the forgetful Causal Decision Theorist who knows that he follows CDT at Stage 2, since by (ii) this person knows at Stage 1 that he bets at Stage 2. And it also holds for the *un*forgetful Causal Decision Theorist who doesn’t know whether he follows CDT or EDT at Stage 2, since by combining (i) and (iii) this person can also know at Stage 1 that he bets at Stage 2. So in this variant case the forgetful follower of EDT loses (or makes) 0¢ for sure, whereas any sort of Causal Decision Theorist with the right Cr1 loses 50¢ for sure. This follows from the argument at section 4.

**Appendix B**

This appendix establishes the following claim about the Insurance Problem, made without proof in section 5. *If* you think that there is *some* act O and state S such that (i) O makes S more likely than not, (ii) ¬O makes ¬S more likely than not, (iii) O is causally irrelevant to S; *then* it is possible to construct an example that generates a certain loss for CDT.

We are supposing that:

(B1) Learning O makes S more likely than not

(B2) Learning ¬O makes ¬S more likely than not

(B3) O is causally irrelevant to S

Now suppose that for some choice between O and ¬O we write π1 =def. Cr1 (S⏐O) and π2 =def. Cr1 (¬S⏐¬O). By (B1) and (B2) there is some ε>0 s.t.:

(B4) min (π1, π2) - ε > 0.5

(B5) min (π1, π2) - ε > Cr1 (S) > 1 – (min (π1, π2) - ε)

Choose some such ε and write π =def. min (π1, π2) - ε. Now for real numbers k, Δ > 0 define I (Δ, k) to be a version of the Insurance Problem with the following two stages. At Stage 1 the payoffs are:

|  |  |  |
| --- | --- | --- |
|  | **S** | **¬S** |
| **O** | -k(1 – π) - Δ | kπ - Δ |
| **¬O** | 0 | 0 |

*Table 15: I (Δ, k) Stage 1*

At Stage 2 you have a choice between betting (P) and not betting (¬P) with payoffs as follows:

|  |  |  |
| --- | --- | --- |
|  | **O ↔ S** | **O ↔ ¬S** |
| **P** | k(1 – π) | -kπ |
| **¬P** | 0 | 0 |

*Table 16: I (Δ, k) Stage 2*

So the overall payoffs are:

|  |  |  |
| --- | --- | --- |
|  | **S** | **¬S** |
| **OP** | -Δ | -Δ |
| **O¬P** | -k(1 – π) - Δ | kπ - Δ |
| **¬OP** | -kπ | k(1-π) |
| **¬O¬P** | 0 | 0 |

*Table 17: I (Δ, k) overall payoffs*

In this problem insuring at Stage 2 will seem rationally mandatory to every unforgetful agent at Stage 2 iff:

(B6) -Δ > -kπ1(1-π) – π1Δ + (1-π1)(kπ - Δ)

(B7) -(1-π2)kπ + π2k(1-π) > 0

Since k > 0, condition (B6) holds because π1 > π and condition (B7) holds because π2 > π.

 If you have forgotten what you did at Stage 1 then the utilities of insuring and not insuring are:

(B8) U2 (P) = -ΔCr2 (O) - kπCr2 (¬OS) + kπCr2 (¬O¬S)

(B9) U2 (¬P) = (-k(1-π)-Δ)Cr2 (OS) + (kπ-Δ)Cr2 (O¬S)

Now we know that your confidence in the correlation is the same as at Stage 1; so:

(B10) U2 (P) ≥ -ΔCr2 (O) – kπ(1-π)Cr2 (¬O) +kπ2Cr2 (¬O)

(B11) U2 (¬P) ≤ (-k(1-π)-Δ)πCr2 (O) + (kπ-Δ)(1-π)Cr2 (O)

Comparing the right hand sides of (B10) and (B11), a little manipulation gives the following sufficient condition for U2 (P) > U2 (¬P):

(B11) kπ2Cr2 (¬O) > (kπ - kπ2)Cr2 (¬O)

Since the agent is forgetful Cr2 (¬O) > 0; since k > 0 and 1 > π > 0, it follows that U2 (P) > U2 (¬P) if π/(1-π) > 1. It therefore follows from (B4) that U2 (P) > U2 (¬P). So CDT recommends insuring to the forgetful as well as the unforgetful agent at Stage 2 of I (Δ, k).

So writing ‘A B’ for ¬(B A), myopic CDT will endorse OP iff it entails: O¬P 1 ¬OP and O¬P 1 ¬O¬P, since in that case the agent will choose O at Stage 1, and then (as we have just seen) P at Stage 2. By (B3), this will happen if and only if:

(B12) –Cr1 (S)(k(1-π) + Δ) + Cr1 (¬S)(kπ - Δ) ≥ -Cr1 (S)kπ + Cr1 (¬S)k(1-π)

(B13) –Cr1 (S)(k(1-π) + Δ) + Cr1 (¬S)(kπ - Δ) ≥ 0

Conditions (B12) and (B13) hold if and only if:

(B14) π ≥ 1/2 + Δ/2k

(B15) π ≥ Cr1 (S) + Δ/k

By (B4) and (B5), it is always possible to find k, Δ > 0 such that (B14) and (B15) hold: in such an I (Δ, k) myopic CDT endorses a policy (OP) that is certain to lose $Δ both in absolute terms and relative to ¬O¬P.

Sophisticated CDT endorses OP in I (Δ, k) iff it entails OP 1 ¬OP. By (B3), this holds iff:

(B16) -Δ ≥ -Cr1 (S)kπ + Cr1 (¬S)k(1-π); that is:

(B17) Cr1 (S) ≥ 1-π + Δ/k

By (B5), it is always possible to find a k, Δ > 0 such that (B17) holds: in such an I (Δ, k), sophisticated CDT also endorses a policy (OP) that is certain to lose $Δ in absolute and in relative terms.

Finally, it is evident from (B14), (B15) and (B17) that if there are Δ, k > 0 that satisfy any of these then there are Δ, k > 0 that satisfy all three simultaneously. In such an I (Δ, k), CDT leads both the myopic and the sophisticated agent into a sure loss of $Δ.
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1. Advocates of CDT who treat it this way include Gibbard and Harper (1978), Lewis (1981) and Joyce (1999). Not everyone agrees. (1) Ramsey seems to have thought that subjective decision theory admits only a descriptive interpretation (Mellor 1990: xviii). (2) Mellor (1983, 2005) and Cartwright (1979, on which see Lewis 1981: 325n. 15) both advocate prescriptive but *objective* versions of CDT. [↑](#footnote-ref-1)
2. Gibbard 1992: 218. [↑](#footnote-ref-2)
3. Egan 2007: 96ff. [↑](#footnote-ref-3)
4. Strotz 1955: 168-71. We might alternatively reserve ‘myopic’ for (a) choice that only cares about the payoffs to the *present* choice and so treats Stage 1 as an isolated problem (following Bernartzi and Thaler 1999: 380), and use the term ‘naïve’ for (b) choice that is myopic in the sense being used here (following Buchak 2013: 176, 219n. 18). I’ll ignore ‘myopia’ in sense (a) because it quite clearly delivers the same results as sense (b): CDT allows (a)-type myopic agents to smoke at Stage 1 iff Cr1 (D) ≤ 0.5 whereas EDT always recommends non-smoking to them. [↑](#footnote-ref-4)
5. For instance Maher (1990: 482-4) argues that CDT should evaluate the immediately available options (not sequences) at the current stage by taking into account their effects on one’s choices at later stages. Suppose we take counterfactual dependence to be the measure of these effects. Then in (say) a two-stage problem with option sets **O** at Stage 1, **P** at Stage 2 and a set **S** of relevant possible states of the world, the relevant stage-1 evaluations apply to any o ∈ **O** as follows:

U1 (o) = Σp ∈ **P** Σ s ∈ **S** Cr1 (o → ps) V1 (ops)

(Here, → is the counterfactual conditional.) If you now know that at Stage 2 you *would* realize some p\* ∈ **P** whatever you were to do at Stage 1, you have Cr1 (o → p\*) = 1 for any o ∈ **O**. Given your rationality and a logic of counterfactuals as strong as Lewis’s **VC** (Lewis 1973: 132), (i) then reduces to:

U1 (o) = Σ s ∈ **S** Cr1 (op\* → s) V1 (op\*s)

And (ii) in effect applies CDT to a one-off choice from amongst {op\*⏐o ∈ **O**}, which is what the sophisticated approach recommends.

 Joyce (1999: 60-1) takes the immediately available options at any stage in sequential choice to be *resolutions*: whether or not your present self can influence your future choices, it is entirely up to your present self what sequence it now *resolves* to actualize. But again, when CDT chooses from amongst resolutions, it should take into account the causal effect that a present resolution to realize (say) p\* at Stage 2 will actually have on what you do at that future time. If you know in advance that it has no effect (because you know that at Stage 2 you will realize p\* come what may) then you should simply treat your future choice as just another unalterable fact about the state of the world. So Joyce is committed to the sophisticated approach.

 Similarly, Arntzenius, Elga and Hawthorne (2004: 267) argue that if your present choice has no causal influence over your future choice then it is rational to evaluate one’s present options whilst keeping one’s future actions fixed, just as sophistication requires. (That paper covers countably *infinite* choice sequences. But nothing in their discussion gives any reason to restrict *this* point to the infinite case). [↑](#footnote-ref-5)
6. For details see Nozick 1970: 207-8. [↑](#footnote-ref-6)
7. Gibbard and Harper (1978: 371) describe but do not endorse the argument. Dummett (1986: 374-5) appears to endorse it. [↑](#footnote-ref-7)
8. Lewis 1981: 310. [↑](#footnote-ref-8)
9. To see just one particularly serious way in which this threat might arise, consider Stage 1 of the Insurance Problem, taken in isolation as a one-off choice with payoffs as in Table 1—call this the *Truncated Problem*. And suppose that you are a *sophisticated agent who follows CDT*. Then by inspection of Table 1 and Table 4 we see that you prefer to smoke in the Truncated Problem iff your initial credence that you have the defect satisfies Cr1 (D) < 0.5; but you prefer to smoke in the Insurance Problem iff your initial credence that you have the defect satisfies Cr1 (D) > 0.5. Finally, suppose that the defect increases your propensity to smoking by *reducing your confidence that you have got the defect*. In that case, it looks as though the evidential significance of smoking is actually *reversed* when the decision to smoke is embedded within the two-stage Insurance Problem. But then it would be wise for the follower of CDT *not* to bet at Stage 2 of this problem. So my argument for (35) would be self-undermining. [↑](#footnote-ref-9)
10. So it would be misleading to describe this situation as a game played between you and the predictor. Certainly we can assume that the predictor has no interest in making money out of you, or in your losing any gamble that you enter into at Stage 2. The only thing that matters to him, or it, is that the wiring of the red button depends on the prediction as described. [↑](#footnote-ref-10)
11. Cf. Lewis 1981: 310. On the other hand, there is empirical evidence that people will readily believe that some psychological algorithm has these predictive powers: see Shafir and Tversky 1992: 461ff. [↑](#footnote-ref-11)
12. Wegner 2002: 52-6. For application to Newcomb’s original problem see Slezak 2013: 16-17. [↑](#footnote-ref-12)
13. This device is analogous to that in Lewis 1979, where he argues that in a Prisoners’ Dilemma in which both parties consider themselves psychologically alike, both players are facing a Newcomb problem. For arguments that Prisoners’ Dilemma is not a Newcomb Problem, see Bermudez 2013 and Walker 2014. These arguments do not, however, show that Prisoners’ Dilemma is not a decision-theoretic problem from the perspective of each player. Similarly, they could not show that the G-version of the Insurance Problem does not on its own account raise the possibility of certain loss for CDT, even if, as I in any case doubt, there are significant differences between the original Insurance Problem and the G-version. [↑](#footnote-ref-13)
14. See e.g. Hedden 2013 and Moss forthcoming. [↑](#footnote-ref-14)
15. Note however that Table 8 is not a Prisoners’ Dilemma because Slice 1 doesn’t have a dominant strategy. It *is* a variant on Sen’s illustration of the impossibility of a Paretian liberal: Slice 1 and Slice 2 freely choose to smoke and to bet respectively, but that outcome is Pareto-inferior to O2P2. Cf. Sen 1983: 400-1. [↑](#footnote-ref-15)
16. For instance, it is clear from Table 8 that slice 1 ranks O1P1 over O1P2 but slice 2 reverses this, and similarly for the pairs of joint actions O1P1/O2P1 and O1P2/O2P1. This does not contradict the fact (a) that they agree on the ranking of *final* outcomes that is implicit in Table 3. That is, they agree on: O1P2¬D O2P1¬D O2P2D ~ O2P2¬D O1P1D ~ O1P1¬D O1P2D O2P1D, here writing ~ for indifference. [↑](#footnote-ref-16)
17. See e.g. Lewis 1981: 310-11; Joyce 1999: 147-9. [↑](#footnote-ref-17)
18. Lewis objects to the ‘exploitation’ interpretation of Dutch Book Arguments for probabilism (and Bayesian conditionalization) on the grounds that (i) there are no such exploiters around; (ii) if you saw one coming you could simply avoid him (1999: 133). Whatever their merits in that context, neither such move can save Causal Decision Theorists from exploitation in the Insurance Problem. In connection with (i): there were no such exploiters around because the exploitative mechanism is not public; but now that it is we might expect them to arise wherever Newcomb-type scenarios are feasible. (And if the latter are nowhere feasible then this undermines the whole motivation for preferring CDT to EDT in the first place.) Certainly *I* am prepared to exploit them; and if my argument is sound, then I am confident of being able to raise the capital to finance the operation. In reply to (ii): the option of walking away is *already built in* to the scenario; and we have already seen that causalists will reject it. Specifically, imagine the following situation: here is an accurate predictor of your actions. I offer you the chance to bet $1 at odds of 1:1 that he predicted that you would not take this bet. Whether or not you accept it, I later offer you the chance to bet $1.50 at odds of 1:3 that his earlier prediction was correct. At both stages you *can* choose to walk away: the walking away options correspond to O2 and P2 in the Insurance Problem. But we have already seen that any Causal Decision Theorists with initial beliefs lying within a perfectly sane and plausible range will *choose* not to walk away and yet will certainly lose 50¢ to me. [↑](#footnote-ref-18)
19. Cf. Seidenfeld 1988: 279-81. This point holds at least for myopic and sophisticated approaches to sequential choice. It does not so clearly apply to what is called the resolute approach, but I deny that resoluteness is even feasible. See section 6.6. [↑](#footnote-ref-19)
20. Seidenfeld 1994: 457ff. [↑](#footnote-ref-20)
21. Seidenfeld 1988. [↑](#footnote-ref-21)
22. Table 10 adapts an example from Harsanyi and Selten 1988: 16-17. For further discussion see Seidenfeld 1994: 452-4 and Harsanyi 1992: 357-9. [↑](#footnote-ref-22)
23. A1 *strictly* dominates act A2 with respect to a partition P = {P1, P2, …Pn} of the event space if A1Pi A2Pi for 1 ≤ i ≤ n. A1 *weakly* dominates A2 with respect to P if A1Pi A2Pi for all 1 ≤ i ≤ n and, for some j such that 1 ≤ j ≤ n, A1Pj A2Pj. ‘Dominance’ means strict dominance unless stated otherwise. A partition is causally (evidentially) independent of a choice if *which* element of the partition actually obtains is causally (evidentially) independent of that choice. [↑](#footnote-ref-23)
24. Nozick makes a similar stipulation in the Newcomb Problem (1970: 208 n.1). [↑](#footnote-ref-24)
25. You might wonder at this point whether it is really plausible that Cr1 (D) > 0.75. After all, if you think that your smoking is a sign of the presence of the defect then your Cr1 (D) must be constrained by your opinion about what you will do. But in fact it is not smoking as such, but smoking without first having randomized, i.e. O1, that is supposed to be a sign of the defect. If you are confident that you will take Oπ at Stage 1 then you will reject any evidential connection between your actually smoking and your having the defect. In that case there are no constraints on Cr1 (D) other than your prior evidence. And we could easily suppose that in the absence of whatever evidence your deliberately choosing O1 or O2 would constitute, what evidence you do have makes you confident that the defect is present. [↑](#footnote-ref-25)
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