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Abstract
In this paper, it is argued that, when properly revised in the face of counter-examples, the source control and actual access 
views of privacy are extensionally equivalent but different in their underlying rationales. In this sense, the source control 
view and the actual access view, when properly modified to meet counter-examples, can be metaphorically compared to 
‘climbing the same mountain but from different sides’ (as Parfit [1] has argued about normative theories). These two views 
can equally apply to the privacy debates and, thus, resolve a long-standing debate in the literature.
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1 Introduction

Privacy has been defined through several theories in the 
philosophical literature; for example, it has been described 
as the right to be alone [2], a Wittgensteinian approach of 
family resemblance [3], control over information [4], and 
limited access to information [5]. Among these competing 
definitions, two views figure prominently: ‘access’ and ‘con-
trol’, which I find the most convincing. The access account 
of privacy holds that privacy is a function of the extent to 
which people can access a person or information about him 
or her (as held by, e.g. Reiman [6]). The control account of 
privacy holds that privacy is about the control one has over 
access to oneself (as held by, e.g. Roessler [7] and Westin 
[8]). This paper does not aim to define privacy, whether as 
a redundant (or single concept) or as a pluralist concept [9], 
but rather to contribute to one aspect of the debate, focusing 
on the two most popular accounts—control and access—and 
provide new insight into them.

Those who define privacy as a matter of control argue 
that a loss of control over one’s information constitutes a 
loss of privacy. However, those who define privacy as a 
matter of access argue that a loss of privacy only occurs 

when one’s information is accessed. These earlier, classi-
cal approaches to privacy did not clarify the meaning of 
control and the requirement for obtaining access in their 
theories. Recently, however, two privacy scholars have done 
so. Menges [10, 11], who defends the source control account 
of privacy, argues that privacy loss occurs when agent A 
loses the source control over his/her personal information 
flow. Concurrently, Macnish [12, 13], who defends the actual 
access account of privacy, argues that privacy loss occurs 
when another agent B actually accesses personal informa-
tion about agent A. In this paper, I focus on Menges’ and 
Macnish’s theories, as these accounts go beyond the existing 
descriptions of the control and access accounts, and argue 
that losing a new version of control—that is, source con-
trol—and understanding of that which is accessed—that is, 
actual access—are required for a loss of privacy, respec-
tively. Moreover, although some hold that privacy includes 
non-informational aspects [14]—such as bodily privacy or 
behavioural privacy—here, I focus on information privacy 
because both the actual access and source control accounts 
of privacy are related to this aspect.

Throughout this paper, I refer to a loss or diminution of 
privacy. I use this deliberately non-pejorative terminology to 
avoid being side-tracked into the question of when privacy 
may be waived, invaded or violated, or whether the loss of 
privacy leads to the violation or sustenance of a right to 
privacy. I do not discuss a right to privacy or whether a 
loss of privacy is morally wrong, which would call for a 
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different paper. My aim is to provide an answer to the ques-
tion of which accounts of privacy capture significant aspects 
of what the term means: source control or actual access. My 
answer is that neither account is preferable; both are exten-
sionally equivalent.

It is important to note that focusing on the descriptive 
conception of privacy does not rule out the possibility of 
normative accounts; rather, searching for a philosophical 
definition of privacy can help make sense of normative 
debates that arise within moral or legal traditions. As Gavi-
son rightly notes, the value of privacy can only be deter-
mined after a discussion of what privacy is and when—
and why—losses of privacy are morally or legally wrong  
[5, p. 452]. Accordingly, the importance of concentrating 
on a descriptive conception of privacy can be defended by 
stating that it enables us to build a layer on top of it using 
criteria to determine how much privacy is good or required 
[5, 15]. As such, the degree to which the descriptive con-
ception can be articulated is critical. As a contribution to 
recent debates concerning the descriptive conception of pri-
vacy, this paper specifies what a loss of privacy consists of, 
regardless of its legal or moral significance.

The paper is structured as follows. In Sect. 2, I provide 
an initial definition of the source control account of pri-
vacy developed by Menges [10, 11]. In Sect. 3, I discuss the 
problem with this account and present an alternative way to 
revise it in light of potential problems. Similarly, in Sect. 4, 
I provide an initial definition of the actual access account 
of privacy developed by Macnish [12, 13]. In Sect. 5, I then 
discuss the problem of the actual account of privacy and 
present another way to revise it in light of potential prob-
lems. In Sect. 6, I provide paradigmatic cases that address 
whole comparable scenarios to see which revised versions 
explain the loss of privacy in the test cases. As I argue, both 
versions can explain the loss of privacy in the test cases. 
Hence, I show that the two alternatives actually converge 
on the same view—on an extensionally equivalent account. 
Finally, in Sect. 7, I suggest a theoretical argument to show 
that the two accounts of privacy from Sect. 6 are extension-
ally equivalent. I conclude that source control and actual 
access accounts of privacy can equally apply to the privacy 
debates and, thus, resolve a long-standing debate in the phi-
losophy of privacy.

2  Menges’ account of privacy: privacy 
as source control

Menges [10, 11] argues in favour of the control account 
of privacy by developing a new way to understand the rel-
evant kind of control. In doing so, he relies on the distinc-
tion between two different kinds of control [16]. One is 
understood as the ability to do otherwise, which Menges 

calls leeway control, and the other is understood as having 
a desire or intention1 to act in a certain way, which he calls 
source control. I explain leeway and source control through 
detailed examples in the following paragraphs. Menges con-
tends that privacy should be analysed in terms of source 
control, which provides a novel view for conceptualising 
privacy. This new account of control implies that an agent 
A’s privacy is not diminished when exercising source con-
trol, even when A does not maintain leeway control. This 
differs from that of traditional accounts of control—being 
able to effectively choose whether or not something hap-
pens—emphasising the importance of leeway control for 
privacy. The conclusion is, then, that as long as A main-
tains source control over his/her personal information, s/he 
has privacy, despite losing leeway control [11, pp. 34–35]. 
To understand Menges’s view, I now turn to the underlining 
principles as Frankfurt originally used them in arguing for 
moral responsibility.

Frankfurt cases (see Frankfurt [16]) aim to show that 
agent A can be responsible for what s/he does because s/he 
can have the control which is necessary to be responsible 
for an action even if s/he cannot do otherwise. The main 
idea associated with Frankfurt cases is that the factors that 
explain why an agent A acts as s/he does differ from the fac-
tors that explain why A cannot act otherwise. By themselves, 
the latter factors do not undermine the agent’s responsibility. 
For instance, other agents, devices, or any other external 
factors make it the case that A cannot effectively choose 
whether an event or action happens. In contrast, features of 
A themselves, namely their beliefs, desires, and intentions, 
explain why A is responsible for an action. The idea is that 
we do not need the ability to do otherwise to be responsible 
for our actions. Rather, what we need is to be the right kind 
of source of our actions [11]. The following case clearly 
shows the distinction between different kinds of control.

Jones resolves to shoot Smith. Black has learned of 
Jones’s plan and wants Jones to shoot Smith. Black would 
prefer that Jones shoot Smith on his own; however, con-
cerned that Jones might waver in his resolve to shoot Smith, 
Black secretly makes arrangements such that, if Jones shows 
any sign at all that he will not shoot Smith (something Black 
has the resources to detect), Black will be able to manipulate 
Jones so that he shoots Smith. As things transpire, Jones 
follows through with his plans and shoots Smith for his own 
reasons. No one else in any way threatened or coerced Jones, 
offered Jones a bribe, or even suggested that he shoot Smith. 
Jones shot Smith of his own accord, and Black never inter-
vened [17, Sect.  3.2].

1 It should be noted that I use the terms ‘desire’ and ‘intention’ in a 
technical sense. My view applies regardless of the specific proposi-
tional attitude or mental state that is relevant to a choice.
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Jones lacks leeway control because Black can coerce him 
into shooting Smith. That is, Black would make Jones shoots 
Smith even if he decides not to. Nonetheless, we still hold 
Jones responsible because he exercises source control over 
what he does when he shoots Smith, although he does not 
have an effective choice over whether he does it. He wants 
to do it, and it happens without any intervention, while he 
cannot do otherwise because of Black. Concurrently, if Jones 
did not have the desire to shoot Smith, Black would have 
made him do so regardless. In this case, Jones would lose 
source control if his action had not been related to his desire. 
Thus, we can have an important kind of control over what we 
do, although it is not possible for us to do other than desir-
ing to do certain things—in this case, shooting Smith [11].

Just as Frankfurt cases regarding moral responsibility dis-
tinguish between leeway and source control over actions, 
Menges distinguishes between leeway and source control 
over information. In this manner, Menges applies the dis-
tinction between leeway control and source control, which 
are typically discussed in non-informational contexts, to 
informational contexts. He contends that source control, not 
leeway control, is the kind that relates to privacy. The nature 
of privacy, according to the source control account, is being 
the right kind of source of information flows, if information 
flows at all. Being the right kind of source of information 
means that A has source control over information. Being the 
source control over information requires that, if the pieces 
of information flow to another person, this is the result of 
A’s desire that it do so and A’s desire that s/he desires to let 
it flow in this way [10, 11]. The following case clarifies this 
discussion.

Case 1: ‘Imagine that I leave my diary on a table in a cof-
fee shop and return to that shop 30 minutes later to retrieve 
it. When I enter the shop, I see a stranger with my diary on 
her table, a different table from the one at which I was sit-
ting. I therefore know that she, or someone, has moved my 
diary; but have they read it? Imagine that the stranger has not 
yet read it but wants to know what my last entry says. She 
has firmly decided to read it before 3 pm and she would read 
it even in my presence (imagine that she is very strong and 
I would not be able to prevent her from reading it). I come 
back at 2.55 pm and tell her: “It’s terrible, I’m forgetting 
everything these days! I hope I’m not getting ill. Actually, I 
wrote about it in my diary this morning. Please, look at the 
last pages”. In response to this, the stranger reads my last 
entry in the diary’. [11, pp. 35–36]

In this case, I lost leeway control because I lost an effec-
tive choice of whether the stranger learns or has access to 
certain information. I cannot do anything to stop her from 
accessing or learning the information. Nonetheless, an alter-
native to the leeway control account, namely the source 
control account, says that I have source control because I 
have the desire to give the stranger some information about 

myself. Accordingly, I still have privacy because the flow of 
information is grounded on my desire; I am thus the right 
kind of source of information flow. The stranger would 
diminish my privacy if she learned about the last entry, even 
though my desires opposed this flow of information [11].

The above discussions indicate that the key idea is that 
a loss of source control over personal information flow is 
necessary and sufficient for a loss of privacy to occur. Given 
that a descriptive definition of privacy aims to specify what 
a loss of privacy consists of [15], the initial definition of the 
source control account of privacy is as follows:

Definition 1 A’s privacy is lost iff: a has lost source control 
over the personal information P about agent A, if informa-
tion flows at all.

For Menges, a loss of source control over information 
flows is a sufficient condition for a loss of privacy to occur. 
Consider the following case:

Case 2: Imagine that ‘you are walking outside in a storm 
with your diary in your bag. Unfortunately, you forgot to 
zip the bag completely, so the wind blows your diary out of 
the bag. It lands on the sidewalk with the pages facing up. 
Another pedestrian … picks it up for you, but as he does so, 
he reads some of the content’.2 [18, pp. 297–298]

In this case, as the flow of information is not grounded 
in what I desire; I am not the right kind of source for the 
information flow, and my privacy is thereby diminished. 
Menges thinks that a loss of privacy has occurred because 
source control over information flows has been lost. That 
is, if source control is lost or diminished, then privacy will 
be lost or diminished. The loss of source control over the 
information flow is, thus, sufficient for the loss of privacy 
to occur.

For Menges, a loss of source control over information 
flows is also a necessary condition for privacy loss. Menges 
argues that, in Case 1, I have privacy because I am the right 

2 One might argue that this case shows more than merely a loss of 
source control, as the pedestrian has actual access to the information, 
as well. According to Menges’s view, ‘privacy essentially consists in 
being the right kind of source of information flow to another agent 
if the information flows at all. … The information does not flow to 
another agent as long as nobody actually accesses the data and learns 
something about the relevant citizens. … The source control is dimin-
ished as soon as an agent accesses the data before the relevant citizen 
tells them about it’ [11, 45–46]. In this case, if I freely and knowingly 
had asked the pedestrian—‘who has not read my diary and does not 
plan to read it’—to read my diary, my privacy would not have been 
diminished, as no diminution of source control has occurred [11, 39]. 
The source control view only says that accessing information is rel-
evant for privacy only if and because it diminishes being the right 
kind of source of an information flow. Thus, Menges says that access-
ing information is relevant for diminishing privacy and that the most 
important thing about privacy is having source control.
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kind of source for the information flow. This is equivalent to 
saying that if privacy is diminished or lost, then the source 
control will be lost or diminished. The loss of source control 
over the information flow is, thus, necessary for the loss of 
privacy to occur.

3  Revising the source control account 
of privacy

Menges [10, 11] applies the split-level theory of control 
used in the discussion about moral responsibility to privacy. 
He then distinguishes between leeway and source control 
over information and emphasises A’s desire in determining 
whether privacy loss has occurred. I posit that Menges has 
situations like Case 3 in mind when he theorises about the 
source control of privacy:

Case 3: ‘Imagine Annabel. … She suffers from a rare 
and very hard-to-diagnose genetic disorder, a piece of infor-
mation about herself she wishes to keep private. One day, 
Annabel agrees to take part in a new medical initiative. The 
primary purpose of the initiative is to’ [4, 19] find various 
factors related to a different, more prevalent disease. As 
a participant in the initiative, Annabel donates her DNA 
intentionally to medical science. Suppose that Brian is a 
researcher trained in genetic medicine and works on medi-
cal research. He infers from Annabel’s DNA profile that she 
has a specific gene on chromosome 6, which is related to 
Type 1 diabetes.

In this case, Menges would argue that no privacy losses 
occurred because Annabel is the right source of control over 
the information flow. I agree with Menges that no loss of 
privacy occurs in Case 3 because Annabel has a desire to 
share her information with Brian, and Brian infers informa-
tion that Annabel has no desire to keep private.

In each case Menges (see [10, 11]) discusses, he only 
focuses on information-sharing without taking into account 
what will happen when the shared information is analysed 
or processed. Accordingly, Menges considers the origin of 
the information flow to be important in determining whether 
a loss of privacy has occurred. As Menges emphasises, 
once the flow of a piece of information is grounded on the 
desire of agent A, whose information is shared with another 
agent(s) B, no privacy loss occurs (see the voluntary divul-
gence cases, [10]). The focus on the origin of the informa-
tion flow, I believe, implies that, according to Menges, A 
can be the right kind of source for the flow of information 
inferred from an initial piece of information only if A is 
the right kind of source for the flow of that initial informa-
tion. Thus, the flow of information which results from an 
intentional action by A does not lead to a loss of privacy, 
regardless of any information that may be inferred from it. I 
argue, however, that this feature of Menges’s theory—that it 

is indifferent to potential inferences—gives rise to a counter-
example. Consider the following:

Case 4: This case is identical to Case 3 (Annabel donates 
her DNA for research purposes), with the only difference 
being that Brian infers from Annabel’s DNA profile that she 
suffers from her rare genetic disorder.

For Menges, if A is the right source of control over P, 
then their privacy is not lost. Concentrating merely on the 
origin of the information flow, as Menges does, implies that 
information  P* inferred from other information P can never 
be privacy-diminishing if P is not. Hence, it might be argued 
that, in Case 4, Annabel has a desire to share her information 
P with Brian, so inferring  P* from that information does not 
lead to her loss of privacy in Menges’s view. However, I 
note that, if  P* follows from P in some sense, then  P* should 
be privacy-diminishing under some circumstances; this is 
a property that I think must be clarified in Menges’s view. 
In Case 4, Annabel has a desire to share her information 
with Brian for the defined purpose, but she does not have a 
desire to share some potential information inferred from her 
information which does not comply with the initial purpose. 
Hence, Annabel’s privacy is, in my view, essentially lost.

It might be argued that if Annabel does not want this 
information  (P*) to be shared, then her privacy is diminished 
in Menges’s view. She has lost source control. I agree that 
her privacy is lost, but the reason for that cannot be grounded 
on Menges’s view because Menges merely argues for hav-
ing an initial desire to share information with others and 
does not discuss a person’s desire to infer information from 
that shared information. I argue that Annabel’s privacy has 
been lost because information that Annabel does not desire 
Brian to have ultimately flows to him. The desire related to 
the information inferred is not clarified in Menges’s view.

As mentioned in previous paragraphs, the problem with 
Menges’s view is that the propositional content of the rel-
evant information-releasing desire does not include the 
content of the inference. Therefore, the initial version of 
the source control view of privacy is wrong about Case 4 
because Annabel’s privacy is diminished, although she has 
an intention to share her information, and the origin of the 
information was grounded on her desire. Hence, Case 4 is a 
counter-example for the initial version of the source account 
of privacy. That gives me good reason to revise the initial 
version so that Annabel’s privacy has, in fact, been lost in 
Case 4.

Comparing cases 3 and 4 illustrates that the initial 
account of source control of privacy can be revised by 
answering the question of what makes something the ‘right’ 
source information flow. Although Menges uses desire as 
the standard example of how to conceptualise his view, he 
also notes that he remains open to what exactly constitutes 
source control [11, p. 37]. If the desire or intention makes 
it the right flow, then is s/he the right source flow for that 
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piece of information if A intends to keep P* private? How 
can one distinguish between cases in which B infers infor-
mation from intentionally shared information that A intends 
to keep private (Case 4) and those of that A does not intend 
to keep private (Case 3)? In other words, it is important 
to determine what constitutes the relevant inferences that 
do not lead to a loss of privacy. A’s intention determines 
how a piece of information flows to another agent. That 
is, if the flow of information changes, then A is no longer 
the right source of the novel flow of information. Thus, to 
identify whether drawing inferences (P*) from intention-
ally shared information (P) affects whether one is the right 
source of information, I focus on the flow of information, as 
any changes in the flow determine whether one is the right 
source of the information flow. I think a piece of informa-
tion flows between different parties in a system to realise a 
specific purpose. Thus, a person whose data are processed 
and an agent who processes that data for a specific purpose 
play an important role in determining the flow of informa-
tion. Thus, who engages in a system and their purpose for 
doing so determine the flow of information. It follows that 
any changes in these elements, which characterise the flow 
of information, will alter whether one is the right source 
control over the information.

As Case 3 illustrates, Annabel wants to know whether 
she suffers from a prevalent disease and desires to share 
her information with a medical research lab. Let us imagine 
that she should share her data with one of five institutes, 
some of which are public health bodies, and some of which 
are industry organisations. Annabel has a desire to share 
her data with a medical research lab. However, she has no 
desire to share her data with a ‘big pharma’ company. In 
this case, although Annabel should share her data and has 
no ability to do otherwise (i.e. preventing one institute from 
accessing her information), she still has privacy because she 
is the right source control over her information. It is impor-
tant to note that, to avoid second-order conflicts, I assume 
that sharing data with a medical research lab does not imply 
sharing it with a big pharma company. Otherwise, I would 
have concluded that not only does she not want (first-order 
desire) to share her data with a big pharma company, but she 
might not have a second-order desire to share her data with a 
medical research lab because doing so implies sharing data 
with a big pharma company. Thus, Annabel’s desire deter-
mines who asks her question, and she does not allow the big 
pharma company to answer her question. Thus, the source 
control account of privacy does not have any problem with 
the first element that characterises the flow of information.

I now turn to the second element, namely the primary 
purpose, determining the flow of information. Annabel 
knowingly submits her DNA sample to the research lab 
to find the answer to her specific question. What matters, 
though, is that these data contain a significant amount of 

information beyond her specific question. Consequently, the 
researcher can infer more from that information beyond what 
Annabel specifically asked the lab to investigate (see Case 
4). In such a case, the researcher (here, Brian) can not only 
look for the prevalent disease Annabel asked them to iden-
tify, but they can also study whether she suffers from a rare 
genetic disorder. That is the kind of excessive (unintended) 
information derived without any reason to do so. I consider 
this a loss of privacy even though Annabel initially had the 
desire to disclose her original data. Therefore, I argue, the 
initial purpose for which a researcher should carry out their 
task identifies whether the inferences derived from the infor-
mation lead to a loss of privacy. Any information derived 
beyond the question diminishes Annabel’s privacy, as it 
diminishes being the right source control of information.

It is important to note that I do not claim that Annabel has 
the idea of the full knowledge that can be derived from her 
data. Moreover, I agree that the researcher may not neces-
sarily know a priori what specific information the research 
requires. However, I note Annabel and Brian can only agree 
on the very limited purposes and limited inferences. Any 
other (excessive) inferences that might be drawn from that 
information lead to a loss of privacy. I believe that the prob-
lem with the source control account of privacy is, thus, 
related to the second element, namely the primary purpose.

So far, I have discussed the important elements that 
determine the information flow. Any changes in the ele-
ments result in a novel flow of information. If the flow of 
information is not grounded on A’s intention (or desire), 
then A’s privacy is lost. As discussed above, processing data 
or accessing information in a manner that is incompatible 
with the initial purpose for which data were collected alters 
personal information flows. Regarding the fact that agent 
A’s desire3 or intention, whether reasonable or unreason-
able, prescribes the flow of information, any changes in the 
flow of information lead to a diminution of being the right 
source control over the flow of information. This suggests an 
adjustment to Menges’s definition. The adjustment consists 
of adding that the loss of being the right source of informa-
tion flow must be due to the action(s) of another agent who 
obtains or deduces information intended to be private. My 
revised definition is as follows:

Definition 2 A’s privacy is lost iff: a has lost source con-
trol over the personal information P about agent A, if 

3 I believe that, in cases in which A has an unreasonable epistemic 
desire, their privacy is diminished, but it is not necessarily wrong. 
Consider A, who shares her blood sample with B for the purpose of 
identifying her blood type. If B uses A’s information to make infer-
ences that A is HIV positive, then A’s privacy is diminished. In 
this case, A has an unreasonable desire that her disease will not be 
revealed through sharing her information with B.
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information flows at all, due to the action(s) of agent B, who 
obtains or infers information contrary to A’s preferences.

As I have already discussed, Case 4 is a counter-example 
of the initial source control account of privacy, as Menges 
argues that Annabel’s privacy has not diminished in this 
case. However, my revised version of this view is correct 
for Case 4 because it states that Annabel’s privacy has, in 
fact, been lost. According to the revised account of privacy, 
in Case 4, Annabel is not the right source control because 
Brian changes the flow of information by changing the initial 
purpose and inferring excessive (unintended) information 
from Annabel’s data. The initial purpose was to identify 
various factors related to a prevalent disease, while Brian 
changes this purpose and acquires excessive information 
related to her genetic disorder. Thus, the initial purpose, 
which should be realised in accordance with A’s (reason-
able or unreasonable epistemic) desire, is the key element 
in identifying whether the inferences scientists make change 
the information flow.

4  Macnish’s account of privacy: privacy 
as actual access

Macnish [12, 13] defends the access account of privacy 
against the control account. The access account holds that, 
for a diminution of privacy to occur, the personal informa-
tion must be actually accessed. Furthermore, the information 
accessed must be understood by the agent accessing it. The 
traditional access view is then supplemented by a semantic 
account that describes an agent’s capacity to understand the 
information. Accordingly, if another agent B accesses per-
sonal information P about agent A without understanding its 
meaning, then A’s informational privacy is not diminished. 
Macnish concludes that privacy diminution has occurred 
when the information is actually accessed by those who can 
understand it [13, 17].

The access account of privacy holds that a loss of privacy 
occurs when a stranger reads my diary. For example, in Case 
2, my privacy is diminished because another agent reads my 
diary and discovers information about me. Furthermore, this 
account of privacy holds that personal information which is 
intentionally shared with those who understand its mean-
ing leads to a loss of privacy. A reduction in my privacy 
has occurred when I show someone a personal letter or 
invite them into my house [12]. Consider Case 1, in which I 
freely and knowingly ask the stranger to read the last entry 

of my diary. In response, the stranger reads it. According 
to the access account, my privacy is diminished when the 
stranger reads my diary in response to my valid consent for 
him/her to read the latest entry. Similarly, this view implies 
that we lose our privacy when we freely and knowingly tell 
our friends about our problems and secrets. According to 
this view, our privacy is diminished whenever someone 
else accesses personal information about us, regardless of 
whether we intend to share our personal information with 
another agent.

The discussions above indicate that the key idea, which is 
that the information in question must actually4 be accessed, 
is a necessary and sufficient condition for a loss of privacy. 
Given that a descriptive definition of privacy aims to specify 
what a loss of privacy consists of [15], the initial definition 
of the access account of privacy is the following:

Definition 3 A’s privacy is lost iff: B actually accesses per-
sonal information P about A.

For Macnish, the fact that B actually accesses personal 
information P about A is a sufficient condition for a loss of 
A’s privacy to occur. Macnish thinks that a loss of privacy 
has occurred because agent B had actual access to P and 
learned something new about A (see Cases 2 and 1). The 
actual access by another agent is, thus, sufficient for the loss 
of A’s privacy to occur.

Moreover, for Macnish, the fact that B actually accesses 
personal information P about A is a necessary condition for 
a loss of A’s privacy to occur. He cites the following case:

Case 5: ‘Imagine that I have returned to the coffee shop 
after a 30 minute interval to find my diary on the table. It 
is unopened. I panic for a moment, but on seeing me, the 
stranger smiles and hands me the book. She explains that she 
has not opened it but saw me leave without it and collected 
it to await my return. She knows how intimate her own diary 
is, so she respected my privacy and kept it shut, as well as 
making sure that no one else would be able to read it. I feel 
an enormous sense of relief, thank her and leave with my 
dignity intact’. [12, p. 420]

According to Macnish [12], my privacy has not been less-
ened because the diary was not actually opened and read. 
The actual access by another agent to personal information 
is, thus necessary for A to lose his/her privacy.

4 The use of the word ‘actual’ is deliberate and clarifies that the pri-
vacy account discussed in this section is the access account developed 
by Macnish. The purpose of using this term is to emphasise that, to 
argue that actual access has occurred, it is necessary to understand 
what is accessed.
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5  Revising the actual access account 
of privacy

Macnish [12, 13] contends that gaining access to A’s per-
sonal information—for example, through a diary—leads 
to a reduction of privacy. I argue that a set of personal 
information consists of two different subsets of informa-
tion: information about A that A intends to keep private 
and information about A that A intends to transmit or share 
with other agents. According to Macnish’s view, when a 
stranger accesses the personal information I transmit, my 
privacy will be diminished (see Case 1). Moreover, as Mac-
nish stresses, accessing personal information that A intends 
to keep private results in a diminution of privacy (see Case 
6). Therefore, in Macnish’s view, accessing both subsets of 
information leads to a loss of privacy.

Case 6: ‘Imagine that Eustace keeps a private diary. Eus-
tace talks publicly about this diary, freely describing what 
it looks like but not about its contents, which he holds to be 
private. One day Frances is in Eustace’s office and sees the 
diary, recognising it from the description. She opens the 
diary and finds that she can read it. She reads through the 
diary and finds out that Eustace has been visiting George a 
lot recently. She does not realise it from the description, but 
Eustace and George are having a covert relationship. In this 
case, Eustace’s privacy has been diminished (Frances knows 
something about Eustace he would rather have been kept pri-
vate). However, Eustace’s privacy has not been diminished 
as much as if Frances had been able to infer that he was in a 
relationship with George’. [13, 15, 16]

In this case, Macnish [13] argues that Eustace’s privacy 
has been lost because Frances had actual access to the infor-
mation P about Eustace, which Eustace attempted to keep 
private. I agree with Macnish that accessing information that 
A intends to keep private leads to a loss of privacy.

I believe, however, that my privacy will not be dimin-
ished, as I intentionally shared my information with the 
stranger (Case 1); ‘I am including another within my realm 
or privacy, not lessening my privacy’ [4, p. 46]. According 
to the actual access view, however, a diminution of privacy 
occurs even if an agent intentionally shares their personal 
information; instead, I contend that only accessing infor-
mation P about A that A intends to keep private results in a 
loss of privacy. Nevertheless, accessing information that was 
once private but that A now intendedly5 shares with other 
agents does not lead to a loss of privacy. Thus, Case 1 is the 

counter-example for the initial version of the actual access 
account of privacy because this view incorrectly interprets 
Case 1.6 This gives me good reason to revise the initial ver-
sion of the actual access view.

I think the initial version can be revised by making a 
distinction between once-private, now intentionally shared 
information and information kept in private. I then suggest 
excluding the subset of the once-private, now intentionally 
shared information from the set of private information. In 
this way, the scope of the actual access account of privacy 
is narrowed and only covers personal information which A 
intends to keep private. Accordingly, if an agent B under-
stands the meaning of information about agent A, and A has 
intentionally shared it, then no privacy loss has occurred, 
because B has actual access to the information which was 
once private and is now intentionally transmitted, instead of 
accessing (intentionally) private information.

This suggests a new adjustment of the initial definition 
of the access account of privacy. The adjustment consists 
of adding that the actual access must occur when agent B 
accesses personal information P about agent A, which A 
attempts or intends to keep private. It is important to note 
that a set of personal information that A intends to keep 
private is a subset of personal information. This is the dif-
ference between definition 3 and definition 4 below. Hence, 
the problem is not related to learning something new about 
another person, but rather, understanding the information 
which A intends to keep private. My revised version is as 
follows:

Definition 4 A’s privacy is lost iff: B actually accesses per-
sonal information P about A, and A intends that P remain 
private.

As I have already discussed, Case 1 is a counter-example 
for the initial version of the actual account of privacy, since 
Macnish argues that my privacy will be diminished if the 
stranger accesses my diary. However, my revised version 
of this view correctly interprets Case 1 by positing that 
my privacy will not be diminished in this case. Accord-
ing to the revised account, in Case 1, the stranger accesses 

5 I assume that the person has privacy-preserving intentions to share 
some privacy-sensitive information with others. In cases where the 
person has non-privacy preserving intentions, there would be a reduc-
tion in their privacy.

6 One plausible interpretation of Case 1 is that ‘my privacy is (vol-
untarily) diminished, but it is not important or morally wrong’. Pro-
ponents of such an interpretation might see privacy as being entirely 
neutral. I do not take that view, as I see privacy as prima facie good, 
although the discussion of its normative aspect goes beyond the scope 
of this paper. I only claim that accessing once-private, now inten-
tionally shared information is not a diminishment of privacy. I have 
a prima facia reason to object to any action that diminishes my pri-
vacy. However, I remain impartial on whether privacy diminishment 
is a necessary, sufficient, or criterial condition for a right violation. 
I solely emphasise that privacy depreciation is part of the analysis of 
whether the right to privacy is violated or infringed upon.
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once-private, now intentionally shared information, which 
does not lead to a loss of privacy.

So far, I have claimed that a loss of privacy occurs when 
agent B accesses personal information P about agent A, 
which A intends to keep P private, while no privacy loss 
occurs when B actually accesses P as long as P is intention-
ally shared. The question that may arise is how B realises 
that the piece of information accessed is private, or was once 
private and is now intentionally revealed. In responding to 
this concern, two different kinds of cases can be separated: 
first, cases in which B knows that the piece of information 
accessed is private and that A intends to keep it private; 
and second, cases in which B does not know either whether 
the piece of information accessed is private or whether A 
intended to share it or A was unaware that a piece of infor-
mation could be accessed by B [19].

In cases where agent B knows that the piece of informa-
tion accessed is private and A intends to keep it private, 
accessing P, and even any inferences from P, diminish A’s 
privacy. For example, in Case 6, Eustace intends to keep the 
information private that she is in a covert relationship with 
George, and she has never talked about her relationship with 
Frances. Thus, Frances actually accesses personal informa-
tion about Eustace, which she intends to keep private, and, 
consequently, Eustace’s privacy has been lost.

In cases where an agent B does not know that the piece 
of information accessed is private or whether it is a piece 
of private information inferred from P which A intended to 
share, or even that A was unaware that this piece of infor-
mation could be accessed by B, two different responses can 
be considered. First, if B is unsure whether some is private 
or was once private and accesses it, this leads to a reduc-
tion in A’s privacy [19]. This response restricts any access 
to once-private information. In contrast, there might be P 
which A intended to share with B. This response prohibits 
all intentional analyses of once-private information. Second, 
B refrains from accessing information that they have reason 
to think was private and which A would have wanted to 
keep private (ibid). In this way, A’s privacy depends on what 
B could reasonably have expected A’s concerns were with 
regard to the piece of information now accessed.

In the case of Annabel, Case 3, Brian might reasonably 
expect that Annabel wanted him to understand the fact that 
her DNA profile illustrates a specific gene structure related 
to a prevalent disease—simply because the information dis-
covered does not deviate from the initial purpose for which 
the data were collected. Thus, Brian has reason to think that 
the piece of information accessed through analysis and infer-
ence is not information that Annabel wants to keep private. 
Accordingly, accessing this kind of information does not 
constitute Annabel’s loss of privacy.

According to the above discussion, I claim that Anna-
bel’s privacy in Case 3 is not lost because Brian has rea-
son to think that the information accessed is not the kind of 
information that Annabel wanted to keep private. However, 
the initial version of the actual access account, definition 3, 
argues that Annabel’s privacy has been lost because Brian 
accessed private information about Annabel. Therefore, 
Case 3 is the counter-example for the initial version of the 
actual account of privacy. I believe that this account can be 
revised again by adding the condition that B has reason to 
think that A wants to keep the information that has been 
accessed private. I suggest the below definition, which cor-
rectly interprets Case 3 by saying that Brian has reason to 
think that Annabel does not intend to keep the information 
that has been accessed private. Thus, Annabel’s privacy has 
not been lost.

Definition 5 A’s privacy is lost iff: B actually accesses per-
sonal information P about A, and A intends that P remain 
private, or, B has reason to think that A intends to keep it 
private.

The above definition indicates that privacy diminish-
ment for A is not solely about A’s personal decision, but 
also about the contexts in which they participate. In cases 
where B does not know whether the information accessed 
is private, they make a decision on behalf of A by giving a 
reason why accessing that information may or may not lead 
to a privacy diminishment for A. This means that the context 
can impact and affect A’s privacy. Precisely, privacy has 
both personal and common characteristics.

Referring to the reasonable expectation in my revised ver-
sion of the actual access account of privacy seems to link 
the descriptive aspect of privacy to norms and values, in that 
there is a clear set of normative values that explains what 
the reasonable expectation is in a certain situation. However, 
norms that are characterised as the reasonable expectation 
are different from the moral values to which the normative 
conception of privacy might refer. For example, reasonable 
expectations might refer to legal norms (purpose limitation, 
such as in Case 3) or cultural norms prevalent in society, 
which do not necessarily constitute a normative account of 
privacy, which is based on moral values and norms. More-
over, the descriptive account of privacy has other parts, 
namely actual access and source control, that are not solely 
values. Thus, the descriptive aspect of privacy considers 
multiple elements which are not reducible to the normative 
concept of privacy. That is why I believe that my analysis 
is still related to the descriptive aspect of privacy and is not 
reduced to the normative one.
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6  Paradigmatic cases

This section is the first piece of evidence that the revised 
views of control and access accounts of privacy are exten-
sionally equivalent. To demonstrate this, I test the revised 
views on different sets of information to see which of the 
revised accounts explains the loss of privacy in the cases. I 
focus on the sets of information introduced by Rumbold and 
Wilson [19]. They provide abstract classes of information 
that can possibly be gained through analysis and inference 
regarding personal information P. In what follows, I cat-
egorise each of the cases explored in the previous section 
according the classes of information provided and analyse 
how the revised accounts explain whether privacy is dimin-
ished. The sets of information are as follows:

• Public information which has always been public,
• Private information an agent intends to remain private 

(Case 5),
• Once-private information an agent has intentionally 

shared (Case 1),
• Once-private information an agent has no intention of 

sharing of that they are unaware was shared (Case 2),
• Information inferred from once-private information that 

an agent has intentionally shared and which itself counts 
as a piece of information that the agent intended to share 
(Case 3),

• Information inferred from once-private information that 
an individual has intentionally shared but which does not 
count as a piece of information that the agent intended to 
share (Case 4),

• Information inferred from shared information that an 
agent has only shared unintentionally (Case 6).

Both source control and actual access accounts hold that 
not all information is subject to privacy concerns. Privacy 
does not concern any information about agent A. It is not 
a loss of A’s privacy if we discover that s/he wears glasses 
(public information) [12]. As a result, losing source control 
over or accessing information that has always been public 
does not lead to privacy loss.

As discussed in the previous sections, both revised 
accounts argue that A’s privacy has not been diminished 
in Cases 1 and 3. Previously, I also argued that A’s privacy 
in Case 5 was not lost based on the revised version of the 
actual access account. Furthermore, the source control view 
argues that no privacy loss has occurred in Case 5. Thus, A 
still could be the right source control of information, and no 
loss of privacy has occurred.

By contrast, as I have already discussed, both revised ver-
sions of the source control and actual access views posit that 
A’s privacy is lost in Case 2. Previously, I also argued that 
A’s privacy was diminished in Case 4 based on the source 
control view. In addition, the revised access account states 
that A’s privacy is lost in this case. Although B has reason 
to think that A intends to keep the information accessed 
private, B accesses that information, resulting in a loss of 
A’s privacy. Furthermore, concerning the actual access 
account, I have already stated that, in Case 6, A’s privacy 
is lost. Moreover, the source account of privacy argues that 
A’s privacy is lost because the information inferred about A 
flows without A being the right kind of source of this flow, 
resulting in a diminution of A’s privacy.

The results of the test of the revised versions of source 
control and access accounts of privacy on whole comparable 
cases are presented in Table 1. The first two columns high-
light the differences between the initial accounts of privacy 
in answering the question of whether privacy is lost. The 
grey cells in the last two columns of the table indicate cases 

Table 1  Compare and contrast different versions of the source control and the actual access accounts of privacy

Initial version of source 

control account of 

privacy

Initial version of actual 

access account of 

privacy

Revised version of source 

control account of 

privacy

Revised version of actual 

access account of 

privacy

Case 

1

no privacy loss privacy loss no privacy loss no privacy loss

Case 

2

privacy loss privacy loss privacy loss privacy loss

Case 

3

no privacy loss privacy loss no privacy loss no privacy loss

Case 

4

no privacy loss privacy loss privacy loss privacy loss

Case 

5

no privacy loss no privacy loss no privacy loss no privacy loss

Case 

6

privacy loss privacy loss privacy loss privacy loss
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in which the initial and revised versions of the accounts have 
different answers regarding the loss of privacy, providing a 
contrast between the two. Comparing the initial and revised 
accounts shows the changes that have been made.

Both revised versions of the source control and actual 
access accounts of privacy give the same answers to the 
question of whether privacy is diminished (see the last two 
columns above), while they provide different answers as 
to why it is diminished. Moreover, these revised versions 
are located somewhere between the initial ones. As Table 1 
shows, according to the initial version of the Menges’ 
account of privacy, privacy loss is rare; it is lost in two of six 
cases, while, according to the initial version of the Macnish’s 
account of privacy, privacy is lost often, in five of six cases. 
Nevertheless, in the revised versions of both accounts, there 
is a loss of privacy in three of six cases. Therefore, I claim 
that these initial versions are two poles on a continuum, with 
intermediate forms in between.

7  Theoretical argument that the proposed 
views of privacy are extensionally 
equivalent

So far, I have tested the proposed views of privacy on para-
digmatic cases. The test revealed that there is no case in 
which a person loses control over the information flow due 
to the actions of another if the personal information, which 
A intends to keep private, is not accessed. Furthermore, 
there is no case in which private information is accessed 
such that the person does not lose source control. The 
paradigmatic cases give us a practical reason to think that 
these proposed views of privacy are extensionally equiva-
lent. This section, meanwhile, gives us the theoretical rea-
son to think this is the case.

On the source control front, I claim that no loss of source 
control occurs when the information is not accessed, or 
that A loses source control of P when B actually accesses 
information P about A. The kind of control defended in the 
source control account of privacy, I believe, is not robust 
enough, which means that agent A is not in a position to 
decide whether B accesses his/her information or to stop 
B from accessing his/her personal information because A 
does not have the ability to do otherwise. A loss of privacy 
does not occur when B accesses information P about A, but 
rather when B actually accesses some information which A 
intends to keep private. Since obtaining information about 
A in a way which is contrary to A’s preferences results in a 
loss of A’s source control over P, actual access to informa-
tion P about A results in a loss of source control of P. Thus, 
the distinction between the views collapses.

On the actual access front, I claim that no actual access 
is achieved such that A does not lose source control, or 

B actually accesses information P about A when A loses 
source control of P. A loses source control of P when P flows 
in a way that is not grounded on A’s intention or desire. 
Since actual access occurs when B accesses information that 
A intends to keep private, I conclude that the loss of source 
control leads to actual access. Moreover, it is impossible for 
A to lose source control of P while B has not accessed P. B 
not accessing P means that P has not yet flowed. If no one 
has actual access to the information, A can still remain the 
right source control of information. If the information does 
not flow, that is, no actual access occurs, only leeway control 
is lost, and A remains the right source control of informa-
tion. Thus, when A is not the right source of control over 
their information P, having actual access to P diminishes A’s 
privacy. I conclude that actual access does not diminish pri-
vacy if the access relates to A in the appropriate way. Thus, 
the distinction between the views collapses.

The preceding discussions show that the source con-
trol and actual access accounts of privacy are extension-
ally equivalent but different in their underlying rationales. 
In other words, these are two formulas that lead to the 
same result: a loss of privacy. The implications for such 
a difference in underlying rationales can be discussed in 
relation to the normative aspect of privacy, when privacy 
matters morally. Given that the main goal of this paper 
is to focus on the descriptive aspect of privacy, I briefly 
explain its implications. As both accounts of privacy are 
extensionally equivalent, I view them as two perspectives 
that reach the same peak of a mountain, and I see the value 
of privacy as a cluster that encompasses the values rep-
resented in both accounts. Privacy is itself a cluster of 
values that intersects with the cluster of values that com-
prise control accounts, such as autonomy and individual 
liberty (see, e.g. Roessler [7]), and also with the cluster of 
values comprising access accounts, such as secrecy and 
anonymity (see, e.g. Gavison [5]). By perceiving privacy 
as a cluster of values, we can take a pluralistic approach 
that encompasses all the values in the cluster to understand 
the normative aspect of privacy. This means that we take 
into account all different values of privacy to form a more 
comprehensive and inclusive understanding of its norma-
tive aspect.

8  Conclusion

This paper offered new insight into the debate about the 
nature of privacy. There is persistent disagreement in the 
literature on privacy’s proper meaning and definition. How-
ever, the two definitions that are prominently discussed in 
the literature are ‘control’ and ‘access’. Control [4] and 
limited access [20] accounts of privacy have recently been 
developed by identifying the kind of control that is relevant 
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to determining whether a person has privacy with regard to 
certain information and by incorporating a semantic account 
into the limited access account of privacy. Source control 
[10, 11] and actual access [12, 13] accounts of privacy are 
these most recent versions. Because they are the most in-
depth version of the classic accounts of control and access, 
they were chosen as the focus of this paper. However, the 
debate over which account provides the proper definition 
of privacy, which is presented in the traditional control and 
access views, persists in the most recent versions, as well. 
In this paper, I demonstrated that the revised versions of the 
source control and actual access of privacy are extensionally 
equivalent. First, I discussed these views are extensionally 
equivalent when applied to various test cases. They only dif-
fer regarding the explanation of why privacy is diminished. 
Second, from a theoretical perspective, the relationship 
between source control and actual access views is equality, 
meaning that the extensions of these views are equivalent, 
while the differences between these two can metaphori-
cally be explained by referring to different sides of the same 
mountain.
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