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Abstract

The study of culture and cultural selection from a biological perspective has been hampered
by the lack of any firm theoretical basis for how the information for cultural traits is stored
and transmitted. In addition, the study of any living system with a decentralized or multi-level
information structure has been somewhat restricted due to the focus in genetics on the gene
and the particular hereditary structure of multicellular organisms. Here a different perspective
is used, one which regards living systems as self-constructing energy users that utilize their
genome as a library of information, making the genetic system just another component that
adds fitness to the overall integrated unit. In this framework, basic fitness is measured as the
ability to gather energy for growth and reproduction, and the fitness of the genetic system is
broken down into two aspects: first, the effectiveness in searching for new somatic functional
information, and second, the effectiveness in searching for better structures to store and process
information. With this more generalized perspective, major evolutionary transitions to higher
levels of organization become competitions between different information structures; further-
more the functioning and fitness of cultural systems can be more easily described and com-
pared with other modes of information storage within biological systems. Modern technologi-
cal societies are self-constructing systems that rely on written (symbolic) information storage
and very complex algorithms that effectively search for variation with a high probability of
successful selection. These systems are currently competing with traditional organic systems,
and this competition constitutes the latest major evolutionary transition. Upon comparison of
the energy-gathering potential of symbolic-based systems with DNA-based life, it appears that
symbolic systems have a tremendous fitness potential and the current shift to a higher level
of selection may be as significant and far-reaching as any of the previous major evolution-
ary transitions.
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1. Introduction

The rise of civilization marks a major evolutionary transition in the way living
systems are organized. J. Maynard Smith and E. Szathmary (1995) characterize a
major transition as a change in the way information is transmitted that creates a new
higher level of selection. It is certainly the case that language, writing, the printing

. press and modern information technology have fundamentally changed the way infor-

mation js transmitted. The goal of this discussion is to compare the current changes
in the structure of information systems with past major evolutionary transitions and
to show that there are indeed many similarities between modern events and past
transitions, and that, in fact, the evolution of life on earth is presently undergoing a
fundamental shift to a new higher level of selection due to changes in the way
information is stored and transmitted.

Researchers have produced a large body of work that investigates specific path-
ways of ecological and environmental conditions through which major transitions
can be made. Some have studied group selection (Hamilton, 1964; Maynard Smith,
1964; Grafen, 1984; Wade, 1985; Goodnight & Stevens, 1997; Sober & Wilson,
1998), symbiosis (Bremermann & Pickering, 1983; Frank, 1994, 1995a, 1997a;
Turner, Cooper, & Lenski, 1998; Chao, Hanley, Burch, Dalberg, & Turner, 2000),
and reciprocity (Trivers, 1971; Axelrod & Hamilton, 1981; Alexander, 1987;
Taylor & Mcguire, 1988; Kitcher, 1993; Dugatkin, 1997). Others have looked at
cultural transmission of information (Cavalli-Sforza & Feldman, 1981; Lumsden &
Wilson, 1981; Boyd & Richerson, 1985; Axelrod, 1988; Durham, 1991; Findlay,
1992; Sperber, 1996) or culturally transmitted policing mechanisms (Boyd & Richer-
son, 1992; Boehm, 1992; Clutton-Brock & Parker, 1995; Gachter & Fehr, 1997;
Bingham, 1999) as pathways to group cooperative function. But evolution is both
the study of the history of specific lineages or events and the identification of broader
trends and principles that affect the overall process. Models of selection for specific

- traits, however constructed, can still only be used to study specific pathways one

event at a time. Recent studies still leave the question unanswered of what the under-
lying process is that has repeatedly driven evolution through major transitions to
higher levels of organization and what it is that is different about certain genetic
changes that lead to these major shifts. This paper focuses on identifying the underly-
ing principles that apply to all major transitions and that make these evolutionary
jumps more significant and far-reaching than other evolutionary events. The method
for accomplishing this is to study quantitative and qualitative properties of the infor-
mation structure itself, rather than the process of selection that it mediates.

The structure of a genetic system determines its overall potential to accumulate
information and instruct a living system. The method of coding determines how
much information can be stored, at what cost, and how fast it can be replicated or
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transcribed. How the coding is linked, packaged and transmitted determines how
selection will operate on different groups of genes, what groups will cooperate as a
single entity and what other groups will remain as ecologically linked symbionts
(Buss, 1987; Sober & Wilson, 1998: Michod, 1999). Finally, how the coding is
translated determines what types of functions the coding can access and incorporate
into the system it instructs. DNA is translated into RNA and then proteins, and
therefore its functional range is limited to the variability of these molecules.

In all these ways the genetic structure creates an information space (Dennett, 1995)
within which selection can operate, but it also defines the limits to this space and
therefore limits the types of systems and the variability that can evolve. In a sense,
a specific genetic structure translated in a specific way to function creates its own
universe of possible information and a major transition occurs when there are funda-
mental changes in this structure that open up significant new organizational possi-
bilities. A major transition is propelled not so much by selection for a specific evol-
utionary pathway (for there are likely to be many potential pathways to the same
major transition) but by the size of the new universe of organizational potential that
is accessed and by the overall array of beneficial variation made possible due to a
shift in genetic structure. This can be measured by the overall additional free energy
available to life due to additional information storage capability and the associated
potential energy-gathering functionality. The hypothesis is that each hierarchical
level of organization is limited in scope by the information structure that instructs
it. The transition to the next level is accomplished because identifiable fundamental
improvements are made to the information system that allow the coding for more
complex systems to be acquired and translated into function. To better understand
major transitions we need to study the relationship between different genetic struc-
tures and the range of functionality or energy-gathering abilities they can access.
Instead of focusing on the details of specific evolutionary pathways, this discussion
tries to identify the relationships between organizational levels, the information struc-
tures that regulate them and the dynamics of free energy flows that push evolution
through transitions to these different levels. Additional understanding of major tran-
sitions can be gained by investigating and comparing these improvements in infor-
mation capabilities. In particular, this approach will help shed some light on the
nature and scope of the current transition to a technological society.

The next section outlines a representation of living systems based on energy flows
that also highlights the role of information storage and acquisition. A flow chart
model illustrates how a feedback of free energy gain through improved information
structure can drive evolution irreversibly through a major transition into a new uni-
verse of functional possibilities. Then, using this model, the following sections com-
pare the previous major transitions from RNA replicators to linked DNA genomes,
to eukaryotic genomes, and then to cloned multicellular systems. Finally, the last
sections evaluate the current transition to symbolic (written) information storage and
attempt to make a quantitative comparison with past transitions.
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2. The model

The usual formulations of fitness used in population genetics cannot be used for
a generalized model of transitions because they always in some way presuppose
populations of individuals reproducing through discreet offspring according to fixed
rules, which, in itself, constitutes a specific genetic structure. This leads to a logical

~ paradox when studying transitions, because if transitions are primarily the result of

changes in genetic structure then the assumptions of the model are themselves being
modeled. Another problem that arises when fitness is measured as the number of
offspring is that genetic systems operate not just to produce offspring, but also to
reshuffle information in a way that is likely to produce a better genotype (Mitchell,
1996). This reshuffling activity requires energy, however, and a choice must be made
whether to use all available energy to produce offspring or to reserve some for

" information search. If fitness is solely the production of offspring, then investing

some energy into search algorithms such as sexual reproduction can never be fit.
But to survive over the long run, most living systems must compete in the search
for new information as well as the production of offspring.

Here, in order to separate a generalized measure of fitness from any sort of parti-
cular genetic structure—and therefore to allow for varying fitness of the genetic
structure itself—fitness is modeled as changes in free energy utilization rather than

" as gene frequency or number of offspring. Basic growth or production of offspring

(and fitness) of a reproducing lineage as a whole or as an evolving, symbolically
informed economic organization is modeled as free energy flowing into self-construc-
tion and maintenance. On a higher level, however, reproductive cycles and individual
fitness are part of the information-generating process that, if successful, produces
additional growth in the long term. This acquisition of new information through the
process of either innovation or mutation and selection is modeled as a second separ-
ate free energy feedback loop of energy used for information-gathering activities.
Finally, the selection of the information-gathering structure itself is modeled as a
third loop of energy used to test the modifier genes that can change the genetic
structure. This model allows the idea of fitness to apply equally to any informed
self-constructing system, and then gains explanatory power by decomposing this
fitness into the following three categories: 1) energy gains through reproductive fluc-
tuations due to changes in environmental factors; 2) energy gains from the search
for new information; 3) energy gains from the discovery of better ways to search
for and store information.

The structure of living systems is generalized by using a simple abstract represen-
tation of function based on three basic components labeled the engine, constructor,
and the tape (von Neumann, 1966). The engine gathers energy from the environment
for use by itself and the other components. The constructor produces growth by
constructing itself and all other components, and the tape stores all the information
needed to regulate and instruct these activities. Fig. 1 illustrates these components
and the flow of energy among them. '

The large arrow represents all free energy entering the system through the activi-
ties of the engine. The solid arrows indicate the flow of this free energy from the
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Fig. 1. A basic flow chart representation of a self-constructing system. In some subsequent figures the
dashed and dotted flows are not shown, in order to simplify overall flows of energy through the system.

engine to the other components of the system. The dashed arrows show the flow of
energy from the constructor used for maintenance and the construction of additional
components creating growth. Finally, the dotted arrows represent the free energy used
by the tape to supply the information needed to instruct and regulate these activities.

The two feedback loops represent increases in free energy throughput due to
growth and information search. These two feedback loops result from cumulative
effects of overall energy flows generated by the combined processes of the system.
Loop A represents the differential of free energy throughput achieved by the system
as it builds more units and as these come on line and gather more energy for them-
selves, creating a growth feedback. Loop B represents throughput gains achieved by
directing energy into the search for better operative information. This is energy con-
sumed by structure or behaviour associated with information search algorithms
(including mutation and selection) that produce adaptive changes in somatic struc-
ture. This is a more long-term feedback process leading to the expansion and diversi-
fication of the lineage over evolutionary time as new or more efficient ways to gather
and utilize energy are discovered. The information search arrow points to the growth
loop because better information ultimately leads to expansion through enhanced
growth and reproduction. The assumption is that the search for information requires
energy, and there is a trade-off between using this energy to search for better infor-
mation that may result in increased future growth or immediately reproducing more
with existing information.

The growth loop represents the ability of the existing genotype to compete in the
current environment (its fitness) and the information search loop represents the fitness
of the genetic system itself—or its ability to compete in the race to adapt to new
conditions or acquire new information (Holland, 1975; Frank, 1997b).
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These two feedback loops pictured in Fig. 1 illustrate a basic choice confronting
every organization, namely how much to invest in research and development. A
simple analysis of the system (Beach, 1998) shows that the greatest growth in cnergy
utilization would result from directing all energy exclusively into either information
search or growth depending on which path produces the greatest average long-term
payback under current conditions. However, since the growth feedback loop involves
a much shorter time frame, the growth loop might appear to always produce the
highest immediate payback. Even in unfavourable growth conditions, more might
be immediately gained by direct investment in reproduction rather than a search for
a better technology that could only pay off in the future. This dilemma is the familiar
one of when it is prudent to stop working and forego immediate gain in order to
find better ways to work.

* The stochastic nature of both information search and reproduction, and the empha-
sis on loop A fitness (immediate reproductive consequences) in genetics, can obscure
the overall optimal flow of energy into information search. Research may only
occasionally produce a benefit that is then carried on indefinitely into the future
producing a cumulative effect. Reproductive effort may immediately produce more
offspring, but if the environment is near its carrying capacity this may have little
effect on the future. Therefore, optimal flow of energy into research depends on the
average benefit of both failed and successful experiments and also on the present
value of the cumulative total of information gains into the indefinite future.
~ On the other hand, frequency-dependent aspects of fitness (Michod, 1999) can
make rapid expansion the determining factor in permanently establishing one species
and excluding another in a particular location. Continual survival of a lineage in
some form defines the winner in the evolutionary game, but is it sheer numbers
from successful reproduction or is it variability derived from information search that
primarily determines survivability? In fact both factors enhance the other, since larger
populations support much greater variability and variability allows a species to suc-
ceed in a greater range of environments. This might indicate that the best strategy
is indeed to direct energy into either reproduction or information search depending
on which is currently providing the greatest average return. Investment in greater
numbers may always pay the greatest return when an opportunity to expand presents
1tselt But once the limits of growth with existing information is reached, investment
in new information is the best long-term option for continued growth. However the
rigidity and long-term nature of information search may make the redirection of
energy between information search and reproduction based on short-term conditions
impractical in many cases. But still the genetic structure, mutation rate and variability
could be sensitive to the long-term payback of information search and may be selec-
ted for at this level (Frank, 1997b).

The debate over the fitness of sex also hinges on these issues. Biologists have
variously argued that sex is primarily useful for speeding up evolution, eliminating
deleterious mutations, or competing in an arms race with parasites (Kondrashov,
1988; Ridley, 1993), but all these explanations basically involve just the more
efficient generation of useful information. Whatever the reason for the fitness of sex
may be in a particular case, it is fundamentally due to better information search
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algorithms, and involves an expenditure of energy in a trade-off with immediate
reproduction. The relative fitness of sexual versus asexual reproduction for a species
depends on the ecological or environmental factors that determine whether rapid
growth or efficient information search is more important for survival. In cases where
these factors vary greatly, one might expect to find organisms that can switch from
one mode to the other.

So, Fig. 1 illustrates two levels of fitness. The first level is reproduction, and then
a second level operates in a longer time frame and creates growth by searching for
better technology to carry out first-order activities. In Fig. 2, a third-order feedback
is added that represents the free energy throughput differential attributed to energy
used in searches for better technology to carry out second-order activities. The search
for better information search and storage structure has an even longer time frame
(although there must also be immediate payoffs) than the more basic search for
better somatic structure, because this has the most far-reaching and enduring pay-

Loop A Growth
Loop B Information Search
<
<
Constructor Tape
4
Energy
LN
—7
:l, Leaving
T o Engine
Loop C Search for
N Alternative
K Information Storage
Better Information Structure and Regulation

Fig. 2. A system with a third feedback loop (loop C) of energy flow due to fitness gains in the infor-
mation system itself. This loop could flow through the individual tape component, creating greater com-
plexity in the single individual through internal information system improvements. However transitions
are often derived from symbiotic groups, and this requires the development of a new external information
centre for the group and external cooperative flows of loop C energy.




R AL E

PR e % {58 1 Vi ringy o ol o g RTV 6 W 0] ¥
B R B R T R

116 J. Beach / Stud. Hist. Phil. Biol. & Biomed. Sci. 34 (2003) 109-141

~ off potential. This third-order loop includes the search for better coding, storing and

translating structures, and better search algorithms that make the discovery and reten-
tion of more sophisticated information possible. Although they occur only rarely,
these changes can lead to the expansion of life into entirely new kingdoms due to
the creation of a new form of information.

In this simple model the same principles that apply to the first- and second-order
loops apply to the third-order feedback (Beach, 1998). The greatest average long-
term growth is achieved by directing all energy to the loop that has the greatest
average long-term energy feedback under current conditions. When growth opport-
unities exist, these will have the greatest return, but information search for better
ways to grow will pay the best when growth limits are reached. When the limits of
useful diversity within an existing information structure are approached, then the
most will be gained in the long run by searching for a better information system
that can search for and retain otherwise unattainable complex adaptations. Each of
these loops feeds into the next lower-level loop, and in actuality they must all operate
simultaneously because selection functions only in the present. A new loop C higher
capacity information storage structure gains a foothold because of the beneficial loop
B somatic improvements it is able to code for, and in turn these improvements sur-
vive because of the increased loop A growth and reproduction they stimulate. In the
end evolution boils down to loop A reproductive fitness, but this decomposition of

~ the components of both short- and long-term fitness illustrates some of the com-

plexities involved.

Fig. 3 illustrates a process whereby a higher capacity information structure cap-
tures a group of symbiotic entities and integrates them into a new higher-level single
entity. Theoretically, once a higher capacity information structure is developed, a
single organism could expand into a more complex, higher-level being. However,
only the transition to multicellularity has followed this path, and in most cases a
higher level of organization has arisen from a combination of ecologically linked
independent entities with one specializing in the information-storage function. It
appears that this pathway may be a shortcut to complexity that takes advantage of
the specialization and diversity of function that already exists in a community to
create a complex individual out of already partially developed components. In this
scenario, the gains in fitness from added complexity cause selection to create a loop
C feedback out of free energy flowing from symbiotic individuals to the specialized
information-storage individual that tests and develops a more advanced information
structure that can store complex information more efficiently. At the same time,
selection-driven community-level loop B flows of free energy develop the infor-
mation needed to regulate the individuals of the community and convert them into
specialized components that can take advantage of the energy available through
group cooperation (Frank, 1995b). These ongoing gains in fitness from the advan-
tages of added complexity and higher-level cooperation continue to shift energy for
information search to the group level until, eventually, enough group-level infor-
mation is accumulated to operate as a fully integrated higher-level individual.
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Fig. 3. Selected energy flows among a group of specialized symbionts. Flows from the group constructor
or tape to other components are not shown, and also, for simplicity, most flows within the group compo-
nents are not depicted. The group engine, constructor and tape are made up of one or many individuals.
Cooperative effort by these individuals results in loop C energy flows that contribute to the evolutionary
improvement of the group information centre (tape) and feed into group level loop B and A energy flows.

3. Some philosophical considerations

This model is fundamentally different from other models of evolution that focus
on gene frequencies. Population genetics sees living systems as the expression of a
group of genes, and studies evolution from a bottom-up, reductionistic perspective
that makes the survival of these genes the primary focus (Dawkins, 1976). The model
proposed here sees life from a more holistic perspective as entire systems that gather
energy to construct more of themselves. Genes are regarded as a library of stored
information for the system, instead of the system being merely a survival vehicle
for the genes. This makes the search for better genetic information just another func-
tion of the system as a whole and allows this function to be related to flows of
energy and overall survival and diversification (fitness). It is this perspective that
allows us to make the conceptual distinction between a separate growth and repro-
ductive function, an information search and storage function, and a search for better
information searching and storing procedures function. It is the relationships between
these three different avenues for investment of energy and the long-term returns on
investment that shape the long term trends in evolution. Selection is always the
proximate force that guides evolution and reproductive fitness always determines
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what is selected. But certain information represented by loop C traits can have a
much more profound effect on long term success by controlling access to large
classes of lower-level somatic information. So, in a larger sense, it is the flow of
free energy among these three categories of system-wide function that creates the
fitness differences of specific structure. Reproductive fitness locally directs selection,
but these more global considerations have an impact on what is fit in the most gen-
eral sense.

“With fitness based on gene frequency, the emphasis is necessarily on gene-level

selection (Wimsatt, 1980), or, in the case of symbolically stored information, at the

level of individually competing memes (Aunger, 2001). This approach is natural
for multicellular sexual systems which are based on rigid protocols for reshuffling
information at the gene level, but, as is argued later in this discussion, this group
represents a special case for living systems. For the more normal condition of repro-
duction by fission and more haphazard (or sophisticated) information exchange
through a variety. of different methods, it is convenient to identify and delineate a
system through common descent and then measure fitness by changes in the ability
to gather and utilize energy which directly measures an entire system’s ability to
compete (Brandon, 1999). Using the energy utilization of a system as a whole to
measure fitness allows us to delineate any group of integrated components on any
level that is related by descent as the system under study and then to compare its
fitness in a holistic sense with other levels and entities based on different scenarios
of energy-gathering potential (Lewontin, 1970; Hull, 1980; Sober & Lewontin, 1982;
Lloyd, 2000).

Another idea brought forward by the holistic perspective of this model is that
DNA or symbolic coding operates as a way to compactly store unused function.
This information storage function is a fundamental aspect of living systems that is
obscured by the focus on genes as an inheritance system. J. Maynard Smith (2000)
has commented on the prospect of living systems existing without stored information
as if this were possible. But this is unlikely because the essence of a living system
is its ability to call up out of storage the information needed to react to a variety of
environmental conditions. Even the simplest bacterium could not possibly have all
its metabolic pathways operating at once; it must have some sort of life cycle or
resting stage in which some functional structure exists only as inertly coded infor-
mation. Trees must have a seed stage, butterflies cannot be butterfly and caterpillar
at the same time, and the cells of multicellular organizations cannot function as
nerves, muscles and blood cells all at once even though they have the information
to be all of these. The energy efficiency of storing life’s array of function as coded
information rather than as actual structure is so pervasive that it is a necessary and
defining attribute of all living systems. If information was copied from proteins
directly, this would necessitate separate specialized proteins for storing and copying
information as opposed to functioning proteins resulting in the same division of
labour that exists between nucleic acids and proteins.

- Genetic systems transmit information to future generations and mediate the process
of evolution, but they are equally fundamental to life as libraries for an array of

. economically stored function that can be accessed as needed on a day-to-day basis.
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This idea is central to the hypothesis that changes in information structure are the
primary cause of major transitions because it is the enhanced information storage
capability that creates a new universe of functional possibilities that these transitions
feed on. Selection acts on the inheritance function of genetic systems to determine
the specific pathway of a transition, but it is the potential capacity of the information
system as a library of stored function accessible on a day-to-day basis that determines
where the path will lead.

Because it is based on a generalized, fundamental definition of life, this model
has the advantage that it can be used equally well to describe cultural, economic or
biological organizations (Wimsatt, 1999). In fact, it is difficult to discuss living sys-
tems from this perspective without using terminology from both economics and
biology. Some economists (Schumpeter, 1934; Nelson & Winter, 1982; Arthur, 1988;
Aldrich, 1999) have looked at growth and economic change as an evolutionary pro-
cess. Nelson and Winter have identified three levels of growth (productive growth,
information search, and the search for better information search) that are identical
to the ideas used here (Nelson & Winter, 1982, pp. 17-18), and they have used
selection of informational traits of individual businesses as a basis for overall change.
But they have not recognized written information as the equivalent of DNA coding
and the consequent fundamental changes in information structure that have occurred.
If symbolically coded (written) information is recognized as the genetic material of
a new class of economic self-constructing organizations that operate with integrated
biological and technological structure (which is a hypothesis of this paper), then
economics and biology can be merged into different branches of one discipline based
on the same underlying principles. But, due to differences in genetic structures of
economic organizations, it is difficult to measure gene frequencies. In most organic
systems, replication of information follows strict procedures that are closely connec-
ted to reproduction. But economic organizations grow continuously without formal
reproduction, and information search and exchange is carried out in complex pro-
cesses that traditional genetic models are not able to cope with. For this reason
energy consumption is the most convenient measure of fitness for classes of econ-
omic organizations related by descent, and it may be just as fundamental for all
living systems in a philosophical sense. Survival involves the continuing existence
of the entire system and this requires access to adequate energy supplies. Coded
information is the key to instructing these energy-gathering activities, but long-term
survival requires that this information is continually updated or expanded and not
just rigidly replicated. Fitness is the effective discovery, storage and use of infor-
mation, not just the act of copying it.

Traditional evolutionary theory was largely developed through the study of eukary-
otic and multicellular organisms and their Mendelian genetics. The framework of this
study follows from a different perspective; it develops concepts from a fundamental
definition of life based on a von Neumann automaton wedded to a thermodynamic
component. The concepts of information, heredity, variation, selection, and teleology
arise out of the operations and relationships created by this type of system and are
necessary results of continued operations. Other concepts such as the
genotype/phenotype distinction, gene frequencies, or even the idea of the gene itself,
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or of discreet offspring, derive at least some of their significance from the particular
reproductive processes or coding and translating mechanisms used by multicellular
organisms; and are not necessarily so directly connected to a prototypical life form.
When viewed from first principles, free energy flows are the raison d’étre of the
system, and the tape and its information have no special standing or importance
compared to the other components. All parts only have meaning and life when func-
tioning together. For this reason it seems justifiable to use free energy throughput
as a measure of fitness and to compare the fitness of information systems on this
basis. The following sections expand on this line of thought by applying it to past
and current transitions.

4, The first transition

One of the most plausible theories for the origin of life is that evolution began
with the selection of short RNA replicators that also possesed enzymatic activity
(Eigen & Schuster, 1977; Maynard Smith & Szathmary, 1995; Szathmary, 1999).
Then the first major transition would have been from individual RNA replicators to
organizations of ‘ribozymes’ regulated by group information stored in higher-
capacity DNA coding. The following is a mostly speculative scenario of how this
transition could have occurred, one which illustrates our energy feedback model and
the central role of changes in genetic structure in initiating this energy feedback.

Studies have shown that RNA can have enzymatic activity and replicate in an
appropriate environment (Szathmary & Demeter, 1987; Maynard Smith &
Szathmary, 1993, 1995). But to have any significant biochemical effect, these single
enzyme replicators must have formed a network of ecological relationships. How-
ever, since in this situation selection favors individually selfish molecules, these net-
works would fall victim to parasitism by any RNA replicator that used the shared
resources without contributing anything in return (Bresch, Niesert, & Harnasch,
1980). Entire communities of molecular replicators with primary energy gatherers,
grazers, predators, parasites and extensive food chains could have developed, but
even ‘with unlimited time for evolution to reach an optimal level of adaptation, a
biosphere of single enzyme replicators cannot acquire enough information to evolve
beyond a very low level of activity (Maynard Smith & Szathmary, 1995). In other
words, the universe of information for RNA replicators connected to only RNA
function is very limited. The growth and first order information search loop (loop
A and B) can only select among all possible single enzyme replicators and very
quickly reaches the limits of energy-gathering and technological discovery for this
level of organization. This leaves the search for a better information system (creating
a loop C feedback) as the best avenue for expansion, and therefore energy going
into mutations exploring innovations of information structure has the highest average
return on investment or fitness. If a higher-level universe of information exists (a
more sophisticated coding system connected to more potential for technological
variability) and there is a viable pathway to this universe, then selection will follow
a pathway to higher-level organization and a major transition will occur at this point
in evolutionary development.
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The first step in this transition is a change in the information structure that creates
a spatial association of replicators such as an attachment to mineral substrates or
containment within lipid protocells (Michod, 1983; Breden & Wade, 1989; Sober &
Wilson, 1998). These changes could have been genetically mediated by RNA rep-
licators that promoted the construction of lipids, or by mutations that gave RNA
replicators an affinity for naturally occurring lipid membranes or other surfaces
(Maynard Smith & Szathmary, 1995). This change in the spatial association of infor-
mation allows group selection to act to contain parasites and expand cooperative
systems, but as long as there is an significant element of competition within the
group, cooperation cannot evolve further into the near total cooperation between
components of a higher-level individual (Sober & Wilson, 1998).

For further gains to occur, there must be a higher degree of regulation and policing
among members of the group (Ratnieks, 1988) and this requires changes in the infor-
mation structure that create the capacity for more sophisticated information storage
at the group level to instruct this regulating and policing function. Selection of this
linked group-level genome as a unit is the pivotal event that creates a new higher-
level individual (Lewontin, 1970; Hull, 1980; Sober, 1981). The fitness gains that
drive this shift in selection mode are from a new universe of energy-gathering techni-
cal information that can be discovered at this higher level. The enhanced feedback
of group-level loop A and B due to this new universe of potential discovery created
by individual-level loop C innovation irreversibly establishes this higher level of
organization by creating a selective force that continually expands the lineage of
group-level information to create an array of new species. To take advantage of the
opportunity at a higher level, the lower-level individuals become more specialized
(Anderson & McShea, 2001) and individual reproduction of these specialized indi-
viduals becomes regulated in order to produce the right kind of components at the
right time. Individual reproduction is converted to regulated production of parts,
selection shifts almost entirely to the group genome, and the group changes into an
integrated whole evolving at a higher level. The key idea is that loop C flows of
energy into the search for a new linked site for group-level information storage,
driven by fitness gains from the previously inaccessible information available at this
level, are what irreversably shifts selection to the higher level and creates a new,
more complex individual.

Fig. 4 illustrates the feedback of free energy during this process of transition.
Selection creates a loop C energy flow into the search for any individual replicator
that has some attribute that makes it a good site for group information. In a group
of replicators this may have been a more stable individual DNA replicator. Due to
its advantage in information storage capability, selection gradually shifts this function
entirely to DNA. In a concurrent process, this DNA group information centre is
connected to an expanded universe of functional variability, because once DNA
assumed the information storage role for the group, RNA was available to become
the translational connection to protein function and to assume other specialized tasks.
A pathway to this might be imagined in the following way (Szathmary, 1993; Mayn-
ard Smith & Szathmary, 1995): transfer RNA were originally functionally inde-
pendent ribozymes with attached amino acid co-factors. Ribosomal RNA developed
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Fig. 4. A group of individuals (ribozymes in this case) cooperating in a way that creates a higher level
individual. The dashed and dotted flows of energy between components are added back in to show how
overall group flows of energy create a new individual similar to Fig. 1. Individual loop A reproduction
becomes regulated and policed by group information. Individual loop B nearly disappears because strong
group- loop A and B flows shift selection to the group genome. Individual loop C flows are part of an
intricate web of altruistic behavior that supplies energy for integrated group function, including variation
and selection of the group information centre.

to combine- separate transfer RNA and their cofactors into enzyme complexes, but
as the complexes became larger and the protein component became the centre of
function, these protein cofactors split off to function independently, converting RNA
into a translator. This is purely speculative, but the point is that the coordination of
this highly cooperative translation process and the conversion of RNA from infor-
mation storage to translation that opened up life to the tremendous potential varia-
bility of proteins- could never have occurred without the initial conversion of the
information storage system into a higher capacity, linked, group-level DNA structure
with the capacity to contain the coded information needed for this degree of
cooperation and regulation.

This outline of the origin of life using an energy feedback model illustrates the
fundamentally different, more holistic view of living systems with fitness decom-
posed into three levels: Evolution is regarded as the search through a finite infor-
mation space (Dennett, 1995) driven by the feedback of free energy capture that is
the result of technological discovery within the information space. This loop B search
is eventually exhausted, and then the highest feedback gain is through a loop C
search for a better information system that can open up a new group-level loop B
search through an untapped new information space. Selection and individual fitness
make up the search process and are the proximate causes of evolutionary change,
but the overall trends are caused by feedback flows of free energy that are the result
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of the investment returns from information search and the discovery of better infor-
mation systems that have a greater capacity to store information for more complex
technology and organization.

5. The transitions to eukaryotic and multicellular systems

The second and third transitions to eukaryotic cells and to multicellular systems
can be thought of as one continuous transition made possible by the increased
capacity of the eukaryotic information structure. The eukaryotic structure features
multiple linear chromosomes and polyploidy for increased storage capacity (Maynard
Smith & Szathmary, 1995), the process of mitosis to efficiently replicate this larger
body of information, a nuclear structure to manage information-processing, and a
fair meiosis leading to sexual reproduction for an efficient search through this larger
information space. This more sophisticated information structure is what allowed the
original eukaryotic host cell to accumulate and store sufficient information to act as
the group information centre for its bacterial partners converting these symbionts into
regulated, non-competitive mitochondria and plastids. Just as the greater information
capacity of DNA enabled the information storage function to migrate out of RNA
to group DNA storage in protocells, so the higher capacity nuclear system allowed
information to migrate out of the bacterial symbionts and to accumulate as a group-
level genome in eukaryotic cells (Margulis, 1970, 1993; Margulis, Dolan & Chap-
man, 2000). The efficiency and capacity of the nuclear system opened up the
increased energy-gathering potential of group-level systems which created selective
pressure to centralize the reproductive and functional control of members of the
group in the nucleus, creating a higher-level individual (Frank, 1995b, 1996). This
new, more complex individual then became available for further development as a
multicellular system.

The emergence of multicellular individuality is a fascinating contrast to the first
and second transitions which both combined symbionts under a higher capacity
group-level genetic structure. This third transition was built on the expansion of the
internal (eukaryotic) information centre combined with various strategies for elabor-
ation of the individual cell structure. Therefore, in this case, the loop C arrow in
Fig. 2 should point to the internal tape rather than to alternative external information
storage. Since greater complexity was developed from within rather than from a
group of ready-made cooperating symbionts, the engineering problem was then how
to construct multiple specialized components and expand functionality and infor-
mation-processing capacity from the structure of a lone eukaryotic individual.

One answer could have been to greatly expand and diversify the eukaryotic cyto-
plasmic elements and bacterial symbionts. Under this plan, symbionts or other
organelles become the “cells” of multicellular groups, the eukaryotic cell membrane
becomes the outer covering and the nucleus becomes the central information site.
Advanced protozoans, fungi and especially the slime moulds have used this plan
(Luyet, 1940; Martin, 1957), becoming mobile, sometimes macroscopic, “multicellu-
lar”, systems with an outer covering derived from a cell membrane. One drawback
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of this strategy may have been the limitations of a single nucleus as a group infor-
mation centre and its slow chemical communication links with the cytoplasm. Cili-
ates have a special polyploid macronucleus to expand information processing, but
in most groups it seems that multiple nucleii and decentralized control have been
substituted for a central expanded nucleus. However, multiple nucleii in acellular
systems create the same potential for intragenomic conflict and somatic parasitism
as in multicellular groups. For this reason information exchange follows rigid proto-
cols that limit the access of exchanged information to somatic structure and life
cycles include a stage that requires that new systems arise from a single genome
selected at the group level. As in multicellular systems, sex is followed at some
point by a single nucleus stage that ensures high relatedness between all nucleii of
a newly developing individual.

Another option for constructing components and expanding function seems to have
been cloning and then diversifying the single cell, creating true multicellularity. This
option provides a far more complex basic fabric for the development of higher-level
structure. However, the presence of many complete, potentially competitive cells
makes the integration of the higher-level individual problematic (Michod, 1999).
This problem is solved by the existence of a single cell stage somewhere in the life
cycle, making this feature the key to multicellular individuality. This single cell stage
serves the .same purpose as linked DNA storage and translation of all ribozyme
function in primitive cells, namely, to create a single site for the storage and selection
of the master genome of the new higher-level individual. Just as central DNA storage
in primitive cells ensured that ribozyme replication originated from a single non-
competitive template, so the single cell stage of multicellular systems ensures that
all multicellular components are selected as a unit and all component information is
derived from this group-level master genome. The group information is disseminated
from this single source to specialized cells using a combination of mitosis and the
epigenetic, cytoplasmic switching systems which turn on the relevant bits of the
master code for each specialized cell as it develops, mimicking the transcription and
translation of DNA information into functional proteins. At the multicellular level,
specialized cells are the basic functioning component analogous to single cell pro-
teins, but they have their own component-level information centre and it is this cyto-
plasmic switching system that effectively translates relevant bits of the group-level
master code into these operating somatic structures.

It has beéen suggested that the germ line/soma distinction was an important inno-
vation that had the effect of preventing competition between cloned cells (Buss,
1987; Michod, 1999). However plants have no such division, and for them a structure
of cloned cells with a zygote stage seems to be adequate protection against intercellu-
lar conflict (Maynard Smith & Szathmary, 1995, p. 244; Maynard Smith, 2000). The
germ line is a necessary outgrowth of the single cell stage for some groups simply
because undifferentiated cells must be stored somewhere in a convenient way for
use in the future. Plants grow continuously throughout their life cycle; therefore they
have continuously operating stem cells and no need for the storage of dormant germ
line cells. In contrast, most metazoans have a distinct, highly structured construction
phase followed by an operating stage in which totipotent dividing cells are generally
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not needed except for occasional reproductive activities; this creates the need for
specialized storage of a germ line connected to the reproductive organs.

The differences in the occurrence of asexuality in multicellular groups can also
be explained by the differences in their construction strategies.The modular, iterated
design of plants (and colonial invertebrates) lends itself to continuous meristematic
construction that makes asexual reproduction through propagules just a simple exten-
sion of individual growth. Because plants are non-mobile, sexual exchange of infor-
mation is difficult, and therefore one might expect to see the elaboration of growth
through asexuality between episodes of sexual reproduction (Cohen & Zohari, 1986).
On the other hand gaining the advantage of information exchange through sex is easy
for mobile metazoans, but maintaining viability during an extended non-functional
construction stage is a more difficult problem. So, for metazoans with a unitary,
integrated design, when the difficult process of reproduction is attempted one would
always expect the easily gained information-generating advantages of sex to be
included.

But, irrespective of these details of storage and utilization of inherited information,
stem cells, the germ line and a single cell stage are the group information centre for
the multicellular unit because they contain the inertly stored single copy of all group
information that is selected and passed on to the future as a unit. As these totipotent
cells became the group information centre and as they accumulated the information
necessary to regulate the translation of their information to somatic components, the
emergence of multicellular individuality followed the same pattern of free energy
feedback among symbionts that produced integrated DNA-instructed cells. The loop
C traits that enabled the storage and translation of the group-level information of the
zygote into specialized somatic structure opened up the energy-gathering potential of
multicellular complexity and propelled an adaptive radiation of higher-level organi-
zation.

6. The metazoan split personality

The single cell stage (and therefore somatic mortality) is necessary for group coop-
erative function in multicellular systems, but in metazoans this requirement presents
two major engineering challenges. The first is how to manage quickly and efficiently
the construction of a complex multicellular organism from a single cell. New uni-
cellular organisms can be made simply by constructing excess parts inside existing
cells and then dividing these parts among two daughter cells. This simple and logical
method of reproduction is possible because the reproduction of RNA replicators has
been completely replaced by translation of RNA function from the single group
‘external’ (from the ribozyme’s point of view) DNA information centre. In unicellu-
lar eukaryotes, the genes for reproductive control of mitochondria and plastids are
also located in the ‘external’ nucleus (from the point of view of bacterial symbionts)
allowing reproduction by fission because of this centralized group-level control. But
for metazoans the separate ‘external’ germ line (from the point of view of the somatic
cell), which stores the master genome, is isolated from day-to-day operations and
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therefore cannot also serve as the control centre that coordinates function. The group
storage function is separated from the group coordination and control function (the
brain and nervous system), and for this reason the germ line cannot directly transcribe
information for production of specialized organ tissue and centrally direct the
assembly of whole new organisms. Thus the strange metazoan system of repro-
duction and development through interactive signalling between parts (self-
organization) had to be invented (Wolpert, 1991; Lawrence, 1992; Theraulaz & Bon-
abeau, 1995). Often metazoan offspring are constructed internally (as in mammals)
and budded off just as in unicellular reproduction, but because of the separation
between central control and the inheritance of information this internal construction
still cannot be directed centrally. Mammals have the advantage of a controlled factory
environment for constructing offspring, but the construction is still an autonomous
process directed by the parts themselves.

The second engineering problem created by the metazoan strategy of cloning is
also related to the fact that storage of the group genome is separated from central
coordination and control of the group. In unicellular systems group information is
stored in the same structure that coordinates and controls the group, and these two
functions are integrated in the nucleus. In metazoans, however, the nucleus is cloned
along with the rest of the cell, and then specialized to act only as a local information
and control centre for the cellular component. This requires the development of a
brain and nervous system to act as a coordination and control centre for the entire
system; but this physical separation of the storage and inheritance of group infor-
mation (the germ line) from its use by the central coordination centre (the brain)
creates barriers both to the inheritance of information and its direct use for central
coordination and control (Rushton, Fulker, Neale, Nias, & Eysenek, 1986). Infor-
mation encoded in DNA cannot easily be transcribed into complex behavioural
instructions, and phenotypic differences in detailed behaviour due to mental charac-

~ “teristics cannot be reliably correlated with DNA inheritance. Metazoans have been

denied the extraordinary fitness benefits of complex learned behaviour simply
because there is no way to encode this type of information reliably into DNA and
pass it on to future generations. This deficiency in metazoan information structure
set the stage for learning and the cultural inheritance of traits, and this is the reason
that the recent appearance of a truly independent, extra-cellular method for storing
coded information is so significant. Language allows a limited amount of complex
information to be transferred from brain to brain, but it is writing that more funda-
mentally changes the relationships and design potential of living systems by allowing
the absorption of DNA-coded information (and also technological information) into a
combined external central storage and coordination centre with efficient and accurate
replication. Just as DNA absorbed and linked the diverse functions of ribozymes
(and proteins) into a centrally conitrolled higher-level selection unit, so external sym-
bolic coding can coordinate and link the diverse functions of humans (and technology
or any unrelated organic species) into a new selection unit regulated by an integrated
central information storage and processing centre. Incidentally, this also enables the
return of reproduction by the simpler, more efficient method of centrally controlled
construction and division of parts, and eliminates the need for the rigid sexual proto-
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cols for information exchange or the somatic cycle of mortality necessary in multi-
cellular systems.

7. The transition to civilization

The hypothesis of this paper is that advanced civilization is the result of the devel-
opment of new external symbolic information storage structures that serve as the
group information centre for human social organization. Written symbols are the first
new high-fidelity mode for coding information to appear since the switch from RNA
to DNA, and this new information structure makes it possible to regulate multicellu-
lar individuals as non-competitive components of a higher-level unit.

In contrast to earlier genetic modifications, the pathway to this transition is fairly
well-known. The brain developed originally in multicellular systems to process sen-
sory information and co-ordinate activities. But once memory became developed the
brain could also store learned information and transmit small amounts of this infor-
mation from parent to offspring.

In primates, social behaviour and cooperation probably developed in conjunction
with kin selection among bands of related individuals (Sober & Wilson, 1998). Cellu-
lar DNA may have been the best way to lock in cooperative personality traits among
primates, but more detailed technical information about tool-making or specific adap-
tations to a specialized environment are probably much more easily stored in memory
(Boyd & Richerson, 1985). The invention of language vastly increased both learning
capacity and the ability to transmit cultural information to the next generation, and
consequently made the brain into a viable group information centre for group-level
policing and integrated function (Sober & Wilson, 1998; Bingham, 1999). However
language turned out to be only a pivotal stepping stone that supported the develop-
ment of a series of increasingly powerful group information storage structures that
were entirely external, such as writing, paper, the printing press, libraries and modern
information technology. Writing was the first new purely coding structure that
allowed group information to be stored accurately and transmitted independently
from individual DNA and individual selection. Now, the existence of powerful high-
capacity independent group-level inheritance of information is changing the relation-
ships among components of technological societies in the most profound ways.

An external group-level site for information storage is the critical structure that
allows the creation of a higher-level individual. The brain alone cannot serve this
function for a society of multicellular components because there is no way to reliably
replicate the mental make-up of an individual that might serve as the storage site
for group information. Memory is not directly accessible for replication, and trans-
mission through language is plagued by errors, has limited capacity and is influenced
by personality and DNA-controlled mental characteristics. Externally stored sym-
bolic information such as written records or more modern information storage tech-
nologies have none of these drawbacks. Information structures of this type can be
accurately and cheaply replicated, have nearly unlimited capacity, and can be com-
bined into integrated central storage and control centres with sophisticated regulation
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and processing. Memory and language were the bridge that opened the pathway to
higher-level organization, but more modern methods of truly external information
storage such as writing constitute the critical loop C advance that opens the door to
a new world of group-level information storage, variability and selection.

The greater power of symbols to store information is what is propelling the current
transition and opening up a new universe of energy-gathering possibilities. As a

~ comparison to symbolic (written) storage, it is possible to conceive of an enhanced

DNA structure -becoming a central integrated information and coordination center
for a group of multicellular components. Insect societies are mostly just an extension
of multicellular specialization based on de-centralized interactive signalling
(Bourke & Franks, 1995; Bonabeau, Theraulaz, Deneubourg, Aron, & Camazine,
1997), but the queen is already a specialized reproductive and information storing
unit, and this individual could evolve further into a more advanced, fully functional
information: centre. DNA capacity in the queen might expand to program for many
types of workers or other even more specialized structures derived from workers,
and sex with haploid males could be reduced to merely transporting information
between regenerative queens of continuously evolving colonies. Only the pertinent
fragment of DNA would need to be transferred from the queen to each type of
worker, making the queen resemble a nucleus with a single master genome where
information is transcribed for use by the society as a whole. Greater DNA capacity
in the queen and rapid communication links made possible by transmission through
a nervous system could also allow the queen to store regulatory information that
directly controls the activities of the group. At this advanced stage of integration the
colony would begin to again resemble a single cell, with the queen as the advanced
nucleus and the workers making up a “cytoplasm” constructed and operated with
messages sent from the queen’s genome. But this advanced “nuclear” controlled
organization would avoid the limitations of the expanded single cell of the mycota
and protozoa, because “smart” components derived from differentiated workers have
their own local DNA information storage and processing and a nervous system that
can communicate rapidly with the queen. Thus these “single-celled” insect societies
would have a system coordinated by a single “nucleus” with all component infor-
mation translated from a single template, and also have advanced components with
their own local DNA information processing and high-capacity rapid communication
links with the central information centre through the component nervous systems.
These integrated groups could then reproduce through fission and simple replication
of the single combined information storage and control center embodied in the queen.
The limitations of somatic mortality and construction through interactive signalling
alone could be eliminated, and the opportunities of possible shifts away from sexual
recombination towards more efficient information search algorithms could be
explored.

‘Insect societies may be heading in this direction, but the point is that they would
still be limited by a slow and cumbersome chemical coding system that can only be
translated into protein function. The power of symbolic coding comes not only from
the advantages of a structural shift to central integrated inheritance and control, but
also from more energy-efficient information storage, replication and transcription,
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transmission at the speed of light over great distances, and, most importantly, direct
translation mediated by humans into a vast potential of mechanical functionality
never before available to living systems.

The difterences between DNA and symbolic (written) coding are reflected in the
differences between organic and technological organizations. Both types of living
systems have the same functional mechanisms that store, translate and replicate infor-

g mation, gather energy, transport materials, construct new components, sense and
react to environmental conditions, and otherwise carry out all the processes of life.
However, technological organizations operate in a spatial mechanical world that
through humans can utilize nearly any sort of material or process or domesticate any
other existing organic system (including humans themselves). Organic life is chemi-
cal and is restricted to materials that are chemically compatible and also must be
physically connected (at least periodically) to function as a unit. Human organiza-
tions can communicate rapidly over great distances; they therefore can be physically
disconnected and still function as a unit over global distances. Most importantly, the
basic functional unit of cellular life is the versatile but still simple protein molecule,
whereas the functional unit for symbolic systems is the much larger and more com-
plex human being. A comparison can be made with the switch from proteins as the
functional units of prokaryotes to entire cells as functional units for eukaryotes and
muticellular systems. As higher levels are created in any hierarchy, the systems
become much larger and the components and interactions among them become
slower but much more complex (Pattee, 1973). This added complexity can allow
new capabilities and new properties to emerge. Eukaryotic cells are much larger
than prokaryotes, and multicellular organisms are much larger still (Schmidt-Nielsen,
1984). Eukaryotic structure allowed sexual reproduction to emerge, and multicellular
systems gave rise to the brain and consciousness. Symbolically informed systems
can be global in scale, but the most important manifestation of the greater complexity
of these systems may be our emerging, more efficient algorithms that search for new
information. The loop C changes that improve the efficiency of information search
and storage are the pivotal events that create the long-term trends in evolution. Loop
C innovations have given human organizations the ability to acquire and retain new
information at an unprecedented rate (Campbell, 1990), and this advantage is leading
to an equally unprecedented major transition in evolution.

8. What are symbolically informed systems?

Any organized group operating with an even rudimentary symbolically stored body
of rules, policies, or procedures qualifies as a selection vehicle for the evolution of
symbolically informed traits (Hull, 1980). Because of the existence of this inertly
stored, language-based coding, modern organizations have the three generally
accepted characteristics of a Darwinian system: heredity, variability and a competi-
tive struggle to survive (Lewontin, 1970). Many of these systems have continuity
and identifiable lineages that can be traced back for thousands of years, but because
of extensive exchange of information between most groups a strictly phylogenetic
classification of organizations would be difficult.
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DNA code can also be considered symbolic (as is any coded information stored

on the “tape” of a living system) and the use of this word to characterize only

language-based information storage needs to be clarified. The phrase ‘symbolically
informed systems’ is used in this study to refer to organizations that rely on some
form' of inert replicable coding (this could be written documents, microfilm, videot-
ape, digital records or any other type of data storage) to store information that is
translated into function through a language-based input into human consciousness.

P This is in contrast to DNA, which is chemically translated into protein function and

then more or less unconsciously translated into an organism’s actions due to the
operation of proteins.

Several other words are given a specific meaning in this study. ‘Reproduction’
refers to the construction of an entirely new system complete with an engine, tape
and constructor, as opposed to ‘replication’, which is simply copying the tape. “Tran-
scription’ is the process of converting coded information from one code to another
such as from DNA to RNA, while ‘translation’ is the overall process of converting
stored information into active function. With these definitions, we might label print-
ing a copy of a textbook for storage in a university library as replication, while
printing copies of the same textbook for use in a classroom could be labelled as a
transcribing process that is part of a larger mechanism for translating stored infor-
mation into function. All the stored information of various types that trains and
instructs engineers and workers on how to build a power plant (for example), includ-
ing information still only stored in memory and handed down verbally, is the geno-
type, whereas the plant itself, which has local environmental conditions and contin-
gencies factored in, is the phenotype.

McKelvy (1982) has made an extensive but inconclusive effort to develop a tax-
onomy of human organizations. Here, we classify these systems ecologically into a
governmental/territorial class, a functional/mutualistic class, and a predator/parasitic
class. Government systems are characterized by distinct borders that circumscribe a
specific territory where their regulatory regime is enforced. As with all true organiza-

- tions, the rulers and other personnel come and go while the entity remains the same

due to the stability of its stored body of information. Governments have the most
formalized information system of rigidly maintained laws or policies and formal
procedures. for interpreting or adding to the body of law. The genetic system of
most industrialized nations is democracy, which is an elegant set of procedures and
institutions to maximize potentially useful variability within the genome and minim-
ize the invasion of selfish traits (Buchanan, 1954; Boehm, [997). Special interest
groups, government leaders, and voters all can be expected to act selfishly, but in a
well-functioning democracy a complex system of checks and balances, government-
sponsored education, and policing by the media can allow even selfish actors to
produce and maintain a body of law that benefits the entire group. A population
genetics of democracy would need to handle all of these factors, and would be very
different from the traditional formulations developed to handle multicellular search
algorithms. Selection at the group level still determines survival, but a system that
filters mutations for a higher probability of success (as research institutions do for

technological innovation) has-a powerful loop C fitness advantage. Government and
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legal systems are the genetic systems of territorial organizations, but their infor-
mation search algorithms are so much more sophisticated than those of organic gen-
etic systems that they are generally not recognized as serving the same function.

Government organizations evolve in a close symbiotic relationship with the many
economic entities that exist within their borders. Businesses, non-profit organizations,
and religious or social groups all belong to the class of functional/mutualistic Sys-
tems. All produce a product, and all trade with other entities in the environment
for other products, forming a complex ecological web. Some associations between
mutualists are intimate, resembling the association of plant roots and mycorrhizae
(Lewis, 1991) or flowers and their sometimes very specific insect pollinators, and
other relationships are more open market, resembling the food chains of biological
communities.

Government/territorial systems provide a framework in which economic entities
exist, much like a forest canopy creates the environment for the species that live
within it, but just like forest dwellers, business or religious groups can overlap
between different governments and may evolve separately or have different degrees
of co-evolutionary connection to their territorial symbionts (Hannan, Carroll, Dun-
don, & Torres, 1995). Like governments, economic or religious organizations have
a stable and perpetual existence and evolve independently from any particular person
or generation (Haveman, 1993). Their character and stability depend on their Sym-
bolic genome, which evolves in response to the environment in which it exists
(Tucker, Singh, & Meinhard, 1990; Swaminathan, 1996). As with governments, both
religious and business organizations have strict rules for preserving and adapting
their body of inherited information. These structures, along with capital markets,
trade associations, research institutions and government research funding, constitute
the genetic systems of mutualistic organizations and are loop C traits that have
evolved to maximize the fitness of information search and preservation (Simon,
1990).

Predator and parasitic organizations are economic entities that are outside the mut-
ualistic web of product exchanges. Criminal organizations are obvious predators, but
the classification of other associations may be a matter of degree or perspective.
Drug cartels, gambling enterprises, corrupt governments or opportunistic businesses
are all to different degrees parasitic or predatory. These associations are continually
shifting in a co-evolutionary arms race, and, just as in nature, the relationship can
switch back and forth from parasitic to mutualistic depending on virulence or on
spatial and reproductive factors (May & Anderson, 1982; Bremermann & Pickering,
1983; Frank, 1991, 1992; Herre, 1993).

People live and reproduce within these enveloping, symbolically informed organi-
zations. They most often belong to multiple organizations, and they can switch
allegiances at will or they can drop out and survive independently without any sig-
nificant connection to larger groups. Humans still evolve independently, but the infor-
mation they are fed and their productive activities are increasingly specialized and
determined by the needs of group structures. Symbolically coded information is
increasing rapidly while genetic changes are occurring at the usual imperceptible
pace, and this differential discovery rate is the reason why symbolic evolution will
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g - overwhelm organic genetic systems. The sophistication of symbolic systems has
reached at the point where they can absorb and regulate the use of DNA code, turning
organic genetic systems into regulated components of higher-level systems. All these E
events signal a major transition, and this is where the energy feedback model of
change can help to clarify an understanding of trends. Symbolic entities lack repro-
ductive cycles or discrete generations, but still their information search mechanisms
are much more sophisticated than the sexual or recombinational search algorithms
of organic systems. The use of free energy feedback as a more general measure of
fitness and evolutionary change makes the comparison of these disparate types of
organizations possible.

The flow chart representation of the transition from individual RNA replicators
to DNA informed cellular systems (Fig. 4) could just as well describe our own
, transition to industrial organization. The only difference is that the ‘individuals’ lab-
1 eled as ribozymes are human individuals, and, instead of a chemically constituted

cellular group with DNA instructions, we work in consciously formed economic
. groups with symbolically coded instructions. Cellular function operates in a world of
chemical connections and interactions, but, in conirast, humans operate in a spatial
mechanical world where relationships and connections are established in a reality
projected by our consciousness (Hegel, 1807; Parsons & Shils, 1952; Berger & Luck-
mann, 1966; Karniol, 1982; Meyer & Scott, 1983; Frank, 1988; Gibbard, 1990; Bar-
kow, Cosmides, & Tooby, 1992). The information in symbols is translated into
activity in. this spatial mechnical world through the ability of our brain to receive
transcribed information and our body to put it into action. In the same way that DNA
instructions coordinated ribozyme activity in protocells, our new external instructions
increasingly direct our activities into specialized group-level tasks that have no direct

connection to individual survival or reproduction. The difference between being a

hunter-gatherer or even a farmer compared to having a job in an industrialized society
: is profound in an evolutionary sense. This difference marks the boundary between
- S spending our time and energy in the individual pursuit of survival and reproduction
or alternately directing our energies into collective survival using an alternate exter-
nal set of instructions, as illustrated in Fig. 4. In the long run these activities create
a feedback of energy that determines what sort of instructions survive, fundamentally
g altering our mode of existence.

: At the same time, new information on birth control techniques and knowledge of
' genetics and the human genome has profoundly lessened the influence of DNA-
programmed reproductive patterns (Fisher, 1992; Ridley, 1993). We now have much
more conscious control over reproduction, but at the same time our conscious ideas
* about reproduction (and our ability to put them into practice) are shaped by symboli-
cally instructed -culture and education. As would be expected in a major transition,
reproductive competition is being replaced by institutionally controlled reproductive
fairness in industrial societies (Alexander, 1987). Not only is reproduction insti-
tutionalized, but our educational system is able to program the memory of each new
generation, producing engineers, accountants, or whatever other type of specialized
actor is currently needed. What was once individual competition to survive is chang-
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ing into regulated procedures to efficiently produce components to enhance the sur-
vival of the group.

The transfer of the genomes of humans and other species into the group symbolic
genome now allows ‘single cell’ reproduction by centrally coordinated construction
of parts and division into daughter cells. This shift back to central inheritance through
integrated information storage and coordination centres is what makes traditional
fitness formulations based on the sexual exchange of information inapplicable to
symbolic systems. Information exchange and reproduction of symbolic organizations
more closely resembles that of prokaryotes, where lineages are made up of dividing
cells with varying mechanisms for occasional information exchange. As in prokary-
otes, the species concept cannot be as well defined because symbolic organizations
are no longer constrained by the multicellular necessity of reproduction through the
fusion of gametes in a zygote stage (McKelvy, 1982).

These changes are made possible by loop C innovations that improve the infor-
mation structure and feed potential energy gains into loop B information search. In
other words, our new way of storing information connected to human activity opened
up a new universe of technological variability that can be searched through. This
untapped universe of potential information yields extremely high returns on energy
invested in information search because there is no competition in this realm and all
the easily obtained innovations are still waiting to be discovered. This unprecedented
loop B gain feeds into loop A construction and growth, causing the rapid physical
expansion of human organization.

The capabilities of symbolic information structure are still increasing, indicating
that we are still in the earliest stages of this current transition. Our group information
centres are still in the formative stages, and they have just begun the integration of
lower-level units into a new higher-level entity. A reasonable extrapolation of current
trends into the future would create a jump in information capacity that would exceed
the jump from RNA to DNA capacity that made cellular life possible. The world of
unlimited technological variability should more than match the reservoir of protein
variability that DNA tapped, possibly leading to an expansion of symbolically infor-
med systems on a scale similar to the expansion of cellular and multicellular life.

9. Conclusion

Biological literature discussing the evolution of civilization has focused almost
exclusively on the interplay between biological and cultural evolution in populations
of individuals. Culture has been treated as behaviours or ideas that are centred in
the mind and passed directly from one generation to another. Sociobiologists view
culture as a secondary body of individual traits that co-evolve with the DNA genome
but are ultimately held on a leash by DNA-specified human characteristics (Wilson,
1978). Boyd and Richerson (1985) gave cultural evolution a more equal role; they
make culture a separate inheritance system with its own unique properties, but still
do not consider the integrated nature of human organization, technology and group-
level symbolically coded information as a higher-level selection vehicle. The models
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presented by Boyd and Richerson only consider cultural or genetic transmission as
alternate modes of transferring the same traits to the next generation of individuals,
as if the blueprints for an automobile factory or electrical generating plant could
alternately be encoded in DNA. The fact is that the information used to construct
these technological marvels that are the basis for our fitness cannot be primarily
encoded either genetically or culturally in our minds because of both the parasitism
problem and insufficient capacity. This tremendous volume of integrated information

cannot be transferred from parent to child or from peer to peer in a process of

enculturation, as studied in primitive societies. Instead this complex information must
be encoded in specialized inert storage structures (books, microfilm, digital storage,
etc.) that can be accurately and cheaply transcribed at the group level. The infor-
mation is translated into human knowledge and functionality in a regulated and
structured process (institutionalized education) similar to DNA translation that is
itself directed by symbolic coding, and this leaves the primary inheritance function
to the inert, group-level symbolic storage structures. Boyd and Richerson’s models
do not address the fact that symbolic coding has allowed society to move beyond the
limitations of both genetic and cultural evolution to create an entirely new integrated
selection vehicle based on an alternatively coded genome. Civilization is making the
pivotal switch to selection of a linked, group-level genome that creates a new higher-
level individual.

More recently Sober and Wilson (1998) and others have demonstrated the validity
of group selection and shown how cultural mechanisms such as mutual policing can
be a powerful evolutionary force favoring cooperative behaviour. Others (Michod,
1999; Frank, 1998) have investigated specific pathways and mechanisms that can
lead to the selection of DNA traits for co-operative interaction among groups.
Michod (1999) has used the Price equation to model evolution on two levels, but
this model can still only handle the competition between individual- or group-level
genes stored by an individual-level genetic structure. All these studies still see the
evolution of civilization as a bottom-up process in which the primary focus is on
the interaction of individuals or groups of individuals that influence individual gen-
omes. But this bottom-up approach obscures the basic structural changes and the
accompanying free energy feedback fundamentally driving the whole process. None
of these studies have recognized the power and significance of symbolic coding as
a completely separate, higher-level, higher capacity group information centre and
the profound influence of higher-level government and economic entities that use this
symbolically stored information and the expanded access to energy that it provides to
impose order from the top down. The fact is that these business, social, and govern-
ment organizations are the focus of current evolution and are expanding the domi-
nance of symbolic genomes. These entities engage in cutthroat competition for space,
resources, energy and people that determine their survival and results in their selec-
tion and the evolution of their symbolically encoded information. The rapid pace of
discovery in this virgin universe of new energy-gathering possibilities is giving these
higher-level organizations a decisive advantage over DNA-instructed organisms in
the competition for resources.

Bingham (1999) identifies mutual policing (coalitional enforcement) as an
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important step toward a cooperative society, but he attributes the unique human
ability to police a group and the subsequent rise of civilization primarily to the
effective use of weapons for this policing function. However other animal species
have the physical ability to gang up on a single individual to administer punishment;
what they lack is not the means but the instructions on how and when to do it. The
key to coalitional enforcement is a group-level genome that can store and translate
adequate information for this complex task.

Trivers (1971) and others (Alexander, 1987) have looked at reciprocal altruism
as an explanation of human cooperation. But it seems that they have not fully recog-
nized either the pervasive nature of altruism in modern society or the role of higher-
level information in regulating it. In fact, economic systems are an extreme
expression of altruism; they rely on money to keep track of an impossibly intricate
array of interwoven reciprocal exchanges (Mansbridge, 1990). These systems, in
which nearly every participant spends most of his time working at a job that benefits
either the group or other people, resemble most closely the nearly universal altruism
of individual RNA-translated proteins in a cell that function in a network of recipro-
cal efforts to benefit the whole.

Nelson and Winter (1985) and others (McKelvey & Aldrich, 1983; Lambkin &
Day, 1989; Levinthal, 1991; Baum & Singh, 1994; Lomi & Larson, 1998; Aldrich,
1999) have promoted the idea of economic organizations as evolutionary entities.
Their work provides a detailed description of these entities and how they operate
and are selected for. However, as economists, their focus is on developing regulatory
models that maximize output and are for use by the organizations themselves. These
studies are very much operative genes in themselves, causing a confusion over what
is the genotype and what is the expression of genetic coding (Frank, 1993; Sober,
1998). They fail to distinguish clearly between translation and transmission and
between transmission and selection. Consequently they fail to recognize the signifi-
cance of written code (including economic models in books such as theirs) as the
primary site for stored information. As with organic genetic material, written material
is fixed, inert, and relatively permanent. It can be expressed in different ways or not at
all. Because of its unique permanence, however, it is the dominating factor regulating
systems and their evolution over the long term.

Only recently, with the invention of writing and other external coding structures,
have human organizations crossed the line where neither models of sociobiology,
cultural evolution, nor group selection adequately describe our civilization. We have
created new higher-level genetic structures that are themselves the focus of evolution
and that survive and compete with each other, with more primitive human groups,
and with other species by organizing people and technology into higher-level selec-
tion vehicles for their accumulated information. In this new scheme of things we are
no longer independent objects of selection, but rather objects of translated function or
agents of translation of information into technological function in a spatial mechan-
ical world of higher-level organizations. Increasingly, the information in our minds
and DNA is no longer the result of inheritance at all, but rather is translated and
regulated from a higher-level symbolic genome that is itself the focus of evolution-
ary selection.
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A shift in perspective is needed if the biological significance of humans and their
civilization is to be fully understood. It is necessary to move beyond models of group
selection of individual genotypes, and also beyond the restricted view of culture as

~an auxiliary information system promoting the fitness of DNA-instructed systems on

either an individual or group level. The development of writing as an alternative
replicable coding structure and the technology and institutions associated with the
storage and transmission of written knowledge has instead created a high-capacity,
completely independent information centre capable of storing the linked integrated
genomes of higher-level selection vehicles within which we are component parts.
Modern political and economic organizations are fully integrated, wholly constituted

“biological systems operating with their own powerful new information-generating

structures. This requires new genetic models that reflect the sophisticated infor-
mation-gathering activities of modern political, scientific and economic institutions,
and that combine political science, organizational theory, and the philosophy of
science with a primarily biological focus in order to model the very different dynam-
ics of these processes (Popper, 1972; Quinn, 1980; Campbell, 1990; Mowery, 1992;
Black & Boal, 1994; Lynn, Reddy & Aram, 1996). A shift to this perspective could

_ create a new field of biological study with not only broad scientific interest, but also

possibly tremendous practical benefits to the operation of these organizations.

10. In summary

The ability of a system (instructed either by DNA or alternative symbols) to sur-
vive, expand and diversify is most directly due to its ability to gather more energy
and utilize it-to construct more of itself than its competitors. This ability to gather

~ energy depends on the successful search for information on how to construct the most

effectively functioning structure. The success of this information search depends on
several factors, all of which pertain to the information system. These factors include
the effectiveness of the search algorithms, the grouping and transmittal mode of
coding, and the type of coding and the potential variability to which it is connected.
A major realignment of these factors (resulting from a successful loop C investment
into the search for better information structures) that allows a more complex and

- energy-rich technology to be connected to a higher-capacity information system is

what creates a major transition. Understanding of these events is not only a matter
of understanding the details of specific evolutionary pathways, but also involves
understanding these structural changes in organization and information systems that
create new capacities for the evolutionary search for information and energy-gather-
ing ability. Human society has created a much more efficient, higher-capacity infor-
mation system connected to a vast new universe of functional structure that can be

~ organized on a higher level. The advantages of this better information system—

connected to a new range of higher-level variability feeding through to the successful
search for technological information (loop B) and to continued growth and diversifi-
cation (loop A) at a higher level of organization—should lead to a major transition
with ‘a long-term evolutionary impact on a scale similar to or greater than pre-
vious transitions.
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The literature on human evolution has for the most part missed this rather startling
hypothesis by focusing only on specific pathways for individual or group evolution
instead of examining broader trends and more fundamental changes in information
structure. Maynard Smith and Szathmary (1995) made a good start on the analysis
of information structure and major transitions, but they ended their review just before
the current pivotal event, which is the invention of writing as an alternative coding
structure to DNA. Simply put, the invention of writing triggered what is probably
the most significant and far reaching evolutionary event since the appearance of
= DNA. Hopefully this outline will lead to a wider recognition of this event and encour-

age further study of civilization as a major evolutionary transition and alternative
symbolic coding as the new DNA of living systems.
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