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Abstract— There are some who defend a view of vagueness according to which there
are intrinsically vague objects or attributes in reality. Here, in contrast, we defend a view
of vagieness as a semantic property of names and predicates. All entities are crisp, on
this view, but there are, for each vague name, multiple portions of reality that are equally
good candidates for being its referent, and, for each vague predicate, midgpés of
objects that are equally good candidates for being its extension. We provide a new
formulation of these ideas in terms of a theorgraiular partitions. We show that this
theory provides a general framework within which we can understand ldt®me
between vague terms and concepts on the one hand and correlated portions of reality on
the other. We also sketch how it might be possible to formulate within this framework a
theory of vagueness which dispenses with the notion of-waltre gaps ah other
artifacts of more familiar approaches.
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1. Introduction

Consider the proper name ‘Mount Everest'. This refersome mereological whole, a certain
giant formation of rock. A mereological whole is the sum of its parts, and Mount Everest
certainly contains itsummit as part. But it is not so clear which parts along the foothills of
Mount Everest belong to the maain and which to its neighbors. Thus it is not clear which
mereological sum of parts of reality actually constitutes Mount Everest. One option is to hold
that there are multiple candidates, no one of which can claim exclusive rights to serve as the
referent of this name. Each of these many candidates has the summit as part. They differ,
however, regarding which parts are included among the foothills. Consider, analogously, the
predicate ‘is a bald male'. Bill Clinton certainly does not belong to the sgterof this
predicate, and Yul Brunner certainly does. But how about Bruce Willis? It would seem that
there are some candidates for the extension of this predicate in which Bruce Willis is included,
and certain others in which he is not.

Varzi [12] refers to the above agda dicto view of vagueness. It treats vagueness not as a
property of objects but as a semantic property of names and predicates. There are, for each
vague name, multiple portions of reality that are equally good céaedifta being its referent,
and, for each vague predicate, multiple classes of objects that are equally good candidates for
being its extension. There are some, for example[XT¥§ who are happy to include in their
ontology vague objecteind regions and thus defendda re view of vagueness. In a
quantitative formalism this might result in whig] calls fuzzy objects and regions. The
important point is that on thide re view one needs to extend one’s ontology in sualayas
to include new, special sorts of regions and objects, in addition to the crisp objects and regions
one has already recognized. This not only brings added ontological commitments but implies



also that one nedls to investigate the question whether vague locaion (of vague objeds in
vague regions) is or is not the same relation as the more famili ar, crisp location o old.

Given the de dicto point of view there is no reel to extend ou ontology in this way. One
nedls, rather, to reconceptualize the relationships between terms and concepts on the one
hand, and crisp oljeds and locations out there in the world onthe other. Such relationships are
not one-one, but rather one-many, and we can think of their targets, tentatively, as multiple
products of demarcation. Note that this reconceptuali zaion is not intended as an acourt of
what is involved cognitively when we use vague terms or predicates. Normal subjeds in
norma (which means: nonphilosophicd) contexts are not aware of the existence of such
multiple targets. Rather, the simultaneous demarcaion d a multiplicity of crisp referents or
extensions takes place a it were behind the scenes. What we offer here is a propaosa for
deding theoreticdly with the ontology of that particular type of relation which is involved
between a mgnitive subjed and some wrrelated redity when vague terms or predicaes are
used. We ae however able to throw some throw light on the subjed’s cognitive avareness
when using such terms or predicaes. This is becaise the very fad that many of the matters
with which we ded are ones which fall beneah the threshold of concern of the gnitive
subjed isitself something which the gpproac here avanced isabletoiill umi nate. _
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Lhotse Everest

The Himalayas

Figure 1: Left: a partition, with cells Everest, Lhotse and The Himalayas.
Right: A part of the Himalayas seen from space, with Mount Lhotse (left) and
Mount Everest (right).

The de dicto view of vaguenessgoes hand in hand with the doctrine of supervaluationism
[5], [3], which is based onaredefinition d the notion d truth to acammodate the multi pli city
of candidate predsifications asociated with vague names or predicaes. The basic ideais that,
when determining the truth of an assertion containing a vague name or predicate, it is
necessary to take into acourt al its candidate referents or extensions. In order to evaluate
such an assertion semanticdly, we must effedively run through these candidates in successon
and determine, for ead particular choice whether it makes the asertion true or false. An
assrtion such as ‘Yul Brunrer was bald’ is supertrue because it is true for all such choices.
An assrtion such as ‘Bill Clintonisbald’ is superfalse because it isfalse for al such chaoices.

The problems arise in regard to sentences which are indeterminate, in the sense that they
come out true for some choices and false for others. The re of these problems is cgptured in
the so-caled Sorites paradox [6]. Consider Bill Clinton. He is certainly not bald, and losing
one hair will not make him bald. This amsto hdd qute generally: if Clintonis not bald and
he loses one hair, then heis gill not bald. Following this chain of reassoning if we start from a
nonbald Clinton, then Clinton will till not be bald even if he has only 10 tairs left on his
head. Thisis becaise, intuitively, losing one hair does not cause the transition to baldness A
similar chain of reasoning can be mnstructed in the case of Mourt Everest. The summit is part
of the mourtain. If x is a part of amourtain, then every moleaule that is conreded to X is aso
part of the mourtain. Following this chain of reasoning, we end upconcluding that Berlin is
part of Mourt Everest. In this paper we will provide aframework for understanding how such
chains of reasoning are broken in namal contexts of asrtion.

We shall concentrate our attentions in what foll ows on the case of singular reference, i.e.,
reference via names and definite descriptions to concrete portions of redity such as mourtains



and deserts. Thus we leave for another occasion the task of extending the acourt to the cae
of vague predication. We shall concentrate dso onexamples which are primarily spatid. It is,
however, one alvantage of the framework here defended that it can be generalized
automaticaly beyondthe spatial case.

2. Judgments, Supervaluation, and Context

The technique of supervaluation evolved as part of standard model-theoretic semantics. Thus
it has been applied primarily to sentences of artificial languages conceved in context-free
fashion. Asthe aithors of [10] paint out, however, the degree and type of vaguenessby which
the singular terms of natural language ae dfeded varies in significant ways acaording to the
contexts in which such terms are used. They therefore ague that, if the supervaluationistic
method is to be extended to natura language, then it will be necessary to contextualize the
theory by applying semantic evaluations not to sentences but to the judgments which such
sentences express It is, after all, through judgments — sentences as used assertively in spedfic
contexts — that terms are projeded orto redity by the subjeds who make them.

This reagnition d the mntext-dependence of vaguenesshas important consequences. For
while it is easy to concoct examples of sentences neither supertrue nor superfalse when such
sentences are treaed ou of context — much of the philosophicd literature on vaguenessis
devoted to the discusson d examples of this @ort — it is much lesseay to find examples of
such sentences when we @nfine ourselves to assertions which would returaly arise in the
spedfic types of contexts which human beings inhabit. This is for reasons of pragmatics. such
contexts have feaures which make it difficult, if not imposdble, for judgmentsto occur within
them which are marked by indeterminagy.

To get an ideaof what we have in mind consider the sentence

[A] Thisglassisempty,

and contrast the behavior of this entencein two distinct contexts. In the first, Cy, it is used to
expressajudgment by a drunkard in a seedy bar just after taking the last sip of bea from his
glass In the seaond, C,, it is used as the target of a negative judgment by a hygiene inspedor
inspeding the same glass just a few seconds later. We have here two dstinct judgments,
which we can abbreviate loosdly as: J, = (A, C;) and J, = (nat-A, C,). J; is supertrue, sincethe
glass contains, on all predsificaions, nothing left to drink. And J, is supertrue dso: for the
hygiene inspedor sees all the baderia inside the glass and on no pedsification consistent
with what she sees would the sentence[A] be evaluated as true.

Judgments, to reped, are dways made in contexts. Henceto evaluate ajudgment as to its
truth (supertruth) or falsehood (superfalsehood is to evauate that judgment in its context. A
judgment is supertrueif and orly if it istrue under al contextualy appropriate ways of putting
members of the pertinent ‘many’ into the extensions of the rrespondng terms; and
analogoudly for superfalsehood Importantly, however, a sentence may be unjudgeable in a
given context. It then does not even read the point where it can serve & a proper objed of
semantic evaluation.

Can a sentence be judgeale in a cntext and yet still be indeterminate asto its truth-value?
It is this question with which we shall ded in what follows. The nation o ‘context’ is of
course itself notoriously problematic. The primary advantage of the framework here alvanced
is that it enables us to rephrase our question in a way which daes nat rely on the use of this
problematic nation.

3. Granular Partitions

Consider the way in which every use of areferring term and every ad of perception effeds a
partition d redity into a foreground domain, within which the objed of referenceis located,



and a background domain, which comprehends al the entities beyond Our fundamental idea
is that every use of language to make ajudgment similarly brings abou a cetain context-
dependent partition o redity.

Asour attentions hift through time, such partitioning of redity is sibjed to what we might
cdl ontological regrouping, as portions of redity that arein the badkgroundin ore cntext are
moved to the foreground in another. Sometimes our partitioning of redity is subjed to
ontological zooming, which occurs when we move, in relation to the same portion d redity,
between partitions of different granularity. That is, we use acoarse-grained partition in ore
context and afine-grained pertitionin ancther.

Understanding how such regroupng and zooming work can help us, now, to understand
how judging subjeds ded, contextualy, with vagueness Consider again the judgments J =
(A, C) and J, = (nat-A, C,) referred to above. Correspondng to J; and J, are two partitions,
Pt; and Pt,, eat projeding onto the same portion o redty — the glassin front of the drunkard.
Both partitions contain cdls labeled ‘glass and ‘bea’, similar to the cdls in the partition in
the left part of Figure 1. But Pt, has in addition cdlslabeled ‘baderia’, ‘mold’, and ‘chlorine'.
This is what we mean by ontologicd regroupng. Parts or redity in the badkgroundin ore
partition are brought into the foregroundin another. Moreover Pt; and Pt,do nd differ only in
their complement of cdls; they differ aso in the way in which the cdl s they share in common
are projeded orto redity. Here ontologicd zooming occurs. The cdl labeled ‘beg’ in the
drunkard’'s partition pojeds (tries to projed) onto drinkable amourts of bee. The
correspondng cdl in the partition d the hygiene inspedor projeds even orto amourts of bee
that are visible only under amicroscope.

Ontologicd regroupng and zooming operate in such a way as to ensure that both
judgments in their respedive mntexts are supertrue. In the cae of the drunkard, the
granularity of the seleded partition traces over those tiny amourts of bee that could cause
truth-value indeterminagy. In the cae of the hygiene inspedor ontologicd zooming ensures
that these same tiny amourts of bee are recognized and nd tracal over. The third aternative
— in which tiny amourts of bee are remgnized under some but naot other contextually
appropriate ways of putting members of the pertinent ‘many’ into the extensions of the
correspondng term — arises in neither case. For details £e[10].

In some cases our granular partitions do nd merely refled objeds and boundries existing
in the side of the redity towards which our cognitive ads are direced. Rather, they themselves
impose fiat boundaries onto this redity, and they thereby carve out fiat objeds. [2] Granular
partitions are defined as g/stems of cdls, which are to be mnceived as projeding onto redity
in something like the way in which a bank of flashlights projeds onto redity when it carves
out cones of light in the darkness Consider, for example the simple partition o the Himalayas
that is depicted in the left part of Figure 1 above. This partition contains cdl s labeled * Everest’
and ‘Lhotse', together with ore maximal cdl | abeled ‘the Himalayas'. These cdls projed onto
different parts of that portion o redity that is depicted in the right part of Figure 1. They carve
mountains out of a cetain formation d rock. They do nd do this physicdly, but rather by
establishing fiat boundiries in redity, represented by the blad lines in the right part of the
figure. (See[2], [91, [8].)

Whilefiat boundries arein away like the boundries of the light-cone of aflashlight, there
is one important difference, which turns on the fad that we caana diredly seefiat boundxries.
The latter are, rather, analogous to the boundxries of a light-cone that is projeded during
daylight. Because we cannat seefiat boundries, we have to use indired means (for example
maps and compases and complex cdculations) in order to discover where they lie. In some
cases we may have good grounds to believe that we have aossed them. For example asudden
increase in slope may tell us that we have crossed the boundry of Mourt Everest. In some
cases fiat boundries have beaome asociated with suitable bora fide props or suppats, for
example with systems of pegs or fences in redity. Surveying is about establishing relations
between fiat boundries and red, physicd landmarks of these sorts. [7], [1]



The problematic nature of the cases which concern us here, however, liesin the fad that the
fiat boundries do nd exist singly, but rather only as parts of those eitire systems of fiat
boundaries which come to be projeded orto redity as a refledion o the eistence of our
cognitive ads. Let us return to ou partition d the Himalayas. There ae, we can nov say,
multiple equally good ways of projeding the cdl ‘Mourt Everest’ onto the crrespondng
formation d rock. Each is dightly different as regards the locaion d the mourtain boundry
which is projeded among the pertinent foothills. Each projedion targets just one posshle
candidate predsification. Each has, in ather words, an ortologicd correlate that is entirely
crisp. The differences between these predsificaions, however, and the very fad that there ae
such multi ple targets, falsin this context beneah the threshald of the subjed’s concern.

Refleding on such examples reveds ways in which partitions, by means of their cdl
structure and the way these cdls projed onto redity, can stand proxy for contexts in a theory
of judgment designed to take acourt of the mntext-dependence of vagueness The number
and arrangement of cdls within a partition and the ways in which these cdls projed onto
redity serve & formally tradable surrogates for those feaures of contexts which are relevant
to the understanding of vaguenessas a semantic (de dicto) phenomenon

4. A Theory of Granular Partitions: A Brief Outline

To produce an ortologicd theory of granular partitioning will be somewhat tricky. This is
becaiuse the results of partitioning are granular in every case, and this means that they canna
be understood aong any simple mereologicd lines. For if an oljed is included in the
foreground danain of our partition, thisdoes not at all imply that all the parts of thisobjed are
also included therein.

The theory of granular partitions has two parts: (A) atheory of the relations between cdls
and the partitions in which they are housed, and (B) atheory of the relations between cdls and
objedsin redity. (For formal details £e[2].)

Theory (A) studies the properties granular partitions have in virtue of the relations between
and the operations performed uponthe cdls from out of which they are built. All such
partitions involve cdls arranged together in some grid-like structure. This gructureisintrinsic
to the partition itself; that isto say, it is what it is independently of the objeds onto which it
might be projeded. As we shall seethis part of the theory applies equally well to crisp as to
vague partitions.

The cdlsin a partition may be aranged in asimple side-by-side fashion, for examplein our
partition o the Beatles into John, Paul, George and Ringo. Cells may also be nested ore
inside another in the way in which, for example, the spedes crow is nested inside the spedes
bird, which is nested in turn inside the genus vertebrate in standard hiologicd taxonamies.
The posshility of this nesting is one mark of granular partitions as here understood which
distinguishes them from partitions in the more familiar mathematicd sense (partitions
generated by equivaencerelations).

We define the cdl structure, A, of a partition, Pt, as a system of cels, z, z; ..., . We write
Z(z, A) as an abbreviation for ‘z is a cdl in the cdl-structure A’. We write z [, 2, t0
designate this relationship between two cdls z; and z, belonging to the cel structure A when
the first is a subcdl of the seaond (z; Oa 2, then abbreviates: z; is a proper subcdl of z,.) In
the remainder of this paper we omit subscripts wherever no ambiguity will result.

We now impose four axioms (or ‘master condtions’) onall partitions, as foll ows:

MAZL: The subcdl relation O is reflexive, transitive, and antisymmetric.

MAZ2: The cdl structure of apartitionis aways guch that chains of nested cdls are
of finite length.

MAZ3: If two cdls overlap, then oreisasubcdl of the other.
MAA4: Each partition contains a unique maximal cdl.



These mndtions together ensure that ead partition can be represented as a tree (a direced
graph with aroot and nocycles), in which ead nock crrespondsto a cdl of the partition with
which we begin.

The second comporent (Theory B) of the theory of granular partitions arisesin refledion o
the fad that partitions are more than just systems of cdls. They are mnstructed in such away
as to projed upon redity. Intuitively, this projedion corresponds to the way proper names
projed onto or refer to the objeds they denote and to the way our ads of perception are related
to their objeds. (Projedion is close to what philosophers cdl ‘intentionaity’.) When
projedion is successul, then we shall say that the objed targeted by the pertinent cdl is
located in that cdl. We then write ‘P(z, 0)' as an abbreviation for: cdl z is projeded orto
objed o, and ‘L(0, 2)’ as an abbreviation for: objed o is locaed in cdl z. Intuitively, being
located in a cdl islike being ill uminated by a spatlight.

That location is not simply the mnverse of projedion foll ows from the fad that a cél may
projed without there being anything onto which it is projeded (as a spatlight can cast its beam
withou striking any objed). Becaise location is what results when projedion succeels,
locaion presuppases projedion. An oljed is never locaed in a cdl in a partition urlessas a
result of the faa that this cdl has been projeded uponthat objed. This is the first of our
master condti ons for theory (B):

MB1 L(o,2) - P(z, 0).

Partitions are mgnitive atifads. Objeds can come to be located in their cdls only if we
have mnstructed cdls of the gpropriate sort and have targeted them in the right direcion. We
then say that the partition in question is transparent to the crrespondng portion d redity.
We can formulate this condtion d transparency as foll ows:

MB2 P(z,0) - L(o, 2).
In what foll ows we shall assume mndtions MB1 and MB2 as master conditions governing all
partitions. Thus, for the restricted pupases of this paper, MB1 and MB2 coll apse to: L(o, 2)
~ P(z, 0). MB2 serves to guaranteethat objeds are adually locaed at the cdls that projed
onto them. In amore general theory of granular partitions, MB2 will be weégened to all ow for
misprojedion, for example where an oljeda iswrongly named or wrongly classfied.

In order to ensure that projedion and location satisfy the intuitions underlying our spotlight
analogy, we demand further that projedion and locaion ke functiona relations, i.e., that every
cdl projedsonto just one objed and every objedt islocated in just one cdl:

MB3 P(z, 0,) andP(z, 0,) - 0, =0,
MB4 L(o,z)) andL(0,2) - z3=2

For partitions stisfying MB3, ead cdl is projeded orto ore single objed: there is no
overcrowding. For partitions stisfying MB4 oljeds are in every case locaed at single cdls:
thus there is no redundancy (of the sort which would be involved where asingle partition
would contain distinct cdls, for example labeled ‘Mount Everest’ and ‘Chomlungma’, both
projeding onto the same formation o rock). Notice dso that ‘objed’ here is used in a very
wide sense, to include dso scatered mereologicd sums. Thus a partition d the animal
kingdom might involve a cd |abeled cat, which projeds onto that single objed which is the
mereologicd sum of all li ve cds.

We will assume that partitions are complete in the sense that every cdl projeds onto at
least one objed, i.e., that there ae no empty cdls (no cdls projeding outwards into the void):

MB5 Z(z,A) - [o: L(o, 2)
Consequently, projedionisatotal function.

Locdion, however, is typicdly a partial function. This is becaise human beings are not
omnipotent in their partitioning power. In the cntext of this paper we will assume that the
constraints MB1-5 are dways stisfied, i.e., projedion and locaion are dways functional, and
there ae no empty cdls.



Each partition hes a cetain domain, which we can define & that portion d redity uponwhich
its maximal cdl is projeded. By functionality of projedion and location, there can be only one
such oljed. That every partition has a non-empty domain foll ows from MB5.

We now can define agranular partition as atriple Pt = (A, P, L) where (i) A is a system of
cdls such that MA1-4 hdd and (ii) P and L are projedion and location relations which satisfy
MB1-5. Partitions can refled the basic part-whole structure of their domains in virtue of the
faad that the cdls in a partition can themselves gand in the relation d part to whole. This
means that, given the master condtions expressed within the framework of theory (A) above,
partitions have at least the potential to refledt the mereologicd structure of the domain orto
which they are projeded; and in felicitous cases this potentia is redized. (For details ®e

again, [2].)

5. Vague Granular Partitions

The framework presented above can now be used to yield a formal acourt of granularity.
Sinceit isthe granularity of our partitions which all ows questionable partsto be traced over in
our cognitive diredednessto oljeds, and sinceit is this tradng over of questionable parts
which allows reference to be vague, this formal acourt of granularity will help in turn in
formulating a theory of vagueness

If projedion is vague then, to pusue our ealier spatlight analogy, it is not only the cae
that the fiat boundiries carved out by projedions are invisible; it is also as if every spatlight
sends out multiple, slightly distinct, cones of light. Thusit is asif there ae many cone-shaped
portions of redity caved ou by a single (vaguely projeding) spatlight. There ae many
aternative ways in which fiat boundries for Mourt Everest might be caved ou among its
foathill s. Each of these boundries must be such that it encloses the summit. There is then no
faa of the matter that spedfies where the boundiry of Mourt Everest lies. (And this is not
merely an epistemologicd problem. Even an omniscient being would na know where this
boundxry lies, because there is no such boundary.)

Supervaluation theory in its dandard form provides an instrument for the semantic
evaluation of sentences involving vegue terms and predicaes. What we offer here is a
modificaion o this theory designed to take acourt of the different ways in which ou terms
and concepts projed — vaguely or crisply — onto correspondng portions of redity in different
sorts of contexts. We procea by extending the theory of granular partitions in order to take
acournt of vague partitions in a way that is modeled onthe cntextualized supervaluationist
understanding of vaguenessdescribed in [10]. In the aisp case, ead partition is charaderized
by a single projedion relation and a single locdion relation. In order to acommodate the
supervaluation idea we give up the mnstraint that ead partition is asciated with a single
projedior/location relation. Theory (A) is unaffeded by this change, but we will need to
provide modified axioms for theory (B) in such a way that crispnessis included as just one
spedal case.

A vague granular partition PtY = (A, P, L") is a triple such that A is a system of cdls for
which MA1-4 hdd and P" and L" are classes of projedion and locaionrelations satisfying the
condtions st forth below.

Consider a vague partition Pty = (A, P', L") of the Himalayas, with a cel structure A as
shown, again, in the left part of Figure 1. In contrast to a single aisp projedion d the sort
indicaed in the right part of this figure, vague partitions have a multiplicity of candidate
projedions for their cdls, indicaed by boundry regions which can be imagined as cloudy
ovoids around the two mourtains in the right of the figure. The boundries of the adua
candidates onto which the céls ‘Lhotse’ and ‘ Everest’ are projeded under the various P;in PY
are included somewhere within the crrespondng cloud d regions.



The projedion and locéion relations in these dasses form pairs (P, L;), which are such that
eah P, has a mrrespondng unique L; and vice versa, satisfying the following condtions
(wherethe notation ‘(1" abbreviates: ‘there exists one and orly onei’):

MB1Y 0j,0i: Li(o, 2) - Py(z, 0)
MB2" Oi: P(z, 0) - Oj: Lj(0, 2)
In the ntext of this paper MB1Y and MB2" can be simplified as: Dilj: P(z,0) ~ L;(0,2).

We dso demand that all P, and L; are functional, by analogy with their courterparts in the
original theory:

MB3Y Pi(z, 0,) and P(z, 0,) - 0,=0,
MB4Y Lj(o, z) and Lj(0,2) -~ z1=2

We dso demand that cdls projed onto some objed (are non-empty) under every projedion:
MB5" Z(z, A) - 0j [o: Lj(o, 2)

We cdl all partitions Pt = (A, P, L;) with pairs (P, L;) satisfying MB1" -5" crispings of the
vague partition Pt¥. From MBS it foll ows that the domain of ead crisping is nornrempty, i.e.,
0i, [b: o = D(Pt;), and we define the domain of a vague partition as the mereologicd sum of
the domains of all constituent crispings.

Consider a partition with ore or more cdls labeled with vague proper names. Intuitively,
ead pair of projedion and locaion relations (P;, L;) then recognizes exadly one predsified
referent for eadh such cel. The predse candidates caved ou by ead (P, L)) are dl slightly
different. But ead is perfedly crisp, and thus it has al of the properties of crisp partitions
discussed in the previous sdions. This means that even under condtions of vagueness the
principal properties of partitions are preserved. Vaguenessde dicto is cgptured at the partition
level viamultiple ways of projeding crisply.

6 Judgments

A judgment is a pair J = (S, Pt) where Sis a sentence and Pt is a granular partition standing
proxy for the @mntext in which the judgment is made. It will take ustoo far afield to provide a
partition-theoretic acourt of truth for judgments here. It will be sufficient for ill ustrative
purposesto provide examples of truth condtions for sentences of the form ‘aispart of b'.

Given ajudgment J=(S="‘aispart of b’, Pt), the relationship between S and Pt is provided
by a labeling function, which assgns the names of the objeds referred to in Sto cdls of Pt =
(A, P, L). We say that A is alabeling relating the partition Pt to the sentence S if and only if
the following holds: (1) A maps the sentence S as awhoale onto the roat cdl of the partition Pt;
(2) A maps proper names appeaing in Sto cdlsin A in such away that eat cdl getsuniquely
labeled and ead name has a unique crrespondng cdl, (3) the w-domain of A exhausts the
cdl-structure of Pt.

Condtion (1) ensures that the judgment as a whole has a well-defined scope, namely the
domain of Pt. Consider the judgment J; = (S, Pt) = (‘Mourt Everest is part of the Himalayas,
Pt), where Pt is the partition shown in the left part of Figure 1. The sentence S; asawhadle is
mapped by A onto theroat cdl of this partition. Condtion (2) ensures, in conjunction with the
asaumption that there ae no empty cdls (MB5), that ead cdl is uniquely labeled by a name
contained in S. The limitation d partition cdls to the names adualy occurring in the
correspondng judgment corresponds to our discusson o ontologicd regrouping above. The
judgment J; brings into the foregroundMourt Everest, the Himalayas, and the part-of relation
which hdds between them and it forces everything else, including Mourt Lhatse, into the
badkground d our attentions. Condtion (3) ensures that the mrrespondng partition contains
the cdls ‘Everest’ and ‘The Himalayas' but not a cdl labeled ‘Lhotse’. In this snse the
labeling function aways maps onto pertitions that are minimal with resped to the sentence
used in making the cwrrespondng judgment.



We now say that ajudgment of the form ‘aispart of b’ istrue in the context represented by
Pt if and orly if (i) Pt represents a partition o redity in such a way that MA1-4 and MB1-5
hald; (ii) there is a labeling function A satisfying the cndtions edfied above, and (iii) the
cdl labeled ‘a isasubcdl of the cdl |abeled ‘b’ in the partition Pt.

We ca nowv define the nations of supertruth, superfalsehood and indeterminacy for
judgments, J = (S, Pt) with resped to vague partitions Pt¥ = (A, PV, LY). We asume that the
cdl structure A satisfies MA1—4 and that all of its crisp Pt = (A, P, L;) are such that MB1V-
5Y hald. A judgment Jis then supertrue with resped to a vague partition Pt" if and orly if it is
true with resped to all of the aisp partitions Pt = (A, P, L;). A judgment Jis superfalse with
resped to Pt'if and orly if it is true with resped to none of the aisp partitions Pty = (A, P, L)).
It isindeterminate otherwise.

We shoud like to be &le to prove that the indeterminate case caana occur in neturaly
occurring contexts. To provide asketch of such an argument we shall show how a proper
understanding of the context-dependent projedion o fiat boundaries rules out any truth-value
indeterminagy for judgments of the form JV = (‘ais part of b’, Pt¥), where b is the vague
proper name ‘Mourt Everest’.

7. Unity and Vagueness

When reaognizing wholes as aims of parts, we draw uponunity condtions that spedfy what
sums of parts we ae oncened with. In the cae of Mount Everest, the pertinent unity
condition might be formulated, in first approximation, along the following lines:

Ul (1) Thesummit ispart of Mourt Everest. (2) If x isapart of Mourt Everest
andy isconreded to x then y isapart of Mourt Everest.

We can assume for present purpases that clause (1) is unproblematic. Not so for clause (2).
For this clause makes the unity condtion incgpable of determining which oulying portions of
redity are parts of Mourt Everest, and it is becauise of this that paradoxes of the Sorites type
can arise. U1 has the structure of an inductive definition. It spedfies a start condtion and a
condtion on haev to add parts to Mourt Everest, but it does not spedfy where to stop adding
parts. This means that if we take (1) and (2) in U1 as true premises, then you can infer that
portions of redity are parts of Mount Everest that clealy are not.

However we caana simply dismissU1, for clause (2) captures the continuous structure of
the formation d rock to which the cncept mountain applies, that is, it cgptures the fad that
we ca form chains of conreded parts &, &, &, ... , or in aher words that mountains are
never scatered wholes. But what determines the outer limits of such chains of conreaed
parts? Where does the mourtain stop? As will by now be dea, there is no generally
applicable and context-independent stop condtion that can be inferred from a general concept
such as mountain.

Consider now the relationship between the unity condtion U1 and a judgment of the form
J = (‘ais part of Everest’, PtY). The two are related in the following sense: U1 governs the
way in which PtY projeds onto redity in the sense that the cél ‘Everest’ must projed onto a
topdogicdly conneded whole which contains the summit. On the other hand judgment J, in
its context Pt places limits on the range of admissble predsificaions in the way in which it
projeds bourdaries onto redity. These limits are of such a sort that they serve to bred the
unlimited chains of conneded parts and thus remove the asciated Sorites problem. However,
these limits are subjed to vaguenessthemselves, and it is this which threaens the possbility
of truth-value indeterminacy. Our task will be to show how this passbility is prevented from
becoming adual by the sorts of partitions adually used in netural contexts, and thus to show
that even judgments in which vague terms are used have determinate truth-values.

To this end, we neal to dscuss the range of relevant kinds of contexts. Two cases in
particular are of importance distinguished by the kinds of boundaries that can provide stop
condtions for the unity condtion U1 introduced above:



I:  Contextsin which ou use of the mrrespondng term brings asingle aisp
boundary into existence

Il Contextsin which ou use of the mrrespondng term brings a vague boundary
(i.e., amultiplicity of crisp boundry candidates) into existence

I: The single (crisp) boundary case Contexts of the first type ae ill ustrated by those cases
where we ourselves have the authority (the partitioning power) to bring a predse boundry
into existence For example suppcse that you have been delegated by some mpetent
government agency to establish the boundiries of Mournt Everest for purposes of regulating
the adivities of climbers. Y our partition—we carimaginethat it is st forth in some document
D — would then come very close to being fully crisp, i.e. only one single projedion relation
would be involved, and the boundry of Mount Everest would then in relevant contexts
coincide with the boundxry imposed by you. This has the mnsequence that, in the given
contexts, the incomplete unity condtion that comes with the underlying general concept is
completed contextually, as foll ows:

U2 (1) Thesummit ispart of Mourt Everest. (2') x is part of Mourt Everest if and
only if: (i) thereis osmey which is part of Mount Everest and x is conreded to
y and (i) x is part of the projedion d the cdl ‘Everest’ in the partition
determined by the document D.
U2 has the alvantage of blocking the unlimited transitivity of our origina condtion UL.
Moreover U2 still enforces the continuity of parts of the mourtain in the spirit of U1.

I1: The multiple (vague) boundary case Contexts where we ourselves have the aithority and
the need to bring a predse boundxry into existence ae very rare. On the other hand, however,
there is in most contexts no real for the high degree of predsion which such contexts
represent. In most contexts, that is to say, the creaed boundry is just precise enough, it is
predse only to the degreeto which it matters where it lies. In most cases, therefore, it will
manifest a catain degree of vagueness and the adual degreeof vagueness (or the degree of
predsion) will depend onthe mntext. Where vagueness is involved indeterminate cases
threden to arise. To this end we must show, following [10], that in naturaly occurring
contexts where boundxries are just precise enough, sentences which would have indeterminate
truth-values are unjudgeeble.

In instructing your staff to set up the tables in your restaurant ead evening you establish
where the line between smoking and norsmoking zones is to be drawn by using a sentence
like:

[B] Theboundry of the smoking zone goes here,

whil e pointing with your finger in such away to hised the restaurant floor. Y ou thereby also
indicae on which tables the ashtrays are to be placed. You spedfy vaguely where the
boundxry lies. This means that with your vague gesture you kring a whole multitude of equally
good boundry-candidates into existence

The question then arises whether a judgment of the form J = (‘This table is part of the
smoking zone', PtY) can be such as to have an indeterminate truth-value. Our concept of a
smoking zone is, after al, one of a non-scatered whole with boundries which are often na
predsely defined by sharp lines, fences, or walls. Inspedion reveds however that this apparent
vagueness of the boundry-spedfication daes not affed the determinacy of the judgments
restaurant staff or customers might adually make. Whether an ashtray is or is nat placed ona
tableis, after al, a ompletely determinate matter.

8. Degrees of Vagueness and Crispness

In ou discusson o unity conditions we have seen that the appropriate degree of vaguenessor
crispnessis criticd for avoiding truth-value indeterminagy. In this sdion we discussa range
of examples which further strengthen this paint.



Imagine two neighbaring courtries, one with the deah penalty and the other without. Even
if the border between the two courtriesisfiat in nature (howall, no fence), still, if you murder
somebody on ore side of the border you will beliableto de, andif you commit your crime on
the other side of the border you will be liable to go to jall. Here it does not seem that
indeterminacy can arise. This will hold even if you commit the aime while your body spans
the border of the two courtries (a one-dimensiona fiat spatial entity whose locaion can
nowadays be determined with considerable acaracy). Thisis because, sincethisis the sort of
case where your exad location relative to the boundry matters to the proceedings of the
courts, these @urts will themselves have developed mechanisms to remove indeterminacy by
fiat from its judgments, in light of the fad that the same person canna both be hanged, and nd
hanged, for the same aime.

Imagine that you are wandering aaoss the desert somewhere in the borderlands between
Libya and Egypt pointing towards a grain of sand onthe ground and that you pronource the
sentence

[C] Thisgrain of sand belongs to Egypt.

No correspondng judgment will have been made, acording to the view we ae here
defending. This is the cae not because the spedficaion o the boundry between Libya and
Egypt is vague. Rather, it is becaise speeker and audience would na take the given sentence
seriously as expressng ajudgment.

If, on the other hand, the need to determine the ownership of every grain of sand were to
arise (for example because sand hes become more valuable than gold), then means would be
devised to determine the truth-value of correspondng judgments in such a way that we could
a least in principle determine unequivocdly, for ead given grain of sand, whether it belongs
to Libya or to Egypt. For so long as thisis nat the cae, however, thereis noway to determine
the truth-value of ajudgment like [C]. Consequently, too, any attempt to make ajudgment of
thiskind must fail on pragmatic grouncks.

Imagine that you are with a party of climbers ©mewhere in the foothills of Mourtain
Everest and that one of your number, pointing to some imaginary line on the ground uses the
sentence

[D] Thisisthe boundry of Mourt Everest

in order to make ajudgment. We ague that in the given context (a @ntext in which it is
obvious to al parties that there is no law or treay which establishes where, in or aroundits
foathill s, the boundry of the mourtain lies) someone using [D] would na succeel in making
ajudgment. Rather, he would be seen as making some sort of joke. Thisis becaise ajudgment
J= (D, Pt) of this form would invoke acrisp partition Pt = (A, P, L), and it is pragmaticdly
impasdble to invoke aisp pertitions in contexts where both speser and audience know that
vague partiti ons are the best that can be adieved. Correspondng attempts to make judgments
will not be taken serioudly.

It is, though, posdble to concdve of contexts in which it is necessry to refer to the
boundxry of Mourt Everest no matter how vague it might be. Suppcse you make ajudgment
of the form:

[E] Wewill crossthe boundary of Mount Everest within the next hour.

The almisdble candidate boundiries for Mourt Everest are hereby delimited as falli ng within
a cetain range, projeded ou onto the path ahead and determined as a function o travel time
(@l under the ssumption that the judgment in questionistrue).

In this case you do no care where predsely the border is crossed becaise you are avare
that you yourself are in a sense aeding this border. The judgment concerns the approximate
locaion d the boundxry: that it is such that it can be @ossed within the next hour. It is then
eay to see how it might be dther supertrue or superfase. It is supertrue if, after a few
minutes, you embark on a stee rise, which continues uninterrupted urtil you read the
summit. It is superfalse if you dscover (or could discover), two hous after making your
judgment, that you were over-optimistic: a new, wide valley suddenly appeas between you



and the mourtain. The qucia questionis: under what condtions might the given judgment be
indeterminate in truth-value? Bea in mind that there is here no crisply pre-established
boundary; it is you the judger who determines — roughly — where the boundary lies. Can you
determine that the boundxry will be located in such a way as to dised the family of
admisgble predsificaions asociated with the judgment you expressby [E] into two digoint
sub-famili es? We think naot. There is here only just enough precision. The necessary degreeof
predsionto giverise to indeterminacy is again not avail able.

9. Conclusions

In this paper we proposed an applicaion d the theory of granular partitions to the
phenomenon d vagueness e as a semantic property of names and predicaes. We agued
that it is insufficient to consider vague names and predicates as these occur in sentences
considered in abstradion. Rather, it is necessary to consider vague names and predicates in
judgments as these occur in natural contexts. This move then helps to resolve some of the
problems in the semantic treament of vagueness We have sketched an argument to the dfed
that judgments made in natural contexts, even judgments involving vague terms, are not
marked by truth-value indeterminacy. The agument shoud be cnceved as a chall enge to the
reader to provide murterexamplesto thisclaim.
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