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1. Introduction

The study of interval-based temporal logics on linearly ordered domains is an emerging research area of increasing
importance in computer science and artificial intelligence. A recent survey of the main developments, results, and open
problems in this area can be found in [11]. The main systems of propositional interval temporal logics studied so far include
Moszkowski’s Propositional Interval Logic (PITL) [22], Halpern and Shoham’s modal logic of time intervals (HS) [15], and
Venema’s CDT logic [27] (extended to branching time frames with linear intervals in [12]). Important fragments of HS
studied in more detail include the logic of begins/ends (BE) [18], the logics of temporal neighborhood [5,7,10], and the
logics of subinterval structures [2,3]. Unfortunately, even when restricted to the case of propositional languages and linear
time, interval logics are usually undecidable. In particular, PITL was proved to be undecidable on the classes of discrete and
finite frames in [22]; undecidability on dense linearly ordered sets was proved by Lodaya in [18]. Likewise, the logic HS
(and therefore CDT) was shown to be (often highly) undecidable in most natural classes of frames in [15]. That result was
sharpened by Lodaya in [18], where the undecidability of BE on dense orderings was proved (as noted in [11], this result
carries over to the class of all linearly ordered sets).

Decidability results for interval logics are scarce. Moreover, most of them are obtained by imposing suitable restrictions
on the semantics, such as the projection principles of locality and homogeneity [15,22], or on the family of intervals available
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in the model, as in the case of ‘split structures’ [20]. So far, very few unrestricted decidability results for fragments of HS are
known, which are based on tableau methods, e.g., the NEXPTIME decision procedure for the future fragment of neighborhood
logic interpreted on N [4,7], later extended to the class of all linear orderings [6] and to full neighborhood logic over Z [5],
and the PSPACE decision procedures for the logics of strict and proper subinterval structures over dense linear orderings
[2,3].

In this paper, we address expressiveness and decidability issues for propositional neighborhood logics (PNL). These are
fragments of HS which feature the modalities corresponding to the relations of right-adjacent and left-adjacent intervals (in
terms of Allen’s relations, meets/met by), and (possibly) the modal constant 7z, which is true precisely on point intervals
(intervals with coinciding endpoints). We focus our attention on three variants of PNL, namely, PNL™, based on strict
semantics which excludes point intervals, PNLT, based on non-strict semantics which includes point intervals, and PNL**,
which extends PNLT with 7. Besides the above-mentioned decidability results for N and Z, a number of representation
theorems and sound and complete axiomatic systems for various classes of linear orderings, as well as a tableau-based
semi-decision procedure, have been obtained for PNL [10].

The main results given in the present paper are:

(1) NEXPTIME-complete decidability of the satisfiability problem for PNL** on some important classes of linear orderings.
This result hinges upon the decidability of the satisfiability problem for the two-variable fragment of first-order logic
FO?[ <] for binary relational structures over ordered domains, due to Otto [23]. Thus, while the main technical work
behind this result has already been done elsewhere, we emphasize here its conceptual importance, being the first
decidable general case of natural and expressive interval languages interpreted in genuine, unrestricted interval-based
semantics.

(2) Expressive completeness of PNL™+ with respect to FO?[ <], by means of a suitable faithful translation of the latter into
the former. This result is in the spirit of the seminal Kamp’s theorem [17]. Kamp proved the functional completeness
of the Since (S) and Until (U) temporal logic with respect to first-order definable connectives on Dedekind complete
linear orderings. This result has been later re-proved and generalized in several ways (see [9,16]). In particular, Stavi
extended Kamp'’s result to the class of all linear orderings by adding the binary operators S’ and U’ (see [9] for details),
while Etessami et al. [8] proved the functional completeness of the linear-time temporal logic with future and past
operators F, P with respect to the two-variable, unary-predicate fragment of first-order logic over N. Finally, Venema
proved the expressive completeness of CDT with respect to the three-variable fragment of first-order logic with at most
two free variables FOiy[<] on the class of all linear orderings [27]. These expressive completeness results are important
from both perspectives: for propositional interval logics and for bounded-variable fragments of first-order logic for
relational structures over ordered domains, as they open the perspective for cross-pollination of these fields, especially
with regards to decision procedures.

Undecidability of a number of extensions of PNL™ ™ with various additional interval modalities from the HS repertoire.

The technique used to obtain these results is a non-trivial reduction from the (undecidable) tiling problem for an octant

of the integer plane. That technique is quite versatile and can be applied to a variety of extensions of PNL™* (in fact,

there exist a few extensions, such as those involving the modalities for the Allen’s relations begins/begun-by, for which
the decidability of the satisfiability problem is still an open problem).

—~
w
~

The rest of the paper is organized as follows. We start with some preliminaries in Section 2. In Section 3 we compare the
expressive power of PNL™, PNL*, and PNL™*. We show that PNL™ ™ is strictly more expressive than PNL* and PNL™, while
the latter two are incomparable in terms of expressiveness. Then, in Section 4 we prove the decidability of the satisfiability
problem for PNL™* on the classes of all linear orderings, all well orders, all finite linear orderings, and N by a reduction to
Otto’s results. Next, in Section 5 we provide a translation of FO?[<] into PNL™ ™, thus proving expressive completeness of
the latter with respect to the former on the class of all linear orderings, and in Section 6 we show that PNL™ " is a maximal
fragment of HS that translates into FO?[<]. In Section 7, we establish undecidability of various extensions of PNL** with
additional interval modalities. The paper ends with concluding remarks and open questions.

2. Preliminaries

2.1. Syntax and semantics of propositional neighborhood logics

We will distinguish three variants of propositional neighborhood logics. The language of full Propositional Neighborhood
Logic (PNL™ ™) consists of a set 44 of atomic propositions (or propositional variables), the propositional connectives —, Vv,
the modal constant 7, and the modal operators ¢, and ¢;. The other propositional connectives, as well as the logical constants
T (true) and L (false), and the dual modal operators O, and O, are defined as usual. The formulas of PNL* ¥, typically denoted
by ¢, ¥, ..., are recursively defined as follows:

pu=pl—-pleVelx |l dp.

Removing the modal constant 7 from PNL” " yields the language of Non-strict Propositional Neighborhood Logic (PNL"), while
the language of Strict Propositional Neighborhood Logic (PNL™) is obtained from that of PNL* by replacing the modalities ¢,
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and ¢; with the modalities (A) and (A) (with dual modalities [A] and [A]), respectively.! We will use PNL to refer collectively
to PNL™*, PNL*, and PNL™.

Propositional neighborhood logics are interpreted in interval structures on linear orderings, which are defined as follows.
LetD = (D, <) be alinearly ordered set. An interval in D is an ordered pair [a, b], wherea, b € Dand a < b. Aninterval [a, b]
isastrictintervalifa < b, whileitis a pointintervalifa = b. We denote the set of all (resp., strict) intervals in D by I(D)* (resp.,
I(D) ™). The semantics of PNL**/PNL* is given in terms of non-strict interval models (I(D)*, V), while that of PNL™ is given
in terms of strict interval models (I(D)~, V). The valuation function V : AP > 2'®7 (resp. V : AP > 21®7 ) assigns to
every propositional variable p the set of all (resp., strict) intervals V (p) on which p holds. To explicitly distinguish valuations
in non-strict and strict models, we will write V* and V ~, respectively; likewise, we will write I(D) for either of I(D)" and
I(D)~ and will denote non-strict and strict models respectively by M+ and M—, while using M to denote either type.

The truth relation of a formula of PNL at a given interval in a model M is defined by structural induction on formulas:

M, [a, b] IF piff[a, b] € V(p), forallp € AP;

M, [a, b] IF = iff it is not the case that M, [a, b] IF ¢;

M, [a, b] IF ¢ VvV ¢ iff M, [a, b] IF ¢ or M, [a, b] I+ ¢;

M, [a, b] IF O,y (resp., (A)yr) iff there exists ¢ such that ¢ > b (resp.,c > b)and M, [b, c] I+ ¢;

M, [a, b] I+ O (resp., (A)vr) iff there exists ¢ such that ¢ < a (resp., ¢ < a)and M, [c, a] I+ ¥;
M*, [a, b] I+ 7 iffa = b.

A PNL-formula is satisfiable if it is true on some interval in some interval model for the respective language and it is valid
if it is true on every interval in every interval model. It is worth noting that valuation sets represent binary relations and thus
validity of a PNL-formula is not a monadic second-order property but a dyadic one.

As shown in [10], PNL can express meaningful temporal properties, e.g., constraints on the structure of the underlying
linear ordering. In particular, in PNL™™ and PNL™ one can express the difference operator and thus simulate nominals.

2.2. The two-variable fragment of first-order logic

Let us denote by FO? (resp., FO?[=]) the fragment of a generic first-order language (resp., first-order language with
equality) whose formulas contain only two fixed distinct variables. We denote formulas from these languages by «, g, . . ..
For example, the formula Vx(P(x) — Vy3xQ (x, y)) belongs to FO?, while the formula Vx(P(x) — Vy3z(Q(z,y) A Q(z, X)))
does not. We focus our attention on the language FO?[<] over a purely relational vocabulary {=, <, P, Q, ...} including
equality and a distinguished binary relation < interpreted as a linear ordering (in fact, = can be defined in terms of <).
Since atoms in the two-variable fragment can involve at most two distinct variables, we may further assume without loss
of generality that the arity of every relation is exactly 2.

Let x and y be the two variables of the language. Formulas of FO?[<] can be defined recursively as follows:

oai=Ag | A | ~a|aV B | Ixx | ya
Apn=x=x|x=yly=x|y=ylx<yly<x
A =P, %) | P(x,y) | P, %) | Py, y),

where A; deals with (uninterpreted) binary predicates. For technical convenience, we assume that both variables x and y
occur as (possibly vacuous) free variables in every formula o € FO*[<], that is, @ = a(x, ¥).

Formulas of FO?[ <] are interpreted in relational models of the form 4 = (D, V,;), where D = (D, <) is a linear ordering
and V4 is a valuation function that assigns to every binary relation P a subset of D x D. When we evaluate a formula «(x, y)
on a pair of elements a, b, we write a(a, b) for «[x := a, y := b].

The satisfiability problem for FO? without equality was proved decidable by Scott [24] by using a satisfiability preserving
reduction of any FO?-formula to a formula of the form VxVyy, A /\:-“:1 Vx3yy;, which belongs to Godel’s prefix-defined
decidable class of first-order formulas [1]. Later, Mortimer extended this result by including equality in the language [21].
More recently, Gradel, Kolaitis, and Vardi improved Mortimer’s result by lowering the complexity bound [14]. Finally, by
building on techniques from [14] and performing an in-depth analysis of the basic 1-types and 2-types in FO*[<]-models,
Otto proved the decidability of FO?[ <] over the class of all linear orderings, as well as over some natural subclasses of it [23].

Theorem 1 ([23]). The satisfiability problem for FO*[<] is decidable in NEXPTIME for each of the classes of structures where <
is interpreted as:

(i) any linear ordering,

(ii) any well ordering,

(iii) any finite linear ordering,

(iv) the linear ordering on natural numbers.

T we adopt different notation for the modalities of PNL™*/PNL* and PNL™ to reflect their historical links and to make it easier to distinguish between
the non-strict and strict semantics from the syntax.
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2.3. Comparing the expressive power of interval logics

There are various ways to compare the expressive power of different modal languages and logics. For instance, they can
be compared with respect to frame validity, that is, with respect to the properties of frames that they can express. (Such a
comparison for PNL can be found in [10].) Here we compare the considered logics with respect to expressing properties of
a given interval in a model. We distinguish three different cases: the case in which we compare two interval logics on the
same class of models, e.g., PNL™* and PNL", the case in which we compare strict and non-strict interval logics, e.g., PNL™
and PNL™*, and the case in which we compare an interval logic with a first-order logic, e.g., PNL"* and FO?[<].

Given two interval logics L and L’ interpreted in the same class of models €, we say that L' is at least as expressive as L
(with respect to @), denoted by L < L' (€ is omitted if clear from the context), if there exists an effective translation t
from L to L’ (inductively defined on the structure of formulas) such that for every model M in €, any interval [a, b] in M, and
any formula ¢ of L, we have M, [a, b] I+ ¢ iff M, [a, b] I 7(p). Furthermore, we say that L is as expressive as L', denoted by
L=¢ L, ifbothL < L' and L <e L, while we say that L is strictly more expressive than L', denoted by L <¢ L, if L <¢ Land

L £c L.
When comparing an interval logic L™ interpreted in strict interval models with an interval logic L™ interpreted in non-
strict ones, we need to slightly revise the above definitions. Given a strict interval model M~ = (I(D)~, V), we say that

a non-strict interval model M™ = (I(D)*, V™) is a non-strict extension of M~ (and that M~ is the strict restriction of M™)
if V= and V7 agree on the valuation of strict intervals, that is, if for every strict interval [a, b] € I(D)~ and propositional
variable p € A%, [a, b] € V™ (p) ifand onlyif [a, b] € V*(p). We say that L is at least as expressive as L™, and we denote it by
L~ <; LT, if there exists an effective translation z from L™ to L* such that for any strict interval model M, any interval [a, b]
in M~, and any formula ¢ of L=, M~ [a, b] I+ ¢ iff M™, [a, b] I T (p) for every non-strict extension M+ of M. Conversely,
we say that L™ is at least as expressive as L™, and we denote it by L™ <; L™, if there exists an effective translation 7’ from L*
to L™ such that for any non-strict interval model M, any strict interval [a, b] in M™, and any formula ¢ of L™, M™, [a, b] I ¢
iff M—, [a, b] I+ T/(¢), where M~ is the strict restriction of M™. L™ =; LT,L™ <; L*,and LT <; L™ are defined in the usual
way.

Finally, we compare interval logics with first-order logics interpreted in relational models. In this case, the above criteria
are no longer adequate, since we need to compare logics which are interpreted in different types of models (interval models
and relational models). We deal with this complication by following the approach outlined by Venema in [27]: we first
define suitable model transformations (from interval models to relational models and vice versa) and then we compare the
expressiveness of interval and first-order logics modulo these transformations.

To define the mapping from interval models to relational models, we associate a binary relation P with every
propositional variable p € A% of the considered interval logic [27].

Definition 2. Given an interval model M = (I(D), V), the corresponding relational model n(M) is a pair (D, V,,a)), where
forallp € AP, V,any(P) = {(a,b) € D x D : [a, b] € Vu(p)}.

Note that the relational models above can be viewed as ‘point’ models for modal logics on D? and the above
transformation as a mapping of propositional variables of the interval logic, interpreted in I(D), into propositional variables
of the target logic, interpreted in D? [25,26].

To define the mapping from relational models to interval ones, we have to solve a technical problem: the truth of formulas
in interval models is evaluated only on ordered pairs [a, b], with a < b, while in relational models there is not such a
constraint. To deal with this problem, we associate two propositional variables p= and p= of the interval logic with every
binary relation P.

Definition 3. Given a relational model 4 = (D, V,), the corresponding non-strict interval model ¢ () is a pair (I(D) ™,
V¢ (4)) such that for any binary relation P and any interval [a, b], [a, b] € V,(4)(p=) iff (a, b) € V,(P) and [a, b] € V;(4,(p7)
iff (b, a) € V4(P).

Given an interval logic L; and a first-order logic Lro, we say that Lg is at least as expressive as L;, denoted by L; <y Lgo, if
there exists an effective translation t from L; to Lg such that for any interval model M, any interval [a, b], and any formula
¢ of L;, M, [a, b] I ¢ iff (M) = t(¢)(a, b). Conversely, we say that L; is at least as expressive as Lgg, denote by Lrg < L, if
there exists an effective translation 7’ from Lry to L; such that for any relational model +, any pair (a, b) of elements, and
any formula ¢ of Lrg, A = @(a, b) iff £ (A), [a, b] I+ T/(¢) ifa < bor £(A), [b, a] I T/(¢) otherwise. We say that L, is as
expressive as Lrg, denoted by L; =g Lo, if L <g Lro and Lrg <g L;. Lj <g Lro and Lgg <y L; are defined in the usual way.

3. Comparing the expressiveness of PNL™*, PNL*, and PNL™

In this section we compare the relative expressive power of PNL™ ™, PNL*, and PNL™. We will prove that both PNL™ and
PNL™ are strictly less expressive than PNL**, while neither PNL* <; PNL™ nor PNL™ <; PNL™.

In order to compare the expressive power of PNL™* and PNL™, we use bisimulation games [13]. More precisely, we
apply a simple game-theoretic argument to exhibit two models that can be distinguished by a PNL™ *-formula, but not by
a PNL*-formula. To this end, we define the notion of a k-round PNL*-bisimulation game to be played by two players, Player



D. Bresolin et al. / Annals of Pure and Applied Logic 161 (2009) 289-304 293

I and Player II, on a pair of PNLT models (My™, M; "), with Mg = (I(Dg) T, Vo) and My = (I(D;) ™, V4). The game starts
from a given initial configuration, where a configuration is a pair of intervals ([ag, bo], [a, b1]), with [ag, bo] € I(Dy)* and
[a1, b1] € I(D¢)™. A configuration ([ag, bo], [a1, b1]) is matching if [ag, bo] and [ay, b1] satisfy the same atomic propositions
in their respective models.

At every round, given a current configuration ([ag, bg], [a;, b1]), Player I can play one of the following two moves:

Or-move: choose M;", where i € {0, 1}, and an interval [b;, ¢;];
O;-move: choose M;™, where i € {0, 1}, and an interval [c;, a;].

In the first case, Player Il must reply by choosing an interval [b1_;, c;—;] in My_;T, which leads to the new configuration
([bo, col, [b1, c1]); likewise, in the second case, Player Il must choose an interval [c;_;, a;—;] in M;_; ", which leads to the
new configuration ([cg, ao], [c1, a1]).

If after any given round the current configuration is not matching, Player I wins the game; otherwise, after k rounds,
Player Il wins the game.

Intuitively, Player Il has a winning strategy in the k-round PNL*-bisimulation game on the models Mp ™ and M; ™ with
a given initial configuration if she can win regardless of the moves played by Player I; otherwise, Player I has a winning
strategy. A formal definition of winning strategy can be found in [13]. The following key property of the k-round PNL"-
bisimulation game can be proved routinely, in analogy with similar results about bisimulation games in modal logic [13].2

Proposition 4. Let & be a finite set of propositional variables. For all k > 0, Player Il has a winning strategy in the k-round
PNL*-bisimulation game on Mg+ and My ™ with initial configuration ([ag, bo], [a1, b1]) iff [ao, bo] and [ay, b] satisfy the same
PNL*-formulas over & with modal depth at most k.

To begin with, we will use Proposition 4 to prove that the interval constant 7 cannot be expressed in PNLT. For that, it
suffices to construct two models Mg+ and M; ' that can be distinguished with a PNL**-formula (which makes an essential
use of r), but not by a PNL™-formula. The latter claim is proved by showing that, for all k, Player Il has a winning strategy in
the k-round PNL*-bisimulation game on Mg and M; ™.

Theorem 5. The interval constant 7 cannot be defined in PNL™.

Proof. Let M™ = (I(Z)™, V), where V is such that p holds everywhere, be a non-strict model. Consider the k-round PNL"-
bisimulation game on (M*, M™') with initial configuration ([0, 1], [1, 1]). The intervals [0, 1] and [1, 1] are easily
distinguished in PNL™ T, since 7 holds in [1, 1] but not in [0, 1]. We show that this pair of intervals cannot be distinguished
in PNL* by providing a simple winning strategy for Player II in the k-round PNL*-bisimulation game on (M*, M™) with
initial configuration ([0, 1], [1, 1]). If Player I plays a ¢.-move on a given structure, then Player Il chooses arbitrarily a right
neighbor of the current interval on the other structure. Likewise, if Player I plays a ¢;-move on a given structure, then Player
Il chooses arbitrarily a left neighbor of the current interval on the other structure. Since the valuation V is such that p holds
everywhere, in any case the new configuration is matching. O

Theorem 6. PNL™ <; PNL™ .

Proof. We prove the claim by showing that PNL™ <; PNL™" and PNL™* %; PNL™. To prove the former, we provide a
translation T from PNL™ to PNL™*. Consider the mapping 7, defined as follows:
To(p) =p T0((A)p) = Or (=1 A T0())
To(—¢) = —T0(¢) T0((A)p) = Qi(—7 A T0(9))
To(p1 V ¢2) = T0(¢1) V To(92).

For every PNL™-formula ¢, let T (¢) = —m A 1y(¢). Given a strict model M~ = (I(D)~, V™), let M™ = (I(D)™, VT) be a non-
strict extension of M. It is immediately apparent that for any interval [a, b] in M~ and any PNL™-formula ¢, M, [a, b] IF ¢
if and only if M™, [a, b] IF T(¢). The proof is an easy induction on the structure of ¢. This proves that PNL™ <; PNL™*,

To prove that PNL™* %; PNL™, suppose by contradiction that there exists a translation t’ from PNL™* to PNL™ such that,
for any non-strict model M™, any strict interval [a, b], and any formula ¢ of PNL™", M*, [a, b] I+ ¢ iff M~ [a, b] I+ ©/(¢),
where M~ is the strict restriction of M™. Consider the non-strict models Mar = (I(Z)", Vo) and MT = (I(Z)", V;), where
Vo(p) = {[a,b] € I(Z)* : a < b} and V;(p) = {[a, b] € I(Z)T : a < b}. It is immediately apparent that M_", [0, 1] I+ O,p,
while MT, [0, 1] If O,p. Let M~ = (I(Z)~, V) be a strict interval model such that p holds everywhere in I(Z)~. We have
that M~ is the strict restriction of both M:{ and MT. Hence, we conclude that M—, [0, 1] I+ /(0;p) and M, [0, 1] If T’ (O0,p),
which is a contradiction. O

Theorem 7. The expressive powers of PNLT and PNL™ are incomparable, namely, PNL™ #£; PNLT and PNLT #; PNL™.

2 Proposition 4, we refer to the notion of modal depth of a PNL™-formula ¢, which is defined in the usual way. Let us denote by mdepth(¢) the
modal depth of ¢. It can be inductively defined as follows: (i) mdepth(p) = 0, for each p € A%; (ii) mdepth(—¢) = mdepth(p), mdepth(p Vv ) =
max{mdepth(y), mdepth(yr)}, mdepth(0,¢) = mdepth(0;9) = mdepth(p) + 1.
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Proof. We first prove that PNL™ %£; PNL*. Let Mp™ = (I(Z)*, Vo) and My " = (I(Z \ {2})T, V;), where V; is such that
Vo(p) = {[1, 11,1, 2], [2, 2]} and V; is such that V;(p) = {[1, 1]}, be two PNL*-models. For any k > 0, consider the k-
round PNL*-bisimulation game between My * and M; ", with initial configuration ([0, 1], [0, 1]). Player II has the following
winning strategy: at any round, if Player I chooses an interval [a, b] € 1(Z\ {2})* in one of the models, then Player II chooses
the same interval on the other model, while if Player I chooses an interval [a, 2], witha < 2 (resp., [2, 2], [2, b], with b > 2)
in Mg ™, then Player II chooses the interval [a, 1] (resp., [1, 1], [1, b]) in M; . On the other hand, the strict restrictions My~
of Mp* and M;~ of M; ™ can be easily distinguished by PNL™: we have that My, [0, 1] IF {A)p, while M;~, [0, 1] I (A)p.
Since My™ and M; " satisfy the same formulas on the interval [0, 1], there cannot exist a translation 7’ from PNL™ to PNL*
such that My ™, [0, 1] IF 7/ ({(A)p) and My T, [0, 1] I¥ T/({A)p).

As for PNLT %; PNL™, we can use the very same proof we gave to show that PNL™ %£; PNL™ (it suffices to note that O, p
isa PNLT-formula). O

4. Decidability of PNL

In this section, we prove the decidability of PNL**, and consequently that of its fragments PNL™ and PNL™, by embedding
it into the two-variable fragment of first-order logic FO?[ <] as follows. Let 44 be the set of propositional variables in PNL™*.
The signature for FO?[<] includes a binary relational symbol P for every p € 4. The translation function STy is defined
as follows:

STx,y((p) =X=ZYyA ST):,y((p)7
where x, y are two first-order variables and

STy (p) =P(x,y) STy (@ Vv ) = ST, (9) V ST, (¥)
STy () = (x=y) ST, ,(0rp) =3y < X A ST, ()
ST;, ,(—¢) = =ST; ,(¢) ST,y (1) =y (y < x A ST (9)).

Two variables are thus sufficient to translate PNL™* into FO?[<]. As we will show later, this is not the case with any
proper extension of PNL”* in HS or CDT. The next theorem proves that FO?[<] is at least as expressive as PNL™*. (Recall
that n is the model transformation defined in Section 2.)

Theorem 8. For any PNL**-formula ¢, any non-strict interval model M+ = (I(D)*, V), and any interval [a, b] in M™:
M, [a, b] IF ¢ iff n(M") |= STy y (@) [x :=a,y := b].

Proof. The proof is by structural induction on ¢. The base case and the cases of the Boolean connectives are straightforward
and thus omitted. Let ¢ = ¢,v. From M™, [a, b] I+ ¢, it follows that there exists an element ¢ > b such that M™, [b, c] IF .
By inductive hypothesis, we have that n(M*) = ST, x(¥)[y := b, x := c]. By definition of ST, ,(4), this is equivalent to
n(M*) =y < x AST),(¥)ly := b, x := c]. This implies that n(M*) }= 3x(y < x A ST, ,(¥))[y := b]. Since [a, b] in M*,
we have a < b, hence n(M™") = STy, (0r¥)[x := a, y := b]. The converse direction can be proved in a similar way. The case
¢ = 01 is completely analogous and thus omitted. O

Corollary 9. A PNL™*-formula ¢ is satisfiable in a class of non-strict interval structures built over a class of linear orderings C iff
STy, () is satisfiable in the class of all FO?[<]-models expanding linear orderings from €.

Since the above translation is polynomial in the size of the input formula, the complexity of the satisfiability of PNL**+
follows from Theorem 1.

Corollary 10. The satisfiability problem for PNL™* is decidable in NEXPTIME for each of the classes of non-strict interval structures
built over:

(i) any linear ordering,
(ii) any well ordering,
(iii) any finite linear ordering,
(iv) the linear ordering on natural numbers.

Since PNLT < PNL™* and PNL™~ <; PNL**, both PNL* and PNL™ are decidable in NEXPTIME (at least) on the same classes
of orderings as PNL™*. Moreover, a translation from PNL* to FO?[ <] can be obtained from that for PNL* by simply removing
the rule for 7z, while a translation from PNL™ to F02[<Lcan be obtained from that for PNL™ by removing the rule for 7,
substituting < for <, and replacing ¢, by (A) and ¢, by (A).

The NEXPTIME-hardness of the satisfiability problem for PNL”*, PNL*, and PNL™ can be proved by exploiting the
reduction from the exponential tiling problem given by Bresolin et al. for the future fragment of PNL [7] (the proof refers to
the linear ordering on natural numbers, but it basically works for all the considered orderings). Together with Corollary 10,
such a reduction allows us to prove the following theorem.

Theorem 11. The satisfiability problem for PNL™, PNL*, and PNL™* interpreted in the class of all linear orderings (resp., all well
orderings, all finite linear orderings, and the linear ordering on natural numbers) is NEXPTIME-complete.



D. Bresolin et al. / Annals of Pure and Applied Logic 161 (2009) 289-304 295

Basic formulas Non-basic formulas
T, yIx =% =1x,yly =y) =T | lx,yl(—a) = —7[x, y](@)
T, yJx=y) =tx ¥yl =x) =7 | t[x, yl(a Vv B) = 7[x, yl(@) V T[X, y](B)

xyly<x) =1 T[x, y13xB) =
T ylx <y) =—m Or(tly, x1(B)) Vv O:01(T[X, y1(B))
T[x, yI(P(x, X)) = Oi(r Ap= ADp™) | Tlx,y1(FyB) =
(X, YI(P(y,y)) = Or(;w Ap= A Dp?) oy, x1(B)) v O, (tx, y1(B))

T[x, yI(P(x,y)) = p=
7[x, y1(P(y, X)) = p~

Fig. 1. Translation  from FO?[<] to PNL™*.

This result can be extended to the satisfiability problem for PNL** in any class of linear orderings definable in FO?[<]
within any of the above, e.g., the class of all bounded or unbounded (above, below) linear orderings. Moreover, the case of
the linear ordering on integer numbers has been positively solved by Bresolin et al. in [5]. The decidability of the satisfiability
problem for PNL* ™ in the class of all discrete (resp., dense, Dedekind complete) linear orderings is still open.

5. Expressive completeness of PNL™* for FO*[ <]

In this section we define a truth preserving translation of FO?[<] into PNL™*, thus showing that PNL™* is at least as
expressive as FO?[<]. Combining this result with the standard translation of PNL™* into FO?[<] presented in the previous
section, we conclude that PNL™* is as expressive as FO?[<]. A similar result was obtained by Venema in [27], viz., the
expressive completeness of CDT with respect to the fragment FOiY[<] of first-order logic interpreted in linear orderings
whose language contains only three, possibly reused variables and at most two of them, x and y, can be free in a formula.
Both results can be viewed as interval-based counterparts of Kamp’s expressive completeness theorem for the propositional
point-based linear-time temporal logic LTL with respect to the monadic first-order logic over Dedekind complete linear
orderings [17]. The translation r from FO?[<] to PNL* ™ is given in Fig. 1.

As formally stated by Theorem 12, every FO?[ <]-formula «(x, y) is mapped into two distinct PNL™*-formulas t[x, y](«)
and t[y, x](«). The first captures precisely those models (if any) of « (x, y) where x < y, while the second captures precisely
those models (if any) of o (x, y) wherey < x.

Example 1. Consider the formula o« = 3x—3y(x < y), which constrains the model to be bounded above. Let § = Jy(x < y).
We have that

T[x, y1(B) = Gi(tly, x1(x < y)) v OO (T[x, yI(x < ¥))
= QL VOO, —m (= 00, —)
and that
Ty, X1(B) = Or(zlx, y1(x < ¥)) V Or0u(Tly, x1(x < y))
= O, VO,0L (= Op—m).
The resulting translation of « is:
T[x, y1(e) = Or(zly, XI(—B)) Vv Or (%, YI(—P))
= Or(mTly, X1(B)) V BrOi(—T X, ¥1(B))
= Or=0r—m V 0O O
= 0,07 Vv 0,000, 7
(=0.O0r vV Om),
which is a PNL**-formula that likewise constrains the model to be bounded above.

Given an FO?[<]-model A = (D, V;), let £ (A) = (I(D)*, V¢ (4)) be the corresponding PNL™"-model (cf. Section 2).

Theorem 12. For every FO?[<]-formula a(x, y), every FO?[<]-model A = (D, V), and every pair a, b € D, with a < b:

(i) A = a(a, b) ifand only if ¢ (A), [a, b] I- T[x, y](«), and
(ii) A = a(b, a) ifand only if £ (4A), [a, b] IF T[y, X](®).

Proof. The proof is by simultaneous induction on the complexity of «.

ea=(x=x)ore¢ =(y=y).Bothaand 7[x, y](«) = T are true.
ea=Kx<Yy).
Claim (i): A = «a(a, b) iffa < biff ¢ (), [a, b] IF —7.
Claim (ii): A = a(b, a), since a < b, and ¢ (), [a, b] I Ty, x](x < y)(= L). Likewise, for o = (y < x).



296 D. Bresolin et al. / Annals of Pure and Applied Logic 161 (2009) 289-304
=R

(DT —— FO} [<]
\< \<
PNL™* — =R FQ%[<]

Fig. 2. Expressive completeness results for interval logics.

e o = P(x,y) ora = P(y, x). Both claims follow from the valuation of p= and p= (given in Section 2).

o o =P(x,X).
Claim (i): A = a(a, b) iff 4 = P(a, a) iff £ (A), [a, a] - 7 A p= A pZiff £ (A), [a, b] IF O;(7r A p= A D3).
A similar argument can be used to prove claim (ii). Likewise for « = P(y, y).

e The Boolean cases are straightforward.

e o = Ixp.

Claim (i): suppose that A = «(a, b). Then there is c € 4 such that 4 = B(c, b). There are two (non-exclusive)
cases: b < candc < b.If b < c, by the inductive hypothesis, we have that ¢(4), [b,c] IF t[y, x](8) and thus
L(4), [a, b] IF Or(tly, x](B)). Likewise, if c < b, by the inductive hypothesis, we have that ¢ (4), [c, b] IF T[x, y]1(8)
and thus for every d such that b < d, ¢(4), [b,d] IF Oi(t[x,y]1(B)), that is, £ (A), [a, b] - O:0:(t[x, ¥y]1(8)). Hence
Z(A), [a, b] IF Or(zly, x](B)) Vv O,:01(t[x, ¥Y]1(B)), that is, ¢ (A), [a, b] IF T[x, y](e). For the converse direction, it suffices
to note that the interval [a, b] has at least one right neighbor, viz. [b, b], and thus the above argument can be reversed.

Claim (ii) can be proved similarly.

e o« = Jyf. Analogous to the previous case. O

Corollary 13. For every formula a(x, y) and every FO?[<]-model A = (D, V,.), A = VxVya(x,y) if and only if ¢ (A) I
T[x, y1(e) A Tly, X](a).

Definition 14. We say that a PNL**-model M of the considered language is synchronized on a pair of variables (p=, p=) if
these variables are equally true at any point interval [a, a] in M; M is synchronized for a FO?[ <]-formula « if it is synchronized
on every pair of variables (p=, p=) corresponding to a predicate p occurring in ; M is synchronized if it is synchronized on
every pair (p=, p=).

It is immediate to see that every model ¢ (), where # is a FO*[<]-model, is synchronized. Conversely, every
synchronized PNL”*-model M can be represented as ¢ () for some model 4 for FO?[<]: the linear ordering of 4 is inherited
from M and the interpretation of every binary predicate P is defined in accordance with Theorem 12, thatis, foranya, b € 4
we set P(a, b) to be true precisely whena < band M, [a, b] I p=orb < aand M, [b, a] I+ p=. Due to synchronization, these
two conditions agree when a = b. Furthermore, the condition that a PNL” "-model M is synchronized on a pair of variables
p= and p= can be expressed by the validity in M of the formula [U](wr — (p= <> p=)), where [U] is the universal modality,
which is definable in PNL™* as follows [10]:

[Uly == 000 A G000 AOO0¢ A OC0¢.

Building on this observation, we associate with every FO?[<]-formula « the formulas

oy (@) = ( N\ Wi — (= < p>>>> — (tlx,yl(@) A Tly, X1(@))

p=.p=

and

oi(a) = ( N\ W — = < p>>)) A (Tlx. yl(e) v ly. x1(@)),

p=.p=
where the conjunctions range over all pairs p=, p= corresponding to predicates occurring in .

Corollary 15. For any FO?[<]-formula a:

(i) o is valid in all FO?[ <]-models iff o, (ct) is a valid PNL™*-formula, and
(ii) « is satisfiable in some FO?[<]-model iff o5 («t) is a satisfiable PNL™ * -formula.

Note that the proposed translation from FO?[ <] to PNL™* is exponential in the size of the input formula, due to the clause
for the existential quantifier (at the moment, we do not know whether there exists a polynomial translation).

In Fig. 2, we combine the expressive completeness results for CDT and PNL** using the notation introduced in Section 2.
Since FO?*[<] is a proper fragment of FO? [ <], from the equivalences between CDT and FO; [<] and between PNL™* and

FO?[ <], it immediately follows that CDT is strictly more expressive than PNL™*.
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6. Comparing PNL™* with other fragments of HS

In this section, we compare PNL*™+ with other fragments of HS and show that PNL* " is essentially the maximal fragment
of HS which translates to FO?[ <]. More precisely, we consider the interval modalities (B), (E), (O), (D), (L), and their inverses,
which correspond to Allen’s relations begins, ends, overlaps, during, after, and their inverse relations. The standard translations
of these modalities into first-order logic are as follows:

STxy((B)p) =x <y ATz(z <y A STk (9))

STyy((E)p) =x <y AJz(x <z A ST, y(@))

ST,y((O)p) =x <yATzx <z <y ATyy < x A STy ;(9)))
STyy((D)p) =x <yATzx <z <y ATyx <y ASTy,(@)))
STey((L)p) =x =y AIx(y < x A TYSTy,(9)).

Note that the standard translation of (L) is a two-variable formula, while the standard translations of the other modalities
are three-variable formulas. However, (L) can be defined in PNL™ ™ as follows: (L) = ¢, (= A O,¢). Likewise, the inverted
modality (L) is definable in PNL™*.

We will show that none of the other interval modalities listed above can be defined in PNL** by using game-theoretic
arguments similar to those in the proof of Theorem 5. To this end, we define the k-round PNL™*-bisimulation game played
on a pair of PNL”* models (Mp™, M; ™) starting from a given initial configuration as follows. The rules of the game are the
same as those of the k-round PNL*-bisimulation game described in Section 3; the only difference is that a configuration
([ag, bol, [ai, b1]) is matching if and only if:

(i) [ao, bo] and [ay, b1] share the same valuation of propositional variables, and
(ll) ap = bo iffa1 = b], that is, M0+, [ao, bo] I iffM1+, [(11, b]] k.

The following result is analogous to Proposition 4.

Proposition 16. Let » be a finite set of proposmonal variables. For all k > 0, Player Il has a winning strategy in the k-round
PNL™*-bisimulation game on My™ and My with initial configuration ([ao, bo], [a1, b1]) iff [ao, bo] and [a;, b1] satisfy the same
formulas of PNL™ over & with operator depth at most k.

We exploit Proposition 16 to prove that none of the interval modalities (B), (E), (0), and (D) is expressible in PNL**. The
proof structure is always the same: for every operator (X), we choose two models My™ and M; ™ that can be distinguished
with a formula containing (X) and we prove that Player Il has a winning strategy in the k-rounds PNL” " -bisimulation game.

Theorem 17. Neither of (B), (E), (0), and (D), or their inverses, can be defined in PNL™ ™.

Proof. We prove the claim for (B) and (D); the other cases are analogous. Consider the PNL”*-models My™ =
(I(Z\ {1,2)™*, Vo) and Myt = (I(Z)*, V;), where V; is such that p holds for all intervals [a, b] such thata < b and Vj
is the restriction of V; to I(Z \ {1, 2})*. Note that M; ™", [0, 3] I+ (B)p, while My™, [0, 3] If (B)p; likewise for (D)p. Thus, to
prove the claims, it suffices to show that Player Il has a winning strategy for the k-round PNL” *-bisimulation game between
M, and M; ™ with initial configuration ([0, 3], [0, 3]). In fact, Player II has a uniform strategy to play that game forever:
at any position, assuming that Player I has not yet won, if he chooses a ¢,-move, then Player II arbitrarily chooses a right
neighbor of the current interval on the other structure, with the only constraint being to take a point interval if and only if
Player I has taken a point interval as well. If Player I chooses a ¢;-move, Player II acts likewise. O

7. Undecidable extensions of PNL

A natural question now arises: is it possible to extend PNL™ with other modal operators (such as those listed in the
previous section) without losing decidability? In this section, we address and partly answer this question negatively by
considering the extensions of PNL”* within HS. First of all, we show that adding the modal operator (D), or its inverse (D),
to PNL suffices to cross the undecidability border.

The technique used here is based on a non-trivial reduction from the unbounded tiling problem for the second octant @
of the integer plane [1]. This is the problem of establishing whether a given finite set of tile types 7 = {tq, ..., t;} can tile

={(i,j) :i,j e NAO <i < j}.Forevery tile type t; € 7, let right (t;), left (t;), up(t;), and down(t;) be the colors of the cor-
respondmg sides of t;. To solve the problem, one must find a functionf : © — 7 such thatright (f (n, m)) = left(f (n+1, m))
with n < m, and up(f (n, m)) = down(f(n, m + 1)).

Such a reduction works for the class of all linear orderings and for a number of interesting subclasses of it. Moreover,
it turns out to be quite versatile, being applicable to a variety of extensions of PNL**. In summary, we will show that the
satisfiability problem for any extension of PNL™* containing at least one of the following is undecidable: (D), (D), (D)., (D).,
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(B and (E), (B) and (E), where (D). is the modal operator of the proper subinterval relation (and (D). is its inverse), studied
in more detail in [2,3], which is defined as follows>:

STay((D)cp) =x <y AFzAwEx <zAw <yA X <zVw <y)AST,,(9)).

These cases cover a large majority of all fragments of HS containing PNL”*. In the following, we will provide a detailed
analysis of the representative case of PNL**(D); at the end of the section, we will show how to adapt the formulas used
in the proof to the remaining cases. Beside the original undecidability result for HS, the present one can be paired with two
other undecidability results, namely, that for the BE fragment [11,18] and that for Compass Logic [ 19], which can be seen as
a generalized propositional logic of intervals.

7.1. Undecidability of PNL™ (D)

Language and point intervals. Let us fix an arbitrary finite set of tiles 7 = {t1, ..., tx} and assume that the set of atomic
propositions AP is finite (but arbitrary) and contains, inter alia, the following propositional variables: u, Id, tile, t4, ..., tg,
bb, be, eb, and corr. For the sake of convenience, we define the PNL™ operator (A) in terms of ¢, and 7:

(A)p = Or (= A D). (1)

The inverse operator (A) can be defined likewise.

Unit intervals. We set our framework by forcing the existence of a unique infinite chain of the so-called unit intervals (for
short, u-intervals) on the linear ordering, which covers an initial segment of the model. These u-intervals will be used as
cells to arrange the tiling. They will be labeled by the propositional variable u. Formally, we define the formula

UnitChain ::= u A [A][A][A]—u A [U](u = (=7 A (A)u A —(D)(A)u)). (2)

Lemma 18. Suppose that M, [a, b] I+ UnitChain. Then, there exists an infinite sequence of points by < by < - - - in M such that
a = by, b = by, for each i, M, [b;, bi+1] IF u, and no other interval [c, d] in M satisfies u, unless c > b; for everyi € N.

Proof. Clearly, M, [a, b] IF u A =, so a # b. The existence of the chain of endpoints of u-intervals by < b, < - - - starting
from a, b is easy, because every u-interval has a right neighbor u-interval. We still have to show that no other point either
ends or begins a u-interval. Indeed, suppose that for some c, d with ¢ # b; foreveryi = 0,1, ..., M, [c,d] I+ u holds.
Because M, [a, b] IF [A][A][A]—u, we have that by < c, hence either b; < ¢ < b;;; for someiorc > b;foreveryi=0,1,....
In the former case, M, [c, c] I+ (A)u, hence M, [b;, bi11] I u A (D){A)u which contradicts M, [a, b] I [U](u — —(D)(A)u).
Finally, note that the case in which ¢ = b; and d = b;4, where q > 1, contradicts M, [a, b] I+ [U](u — —(D)(A)u), since
M, [biy1, biyq] IF (A)u. O

Then, to restrict our domain of ‘legitimate intervals’ to those composed of u-intervals, we impose that every interval of
importance begins and ends with a u-interval:

[U] /\ (p — [Al(A)u A [AI(A)u). (3)
pEASP

Encoding a tile. Every u-interval will represent either a tile or a special marker, denoted by *, indicating the border between
two Id-intervals, that will be defined later. Thus, we put:

[Ul(u < (x Vtile) A (x <> —tile)), (4)
k k

U] (tile N (\/ A\ A tj)>) . (5)
i=1 i,j=1,j#i

If a tile is placed on a u-interval [a, b], we call a and b respectively the beginning point and the ending point of that tile.

Encoding rows of the tiling. Each Id-interval (or just Id) represents a row (level) of the tiling of @. An Id-interval is an
interval consisting of a finite sequence of at least two u-subintervals. The first u-subinterval in an Id is a *-interval and every
following u-subinterval is the encoding of a tile. Moreover, the Id-intervals representing the bottom-up consecutive levels
of the tiling of @ are arranged one after another in a chain. So:

[U1(1d = —u A (A)(A) * A(A)Id). (6)

To prevent the existence of interleaving sequences of Id-intervals, we do not allow occurrences of x-subintervals inside
an Id by means of the following formula:

[(U](1d — —(D){A)*). (7)

3 fact, three variables suffice to define (D) ; four variables make it possible to define it in a more compact way.
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Fig. 3. A representation of bb-, be-, and eb-intervals.

The next formula states that the first Id is composed by a single tile:

First = [A][A][A]—u A Id A (A)(A)(x A (A)(tile A (A)x)). (8)
Finally, we put:

IdDef = First A (2) A (3) A (4) A (5) A (6) A (7). 9)

Lemma 19. Suppose that M, [a, b] I+ IdDef. Then there is a sequence of points a = b < b} < ---blfl =b) <b <<

bgz = bg < - -+, such that ky = 2 and for every j:

(1) M, [b}’, bjl-{"] I 1d and no other interval [c, d] in M is an |d-interval, unless possibly for ¢ > bfj foreveryj e N;

(2) M, [bj‘?, bj]] IF % and no other interval [c, d] in M is a x-interval, unless possibly for ¢ > bfj foreveryj e N;

(3) foreveryisuchthat0 < i < k;, M, [b}, b;“] I- tile, and no other interval [c, d] in M is a tile-interval, unless possibly for
c > bjl.{j foreveryj e N

Proof. The existence of the infinite sequence of points follows from First and formula (6) which together imply existence of
an infinite sequence of consecutive Id-intervals [b?, blil 1, [bY, bgz] ....Now, let the endpoints of the u-subintervals of [b]‘.), bj]]

k; ) . .
be b}’ < bj1 < ... <b/.Thus, the first part of claim (1) holds by construction.
Now suppose that another interval [c, d] satisfies Id. The left endpoint ¢ cannot be less than a, because an Id-interval

begins with a u-interval and, by First, no u-interval begins to the left of a. Assuming that bf <c< b;(j for some j leads to a
contradiction with (7), because the beginning of [c, d] is a x-interval properly contained in the Id-interval [bj(-’, bjl-(j ]. Finally,
assuming that c = b]‘-) for some j leads to a contradiction as well. Since [c, d] (# [b]o, b;j]) must be followed immediately by

another Id-interval [d, e], the beginning *x-subinterval of [d, e] must be strictly inside [bf, bj’-(j ] or the *-interval [bj‘?H, bjlﬂ]
must be strictly inside [c, d], either of which is impossible due to condition (7). Thus, claim (1) is established.
Claims (2) and (3) can be proved in a similar way, using the respective conjuncts in IdDef. O

Definition 20. Let M, [a, b] |- IdDef and b9 < b! < ---b*" = b9 < bl < ... < b¥ = b2 .. be the sequence of points
whose existence is guaranteed by Lemma 19. For any j, the interval [bf, b;(j] is the jth Id-interval of the sequence and for any

i > 1, the interval [b{, b{*'] is the ith tile of the Id-interval [b?, b9

Corresponding tiles. So far we have that, given a starting interval, the formula IdDef forces the underlying linearly ordered
set to be, in the future of the current interval, a sequence of Id’s, the first one of which containing exactly one tile. Now, we
want to make sure that each tile at a certain level in O (i.e., Id) always has its corresponding tile at the immediate upper
level. We will use auxiliary propositional variables in order to guarantee this property, namely: bb, which is to connect the
beginning point of a tile to the beginning point of the corresponding tile above; be, which is to connect the beginning point
of a tile to the ending point of the corresponding tile above; and eb, which is to connect the ending point of a tile to the
beginning point of the corresponding tile above. If an interval is labeled with either of these three propositional variables,
we call it a corresponding interval, abbreviated corr-interval. A pictorial representation is given in Fig. 3. In the following, we
force corr-intervals to respect suitable properties so that all models satisfying them encode correct tiling.

First, we put the propositional variable corr wherever one among bb, be and eb holds:

[U]((bb V be V eb) <> corr). (10)
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Then we prevent any corr-interval to coincide with an Id-interval:
[U]=(corr A1d). (11)

In addition, we impose that neither is a corr-interval properly contained in an Id-interval, nor the other way around. This
means that a corr-interval must contain a unique separating marker * and that it cannot be followed immediately by x:

[Ul(corr — (—=u A (D)({A) * V(A)x) A =(D)({A) * A{A)%) A ={A)%). (12)
We put
CorrDef = (10) A (11) A (12). (13)

Lemma 21. Let M, [a, b] I- IdDef A CorrDef. Then no Id-interval in M coincides with a corr-interval, nor is it properly contained
in a corr-interval, nor is a corr-interval properly contained in an Id-interval unless it begins with a .

Proof. A corr-interval cannot coincide with an Id-interval because of (11); it cannot properly contain an Id-interval because
of (12), and it cannot be properly contained in an Id-interval unless it begins with a %, again by (12). O

To guarantee that every tile in every Id corresponds, via bb, be, and eb, to some tile of the next Id and that every tile but
the last one of every Id corresponds, via bb, be, and eb, to some tile of the previous Id, we take advantage of the following
formulas:

[Ul(u — (=% < (A){A)bb)), (14)
Ul = ((~(A) % A=(A) (U A (A)%)) <> (A){A)bb)), (15)
[Ul(u = (= < (A)(A)be)), (16)
[Ul(u = ((— % A—{A)¥) <> (A)(A)be)), (17)
[Ul(u — (—{A)x < (A){A)eb)), (18)
[U1(u — ((={A) % A={A)(u A (A)%)) < (A)(A)eb)). (19)
Now, we put
CorrBound = (14) A (15) A (16) A (17) A (18) A (19). (20)
Lemma 22. Let M, [a, b] I- IdDef A CorrBound, and let b® < b} < --- b1 = b9 < bl < ... < b¥ = b9 < ... be a sequence

of points whose existence is guaranteed by Lemma 19. Then for every i > O j=> 1
(1) b} is the beginning point of a bb-interval and a be-interval ifand only if 1 <i < k; — 1;
(2) b]'- is the beginning point of a eb-interval if and only if 2 <i < k;;
(3) b]'- is the ending point of a bb-interval and a eb-interval ifand only if 1 <i < k; — 2;
(4) bJ'- is the ending point of a be-interval ifand only if 2 <i <k — 1.
Proof. Claim (1). By Lemma 19, we know that M, [bj‘, b]'“] I+ iffi = 0.So,if 1 < i < k;j — 1, any interval ending in b; is
such that the formula —(A)* is satisfied on it. Therefore, by (14) and of (16), the formulas {(A)(A)bb and {(A) (A)be must be
satisfied as well. This means that the point b]‘. is the beginning point of some bb-interval and of some be-interval.
The other claims can be proved by similar arguments. O

Definition 23. Given two tile-intervals [c, d] and [e, f] in a model M, [c, d] corresponds to [e, f] if M, [c, e] I+ bb and M,
[c,f]IF beand M, [d, e] I eb.

The following formulas specify the basic relationships between the three types of correspondence:

wr A —end), (1)

¢,c’€{bb,eb,be},c#£c’

[Ul(bb — —(D)bb A —={D)eb A —(D)be), (22)

[U]l(eb — —(D)bb A —(D)eb A —(D)be), (23)

[U]l(be — (D)eb A —=(D)bb A —(D)be). (24)
Let us put

CorrProp = (21) A (22) A (23) A (24). (25)

Lemma 24. Let M, [a, b] I IdDef A CorrDef A CorrBound A CorrProp. Then, foranyj > 1andi > 1:

(1) the ith tile of the jth Id-interval corresponds to the ith tile of the j 4+ 1th |d-interval;
(2) there are exactly j + 1 tiles in the j + 1th Id-interval;
(3) no tile of the jth Id-interval corresponds to the last tile of the j + 1th Id-interval.
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Proof. To prove the first claim, we proceed by nested induction, first on j, then on i.

Let j = 1 (base case). The base case of the i-induction directly follows from Lemmas 19, 21 and 22; the inductive step is
trivial.

Letj > 1 (inductive step). The proof of the base case of the i-induction uses the same argument of the inductive step but
is simpler than it. Thus, we concentrate our attention on the latter. Let h > 1 and suppose (inductive hypothesis) that for
alli < h, the ith tile of the jth Id-interval corresponds to the ith tile of the j + 1th Id-interval.

(bb) Let us show that [b}', b, ] is a bb-interval.

Consider the point b]’-l. By Lemma 22, it must begin some bb-interval that must end at some point ¢ such that
i
(i) Suppose ¢ < b]’f‘H. Since, by inductive hypothesis, the interval [b;’_l, b;‘H] is a be-interval, the bb-interval [b]’f’, c]

turns out to be a strict subinterval of such a be-interval, which contradicts CorrProp.
(ii) Suppose ¢ > b;'+1. By Lemma 22, the point bj’-j_l must end some eb-interval that must begin at some point
d > b/.1fd > b}, then the eb-interval [d, b}",,] is a strict subinterval of the bb-interval [b}", c], which contradicts
CorrProp. If d < b, then (by inductive hypothesis) the eb-interval [bJ’?, b}:ﬂ] turns out to be a strict subinterval of the
eb-interval [d, b, ,], which contradicts CorrProp. The last possibility is d = b}". By Lemma 22, the point b, ; must end
some bb-interval [e, b, ;] with e > b].Ife > b, the bb-interval [e, b}, ] is a strict subinterval of the bb-interval [, c]
which contradicts CorrProp. If e = bj’?, both bb and be (by the above argument) hold over the interval [bj’-’, bf' .1 which
] which

1 .. . a: .
bj1 1 <Cc=< . Now suppose, for contradiction, that ¢ # bJ’FH. We must distinguish two cases.

i1
contradicts CorrProp. Finally, ife < b, the eb-interval [b', bj'-:ll] is a strict subinterval of the bb-interval [e, b} ,
contradicts CorrProp.

This allows us to conclude that ¢ = b]’7+1.
(be) Let us show that [b]', bﬁ'f] is a be-interval.
As in the previous case, by Lemma 22, the point bj’? must be the beginning point of some be-interval that must end

. . kip1—1 ..
at some point c, with b}Jrl <c< bjf]l dfe = b;':ll we are done. Suppose, for contradiction, that ¢ # b}’:ll. We must
distinguish two cases.
(i) Suppose ¢ < bj’-’ff. If ¢ = b}!,,, then both bb and be hold over [b}', b, ,] which contradicts CorrProp; if ¢ < b},
the be-interval [b", c] turns out to be a strict subinterval of the be-interval [b"~", b", ;] which contradicts CorrProp as

I b
well.
(i) Suppose that ¢ > bj’-qrf. By Lemmas 21 and 22, the point b;’_f]] must end some be interval [d, bﬁf], withd > b/

(and d # b]’-l). Ifd > b]’7, then the be-interval [d, bj'.:*]]] is a strict subinterval of the be-interval [b", ¢] which contradicts
CorrProp. If d < b], the bb-interval [bf', b ,] is a strict subinterval of the be-interval [d, bﬁf] which contradicts
CorrProp as well.

(eb) Let us show that [b]’f’“, b]’f'ﬂ] is an eb-interval.

Consider the point b’ .. By Lemma 22, it must be the ending point of some eb-interval [c, b]’f’H], with bj2 <c< b;(j.

J+1
Ifc = bj'.l‘H we are done. Suppose, for contradiction, that ¢ # b]h“. We must distinguish two cases.
. . . . . ki—
(i) Suppose ¢ > bj’-'“. By Lemma 22, the point bf“ must begin some bb-interval [b}’“, dlwithb},, <d < b;ilz. If
d < b, ,, then the bb-interval [b}‘“, d] is a strict subinterval of the be-interval [b", b/*']T which contradicts CorrProp.

J i+
Ifd > bj’7+], then the eb-interval [c, bj’?H] is a strict subinterval of the bb-interval [bj’-’“, d] which contradicts CorrProp
as well.

(ii) Suppose ¢ < b]’-”]. If ¢ = b}, then both eb and bb (by the previous point) hold over the interval [, b, ;] which
contradicts CorrProp. If ¢ < b, then the eb-interval [bj’-l, b]’:f] is a strict subinterval of the eb-interval [c, b]’f'ﬂ] which
contradicts CorrProp.

As for the second claim, we proceed by induction on j. The base case is straightforward, since, by Lemma 19, there is only
one tile for j = 1. Suppose now thatj = n and for all | < n, the Ith Id-interval has exactly [ tiles. Assume, for contradiction,
that there are m > n tiles in the nth Id-interval (the case m < n is excluded by the first claim). If m > n, the nth tile is not

the last one of the nth Id-interval and thus, by Lemmas 21 and 22, the point b} must be the ending point of some bb-interval

kn

o . . kno1=1 Ky , . . .
beginning at some point ¢, with b} , < ¢ < b,"/ ' Since ¢ < b\™/, the eb-interval [b;",, b~ 1] is a strict subinterval of

n—1-
the bb-interval [c, b;] which contradicts CorrProp. Hence m = n.
As for the third claim, suppose that some tile of the jth Id-interval corresponds to the j+ 1th tile of the j + 1th Id-interval.
- Kip1—1 . . . . . . k; .
Then, by definition, bjff 'is the ending point of some bb-interval. Since, by Lemma 19, the u-interval [bjt’]], bjlﬂ] is a
k-interval, this contradicts CorrBound (more precisely, formula (15)). O
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Encoding the tiling problem. We are now ready to show how to encode the octant tiling problem. First of all, we force the
horizontal and the vertical matching of colors by means of the following two formulas:

(W1 Gile A (Aile) > \/  (ts A (AL | (26)
right (t;)=left (tj)
Wilbb— \/ (A&t A A% |. (27)
up(tj)=down(t;)
Given the set of tiles 7 = {t1, ..., ty}, we define

&4 = IdDef A CorrDef A CorrBound A CorrProp A (26) A (27). (28)
Theorem 25. Given any finite set of tiles T = {tq, ..., tx}, the formula @+ is satisfiable if and only if T can tile the second
octant O.

Proof. (Only if:) Suppose that M, [a, b] I @7 Then there is a sequence of points @ = b} < b; < bj = b) < ---b) <
bj] << b§+l < - - - that satisfy the claims of Lemmas 19, 21, 22 and 24. In particular, for every i, j, with i < j, we have

M, [b], b}“] I+ tile and hence M, [b}, b}“] Ity for a unique k. We put f (i, j) = t. From Lemma 24 (and formulas (26) and
(27)), it follows that the function f : @ — 7 defines a correct tiling of ©.

(If)Letf : © — 7 beatiling function. We show that there exist a model M and an interval [a, b] such that M, [a, b] I+ ®4.
Let M = (I(N), V) be a model whose valuation function V is defined as follows. First of all, for each i, j € N, we put:

ueV(i,jD e 0<i=j—1,
which guarantees that (2) is satisfied. Now, let g : N — N be such thatg(n) = (n 4+ 1)(n + 2)/2 — 1. For each (i, j) € 0,

* e V([g(),g() + 1D,

and

fa,j),tileeV(IgQ() +i+ 1,g0) +i+ 2.

Tiles and *s are assigned to unit intervals only and thus (4) is satisfied too. Since [g()) +i+ 1,g() +i+ 2] = [g() +i +
1,g() +1i + 2] onlyif (i, j) = (7, j"), no interval is assigned to two different tiles, and thus (5) is satisfied as well.
Now, for each j > 0, we put

Id e V([g().gG + DD.

By definition, the symbol * is associated with the first unit interval of every Id-interval, no Id interval properly begins or
ends another Id-interval, and every Id-interval is immediately followed by another Id-interval. Hence, the formula IdDef is
satisfied over the interval [0, 2].

Finally, for every i < j, we put

bbeV(g(+i+1,gG+1)+i+1]),
bee V(g()+i+1,gG+ 1) +i+ 2],
ebeV(g() +i+2,gG+1)+i+1]).

It is straightforward to check that formulas CorrBound and CorrProp are satisfied. Moreover, since f is a tiling function,
formulas (26) and (27) are satisfied as well, whence the thesis. O

As a matter of fact, the model construction in the above proof can be carried out on any linear ordering containing an
infinite ascending chain of points. Thus, we obtain the following.

Corollary 26. The satisfiability problem for any extension of PNL™ which is expressive enough to define the operator (D),
interpreted in any class of linear orderings containing a linear ordering with an infinite ascending chain, is undecidable.

In the rest of the section, we briefly illustrate how the various formulas can be adapted to the other cases.
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7.2. Other undecidable extensions of PNL™ ™

Undecidability of PNL™ (D). Consider now any extension of PNL™* featuring the modality (D) capturing the relation
of strict superinterval, which is the inverse of (D). To describe u-intervals, we can rewrite (2) as follows:

u A [AJ[A[Al=u A [UI((u = (=7 A (A)u)) A ((u V (A)u) = =(D)u)). (29)
Similarly, to describe Id-intervals, we can rewrite (7) as follows:

[UI((A)* — —(D)Id). (30)
The relation between corr-intervals and Id-intervals can be expressed by rewriting (12) as follows:

[U](corr — (—u A =1t A —(D)Id A =(A)ld A —=(A)(A)First)), (31)

[U](1d = —(D)corr). (32)

Finally, the relations between be, eb, and bb can be expressed by replacing formulas (22)-(24) with the following ones,
where the operator (D) has been replaced with (D):

[Ul(be — —(D)bb), (33)
[Ul(eb — —(D)eb A (D)be), (34)
[U1((be V bb) — —(D)be). (35)

Undecidability of PNL™ (D) and PNL™ (D). If we replace the modality for the strict subinterval relation (D) (resp.,
superinterval relation (D)) by that for the proper subinterval relation (D) (resp., superinterval relation (D)), the encoding
becomes much simpler. In particular, by using any of these operators, it is easy to express the relations between u-intervals,

Id-intervals, and corr-intervals. For example, (12) can be expressed as follows:
[Ul((corr = —(D)-Id) A (Id = —(D)-corr)), (36)

or
[U]((corr — =(D)Id) A (Id — —(D)_corr)). (37)
The remaining formulas can be modified in a similar way. For the encoding of the tiling problem, we do not need three
types of correspondence intervals anymore. It suffices to use only one propositional variable bb and to express the relation
between different bb-intervals as follows:

[Ul((bb — —(D)-bb), (38)
or

[UI((bb — —(D)-bb). (39)

Undecidability of PNL™ (BL(E) andﬁPNL”*—f— (E)(B). The remaining two cases, namely, the extensions of PNL™* containing
at least one of the pairs (B), (E) and (B), (E), are symmetric. Let us consider the former. The formula (2) becomes:

u A [Al[A][A]—u A [Ul(u = —(B)(—7 A (A)u)). (40)
Similarly, formula (7) can be rewritten as follows:
[Ul(ld — —(B)(—m A (A)Id)). (41)

To encode the tiling problem, two types of correspondence suffice. Indeed, using bb-intervals we can force the existence
of eb-intervals by means of the following formula:
[Ul(bb A =(A)* — (B)(eb A (E)bb A [E]({A)u — —(E)bb))
A [B]({A)u — —(B)eb)). (42)

The tiling problem can be encoded by specifying suitable conditions on bb-intervals and be-intervals.
By using (B) only, one can express the relation between corr-intervals and Id-intervals rewriting (12) as follows:

[Ul(corr — ((B)(—r A {A)*) A [BI({(A)x — —(B)(A)*) A —(A)%)). (43)
Combining the above results, we have the following theorem.

Theorem 27. The satisfiability problem for any extension of PNL™ * expressive enough to define one of the following combinations
of modal operators: (D), (D), (D)., (D)., (B) and (E), and (B) and (E), interpreted in any class of linear orderings containing a
linear ordering with an infinite ascending chain, is undecidable.

Note that in most of the considered extensions the inclusion of 7 is not necessary, since it is definable in the language,
e.g. the case when (B) belongs to the language. It immediately follows that in such cases the corresponding extensions of
the language of PNL™ are undecidable as well. The remaining cases, as well as PNL™ extensions, are still open.
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8. Concluding remarks

We have explored expressiveness and decidability issues for a variety of propositional interval neighborhood logics. First,
we have compared PNL™* with PNL* and PNL™ and have shown that the former is strictly more expressive than the other
two which are, in a sense, incomparable. Then we have proved that PNL** is decidable by embedding it into FO?[ <] and it
is essentially the maximal fragment of HS with that property. Furthermore, we have proved that PNL™ " is as expressive as
FO?[ <]. Finally, we have proved that most extensions of PNL™* with other interval modalities are undecidable.

A number of questions still remain open. The most important ones are:

(1) Is the satisfiability problem for PNL™ ™ in the class of discrete (resp., dense, Dedekind complete) linear orderings
decidable?
(2) Is there any decidable extension of PNL with modalities from the set {(B), (E), (0), (B), (E), (0)}?

Various natural further developments can stem from the present work. In particular, the tableau systems that have been
developed in [4,5,7] for PNL on specific structures such as N and Z can be considered for adaptation to deal with FO?[<] on
these and related classes of linear orderings.
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