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ABSTRACT: There are currently two robust traditions in philpisy dealing with doxastic attitudes: the
tradition that is concerned primarily with all-oothingbelief and the tradition that is concerned
primarily with degree of belief aredence This paper concerns the relationship betweeiefteahd
credence for a rational agent, and is directebastet who may have hoped that the notion of bedief ¢
either be reduced to credence or eliminated altegethen characterizing the norms governing ideally
rational agents. It presents a puzzle which lesogiport to two theses. First, that there is nmédr
reduction of a rational agent’s beliefs to her erazks, because belief and credence are each resptns
different features of a body of evidence. Secdtmat, if our traditional understanding of our praes of
holding each other responsible is correct, theieblehs a distinctive role to play, even for idgalitional
agents, that cannot be played by credence. Thatignef which avenues remain for the credence-only

theorist is considered.

1. Introduction

Full belief (hereafter, just “belief”) is a familiattitude: it is the attitude that the folk talxaaut,
and it has been a subject of epistemology sincgepblogy began. Partial or degreed belief (hezeaf
“credence”), on the other hand, is a semi-techmiotibn that has come to the forefront of epistergyl
more recently. Although the idea that probabiliégtures into epistemology traces back to at léalsh
Locke, Frank Ramsey was the first to formalizeitlea that beliefs come in precise degrees thabean
measured by betting behavfoiSince then, credences have been closely assbeiiitepreferences
about gambles. Some have proposed that disposiagent to take certain bets is merely part of the
functional role of credences, whereas others hawgosed that the link is definitional: one’s crecein
p is the amount of money one is willing to pay idioary circumstances for a bet that yields §1 if
obtains and $0 if not.

A particular kind of belief will be important in éhensuing discussion: belief in propositions of
the formthere is a chance c that g~or example: “there is a 50% chance that the wdl land heads”;
“there is a 99% chance that my lottery ticket \le”; “there is a very low chance that this tabik
spontaneously combust.” Theslgiective-chance propositiorse not necessarily claims about what the
chances are according to our best theory of phy&edher, they are claims about the chance (frexyye

propensity, etc.) of an event relative to an ingbli@ed background: the bias of the coin or the banof

! Penultimate draft. The final publication will b@Rhilosophical Studiesyvailable at link.springer.com
2 Ramsey (1926).



lottery tickets, but not a complete physical dgg@in of the workings of the coin-toss or ticketking
mechanism. These propositions aren’t merely repafrtredences: when | tell you that the coin has a
50% chance of landing heads, | am not reportiraceidbout my mental state or my evidence but a
(purported) fact about the coin. Full belief iolmncee-thatp proposition will ordinarily be
accompanied by credencemré c. However, we will see that the fact that an adpstieves a chanoe-
thatp proposition for a particular (even a very higlk) doesn’t necessarily mean that she beligves

There is another important kind of chance-beliefidf in anepistemic-chancpropositions. For
example, one might believe that there is an 80%ah#hat a particular broken bone will heal without
surgery or that there’s only a small chance one*s/orker will make it into work on time. This i®ha
belief about objective chance relative to some gemknd: there are no “chance mechanisms” of the kin
involved in the coin-flip operating here. Rathiers a belief about the relationship between one’s
evidence and the worft.

How do belief and credence each correspond to imoagant sees the world? When an agent
believesp, she in some sense rules out worlds in whizhp holds. The truth afiot-pis incompatible
with the attitude she holds towand$though it is not incompatible with her holdingthattitude, since
she may be mistaken). On the other hand, havpaytecular credence ip, at least if it is not 0 or 1, does
not rule out either thp-worlds or thenot-p-worlds. The truth ohot-pis compatible with the attitude the
agent holds towards, even when she assigns a very high (not-1) credentz One way to see this is to
notice that if two agents, one who beliepeand the other who assigns a high credengedach learn
not, then the former, but not the latter, takes hifrtechave been incorrettThus, belief thap
involves an on-off commitment win a way that credence doesn't.

Believing an objective-chance-proposition amouatepresenting the world as one in which the
relevant event has the relevant objective chahdee ordinary propositional beliefs, objective-clcan
propositional beliefs rule out worlds in which ttleance-proposition is false. When | belighat p has
an r chance of obtainingvhat | believe is incompatible withhaving a different chance of obtaining
relative to the implied background. For examplasider the belief that a coin has an 80% chance of
landing heads. The chance-proposition is trueijusase 80% is the actual bias of the coin (tHealve
chance, relative to the implied background), anted@eving it rules out worlds in which this is $al
The coin in fact landing heads and in fact landaity are each compatible with the chance-propositi
and so the possibilities that are left open arddsdn which there is an 80% chance of heads amddn

3 Here is another example to illustrate the diffeeshetween objective and epistemic chance. Onebelaye that
a coin has an objective chance of either 80% &6 80landing heads, and have symmetric evidende rggpect to
each bias; as a result, one can believe that thehes an epistemic chance of 50% of landing headspne will
not believe that it has an objective chance of ®®%nding heads.

* See, e.g., Fantl and McGrath (2010: 141).



lands heads, and worlds in which there is an 808hoh of heads and the coin lands tails. Thusefaali
chance-propositions abgpidoes not rule out worlds in whictot-p obtains, but it does rule out some
worlds.

Similarly, beliefs in epistemic-chance propositionke out the world being some way. Whereas
the belief that there is an 80% chance of the leoiding heads rules out certain hypotheses abeut th
coin, the belief that there is an 80% chance ajreethealing without surgery rules out certain higpses
about the character of the agent’s evidence inioaldo the world. For example, it rules out the
hypothesis that agent’s total evidence (the x-fearing a certain way, the frequency of brokerebon
healing in the population) strongly indicates ttiet bone will not heal without surgery. Does crexde
rule out worlds in a similar manner? | won't takstand on this, but note that to the extent oiméglof
credence as playing the same role as belief irpitegnic chance proposition, one will think that th
attitude one takes by having gr€& c rules out, for example, worlds in whichs an inappropriate
credence for one to have. But to the extent thattbinks of credence as a state formed unrefielgtias
a state, for example, that some animals can besepted as having) or that doesn't represent argythi
the world, one need not think that the attitudeswut particular worlds.

There are two different, but related, questionsceamng the relationship between belief and
credence: how the mental states of belief and aexeelate to each other, and how the normativessta
of rational belief and rational credence relatedoh other. | am concerned here with the lattestijpn:
for an agent doing what she ought, how to do tedamces she has relate to what she believes?
Naturally, the answer to this question bears omgtresstion of how the mental states relate to edwdr,0
but I will not directly address this question heRationality is to be taken in the “reasonablehesase
of rationality rather than the “coherence” senational agents are agents who form the beliefs and
credences they ought to form given their evidemzk it is relevant, the situation they find theetves
in. | will as far as possible avoid relying on fpaular normative epistemic notions (justificatiamarrant,
and the like) that each entail reasonableness sityemain argument will rely on data about what a
reasonable person ought to believe in certain qaslesr than why they ought to believe it. As for
credences, whether there are requirements beydratarce is a matter of debate among formal
epistemologists. However, the only fact | will neakse of in my argument is a relatively uncontreiar
one: if it is part of one’s evidence that the freoy of truths in the reference class to whidielongs is
X, and if there is no narrower or competing refeeeclass for which one has evidence, then it isastl

rationally permissible to set @)(= x.



There is another debate in epistemology whiclek$argely to cross-cut: the debate about
whether belief-like or knowledge-like states unigeaiction® It may at first appear that anyone interested
in discussing the role of credence and belief imtaldife cannot avoid taking a stand here, sinbdav
full belief has its epistemic counterpart in knosde, it appears there is no corresponding epistemic
notion associated with credence. After all, baetifi be true or false — a belief tpds true just in casp
is true — but a credence cannot, and since knowledfactive, only beliefs can constitute knowledge
However, there is a degreed sense in which crederasebe assessed by their truth: a credence can be
closer or farther from the truth. For exampleg i true, then cf) = 0.99 is closer to the truth thangr(
=0.1° Furthermore, Moss (2013) has argued that credarare constitute knowledge because they can
satisfy the factivity criterion when it is propetynderstood. Therefore, | tentatively accept ihat
addition to the ordinary notion of knowledge asate with belief, which we can call belief-knowledg
there is a notion of knowledge associated withemed, which we can call credence-knowledge, that
plays a role parallel to the role that belief-knedde is supposed to play with respect to beliéfusT
while | will be concerned with arguing that notidnghe “belief package” and notions in the “crecen
package” each play particular justificatory roleaion’t take a stand on whether these roles argegldy
belief and credence or belief-knowledge and cregiimowledge.

| will present a puzzle that, | will argue, lerglgoport to two theses. The first is that (assuming
the view known as the Certainty View is false) tioraal agent’s having a particular credal statesdoat
entail that she has a particular belief state, evieinin a given context and set of stakes: bel&frot be
reduced to credence. The second is that the notibelief is ineliminable from our moral practices
holding each other responsible: we cannot constiiechorms associated with these practices using
credences alone. Thus, unless there is a waistirg the puzzle, we have either to revise these
practices or accept two epistemic notions thattditrtogether well. (I will not in this paper csider a

third route: trying to reduce credence to beliefado without credence altogether.)

2. Assumptions and the State of Play
Let me begin by outlining where the project of reidg belief to credence currently stands. One
initial thought, of course, is that (at least faational agent) to belieygis to assign cf) = 1: to believe

® Two prominent theories that claim rational agemtsonly on what they know (rather than only on tthay
believe) include those of Fantl and McGrath (20&&) Hawthorne and Stanley (2011). See also thatelelbout
norms of assertion, where Douven (2006) argueghieatorm of assertion is not (as the consensws vixds)
“assert only what you know” but rather “assert onlyat is rationally credible to you,” where whatasionally
credible to one is what we can or could rationb#jieve.

® Scoring rule arguments for probabilism have maskeaf the idea that it is an epistemic virtue teeher) closer
to 1 in worlds in whiclp is true and closer to 0 in worlds in whiglis false. See Pettigrew (2011) for an overview
of these arguments.



something is to be certain of it. This view, ther@inty View, is naturally suggested by the dgsirn

of credences as “partial beliefs.” For the purgasfethis paper, however, | will bracket this viend
simply assume it is false. This assumption repitssg mainstream view, though of course not evaryon
will be on board with it (I will later discuss whnedr accepting the Certainty View can solve the lemohd
raise for the eliminativist about beli€f)If belief cannot be reduced to credence 1, theretare two
initially promising proposals. The first is ther€shold View: there is a threshdlduch that a rational
agent believep if and only if crp) >t. Of courset may be somewhat vague. The second is the
Modified Threshold View: that credence above ashodd, where the threshold is relative to tbatext

or stakesinvolved, is necessary and sufficient for belimf & rational agerit.

The (unmodified) Threshold View has met with probdein the form of familiar paradoxes such
as the Lottery Paradox and the Preface Paradaill concentrate on the formét. Consider a candidate
thresholdt. Now consider a fair lottery withtickets, where n > 1/(1t. For a rational agent,
propositions of the form “Tickean is not the winning ticket” are all rationally giveredence above the
threshold, as is the proposition “Some ticket Wélthe winning ticket.” On the Threshold View,sthi
implies that it is rational to believe all of thga®positions, even though they jointly contradict.
Therefore, under the assumption that one oughtlieue the conjunction of what one believes (the
“conjunction principle”), a rational agent oughttielieve a contradiction. Furthermore, Douven and
Williamson (2006) show that “defeasible threshdklus” — views that say that there is a presumptive
threshold credence for belief but that belief cardbfeated in the presence of some specified ¢ondit
that is purely formal in nature — run into modifieersions of the lottery paradox. However, notrgeee
is willing to accept that the Lottery Paradox désehe Threshold View. The “Lockean,” for example,
holds that the Threshold View is correct, and detfie conjunction principle: he thus allows that a
rational agent can hold each of the “lottery bsli@fithout holding their contradictory conjunctioim
any case, we might worry about resting a claim abimurelationship between rational belief andorzi

credence on a case which seems independentlyderpira puzzle for the belief package.

 Authors generally focus on objecting to the cldiat crp) = 1 isnecessaryor belief. Nonetheless, the claim that
cr(p) = 1 issufficientfor belief has also met with challenges: see M#h@93) and Hajek (ms.). For an alternative
picture on which full beliefs have maximal credersme van Fraassen (1995), who takes conditiordkaces to be
basic and full beliefs to be derived from them.

8 That justified belief requires credence over ashpld, which is relative to the stakes involvednbotivated in
Fantl and McGrath (2002) by consideration of thergimenon of “pragmatic encroachment.” One kind of
Modified Threshold View is what Schroeder and R@.2) call Pragmatic Credal Reductivism, spellatiio
Weatherson (2005), and (under one interpretatianjlland McGrath (2010). (See also Harsanyi (1885 view
of this type.) This view also fits with the gerlespirit of Hawthorne (2004) and Stanley (2005)haligh they both
formulate their views in terms of epistemic proliigprather than subjective probability or credence

° A more recent argument against Threshold Viewslthen't discuss, but that is worth examiningJane
Friedman’s (forthcoming) argument from the ratidtyadf suspending judgment on high-credence prdjurs.

19 Kyburg (1961).



| will argue that neither kind of threshold viewndlae correct, using pairs of cases that have the
same stakes. The initial pair of cases is famitidegal scholars, although these cases havéato
discussed somewhat in the epistemology literatlitee pairs of cases all have a structure in which i
clear what the rational credences are. Furtherntioeg illustrate a point that goes beyond refuthmg
threshold views: that there can be no purely formaduction of belief to credence. Finally, consadion

of these cases will help uncover the domain in tvhielief plays an essential role.

3. No Formal Reduction

We begin with a famous court case, the classic plaof what is known as “the problem of
naked statistical evidence” in legal scholarshipiere is the court case in broad outline. We will
examine the hypothetical version that is usualgspnted in legal scholarship, the “Blue Bus Case,”
which abstracts from the non-critical details af tictual cas¥. As Fred Schauer presents it:

“Suppose it is late at night...and an individual's isahit by a bus. This individual cannot

identify the bus, but she can establish thatat lidue bus, and she can prove as well that 80

percent of the blue buses in the city are opefayetie Blue Bus Company, that 20 percent are

operated by the Red Bus Company, and that thenecebeses in the vicinity except those
operated by one of these two companies. Moreeaeh of the other elements of the case —

negligence, causation, and, especially, the fatttlam extent of the injury — is either stipulated o

established to a virtual certainty.”(81-82)

In civil cases, the standard of proof is that tleeniff must prove her case “by a preponderance
of the evidence.” This is usually taken to meay dthalance of the probabilities” (Schauer notes th
that is the phrase used in English law), which vightrthink means cp) > 0.5, where is the
proposition the plaintiff is trying to establish.However, in the actual case, and “as the ovemvingl
majority of courts would conclude,” according tch&aer, the plaintiff cannot win the lawsuit, be@us
the evidence that the plaintiff was hit by a BlugsBs ‘merely statistical’. It is important to edhat the
statistical evidence is notadmissiblerather, it isnsufficienton its owrn*

Given these facts, let us consider another hypictdatase, which we will call the “Green Bus
Case™

Suppose it is late at night, and an individual'sisdit by a green bus. The two bus companies in

the area, the Green Bus Company and the Yellow®umspany, each operate 50 percent of the

1 Central discussions of this case and others ifnglraked statistical evidence appear Nesson (1@&8)en
(1977); Thomson (1986); Colyvan, Regan, and Fef2001); and Redmayne (2008).

12 presentation based on Schauer, Chapter 3. Sesh#ter for further details of the actual case.

13 But see Cohen (1977) for arguments (in additiothéoone considered here) against the thesis vitreial
standards can be cashed out in terms of credenctlsey “Pascalian” notions of probability.

4 See Cohen (1977: 82).



green busses. There is an eyewitness, who identiie bus as belonging to the Green Bus

Company (the two bus companies operate busseslistthctive shapes). It is night-time, and so

her vision is not ideal: let us say she makes hk@st&5% of the time. All of the other elements

of the case remain the same.
Given the standard of preponderance of the evideveeould speculate that in this case, the pfainti
would win a suit against the Green Bus Company.

The situations appear to license the following erexs as rational: cr(BB) = 0.8; cr(GB) = 0.75,
where BB stands for the claim that a bus belongirthe Blue Bus Company hit the woman in the first
case, and GB stands for the claim that a bus biglgrig the Green Bus Company hit the woman in the
second case. However, only in the second case enth with the lower credence — could the courgéud
that the plaintiff has won the suit. Let us useldnguage “a verdict thatis (or is not) licensed” to mean
that a court ought (or ought not) to conclude thaHere we have a case with the same stakes and
context, in which cr(GB) = 0.75 does license a igtrithat GB, but cr(BB) = 0.8 fails to license adiet
that BB. This is to say: threshold views of thiatienship betweeticensed court verdictand rational
credence are false.

| don’t want to rest too much on the undoubtedtyederelationship between it being licensed for
a court to conclude thaton the basis of some evidence and it being rdtfonan epistemic agent to
believe thap on the basis of that evidence. What is imporddoatut this example for our purposes is that
the claims about belief analogous to those aboen$ied verdicts are intuitive in these caseseelins
clear that when we reflect on all the evidencelalbt in the case, and reflect on what we ought to
believe, we don’t have a clear (rational) beliebatbwhether the Blue Bus hit the wom&nBut in the
case of the Green Bus, we do. (If you are worttied 0.75 is never high enough for belief — that¢hs
somenecessarypossibly stakes-dependent) credence threshadldsthagher — then vary the examples to
increase both numbers above whatever thresholdhyoki is high enough for the Green Bus Case, e.g.
make 95% of the busses Blue Buses in the first @aadenake the eyewitness 90% reliable in the serond
So | want to tentatively conclude that rationaldfsl about this case track the licensed verdicts.

Here is another case, with the same form, that séemrompt the same intuitions. You leave
the seminar room to get a drink, and you come bafikd that your iPhone has been stolehere
were only two people in the room, Jake and Barbdi@u have no evidence about who stole the phone,

5 In any event, if “preponderance of the evidenaghstimes requires only that the claim is more potéthan not,
we could tweak the information given so that it Wblicense the same credence as in this hypothetisz and also
license a court verdict. Since the argument ig $leiction only hinges on what we oughbétievein these cases,
the complexities of the actual legal system arenpairtant to the discussion here.

16 See also Thomson (1986), who argues that in the Bls case, we dorkhowwhether the blue bus hit the
woman.

7| thank the students in Robert Audi’s graduateisamat Notre Dame for suggesting this case.



and you don’t know either party very well, but yknow (let's say) that men are 10 times more likely
steal iPhones than women. | contend that thi$ @mugh to make you rationally believe that Jakkes
the phone. If you accused Jake, he could, it séeme, rightly point out that you don’t have evide
that he in particular stole the phone. He coutitgst that you only know something about men iregan
or on average. But you should have a high credératelake stole the phone: if you had to placeta b
with only monetary gain and loss at stake, it &aclthat you should bet on Jake (given the stegisyou
can expect to do better in general by betting emtln in in these kinds of cases: assuming therarar
equal number of men and women in the populaticen for every 11 cases of iPhone-stealing, 10 are
perpetrated by men). On the other hand, if we frextithe case so that you know that men and women
are equally likely to steal, but a fairly but n@rfectly reliable eyewitness (let's say, 90% rditells
you she saw Jake take it, it seems that you camedly form the belief that Jake took it, evenuigh
you would have a lower credence in this case. nflai point holds if Jake has a guilty look andjufilty
looks indicate strongly but not perfectly that thdividual has perpetrated the crime in question.
Statistical evidence generally produces a ratibeéiéf in a chance-thatp proposition. It also
presumably produces a rational credence @) er€. But what is interesting about statistical evickeis
that it is often by itself not enough to produdeetief thatp, even whert is very high. Admittedly, it
will be hard to say what counts as merely statibwidence, and | am leaving open whether stedilsti
evidence can in some cases produce belief: | daigndhat in many cases it cannot, even though it
produces a higher credence than a rational agdirftavie in other cases in which she does belidveat
least some instances, belief is not fixed by credeaven in combination with stakes and context.
That bare statistical evidence cannot producebislia common enough position in the literature.
The Blue Bus case has been discussed extensiviilg Iegal literature, and to a certain extenhin t
epistemology literatur®. Furthermore, in the epistemological literaturepson (1986), Kaplan
(1996), and Nelkin (2000) have each proposed teesible Lottery Paradox by claiming that purely
statistical evidence should not produce béfieThere is disagreement about why exactly thesescas
don't give rise to a verdict or to rational beff&fBut most scholars seem to focus on the factiteligfs
formed on the basis of statistical evidence, iétrare correct as a matter of luck, and moreokat,the
believer knows this (this makes them different freay, Gettier cases). For example, as Thomson and
Nelkin both point out, beliefs formed on the baxistatistical evidence are unsafe: crucially, they not

18 For references to the legal scholarship, see weth0. Discussions that focus on both legal aistemological
issues include Thomson (1986) and, more recentigck et al (ms.). These do not explicitly focuscoedence.

¥ These accounts have come under fire. See, fongea Douven’s (2000) reply to Nelkin. Douven’pheis
specifically aimed at Nelkin’s claim that the “ORalse Belief” accounts of Bonjour (1985) and Rya®96) cannot
handle an additional case she proposes. The bhasgshowever, have a different structure than iNalicases.

2 For an outline of the disagreement about why th@yt give rise to a guilty verdict in the legalsea see
Redmayne (2008).



causally connected to the truth of the propositiBut the belief in the chanaeef-p propositioncan be
safe — or, more generally, correct not as a maftiick — and so need not run afoul of rationality.
Furthermore, the relevant credences are not goingrtafoul of rationality. If one’s credenceptis
based only on statistical evidence, then one’setregl exactly matches the frequency in the relevant
class.

What we've seen is that a certain kind of evideittiesis can give rise to a justified high credence
without giving rise to a justified belief, whereather kinds of evidential bases can give risejisstfied
lower (but still high) credence and yet also gige tto justified belief. What is important abol tcases
here, and has not historically been the focus efitarature (primarily because the literature tatistical
evidence has focused on what makes a belief pdtiither than on the relationship between befidf a
credence), is that (1) the statistical-evidences&gre can be paired with non-statistical evideases
that have the same stakes and context; and @gliéar what the rational (or at least rationally
permissible) credence is in these cases. Thusrtluenent here against the Threshold View resfswn
auxiliary assumptions about rational belief (it slo®t, for example, assume the conjunction priegipl
and contains fewer “escape routes” in the formllofrang the threshold to change in response torothe
facts about the agent’s situation. Again, | wanbé¢ clear that | don’t have a general thesis atisutole
of statistical evidence in belief-formation. Clgastatistical evidence, when paired with othardkof
evidence, can figure into rational belief-formatior example, evidence that the fingerprints foahd
crime scene are a statistical match with those@fiefendant, in combination with some evidence
suggesting that she had motive to commit the craar,lead to both a verdict and a belief in heltgui
when motive alone would not. Furthermore, it isgible that there are some cases in which statlistic
evidence on its ownangive rise to belief. | am making the rather magsnt that in at leastome
cases obare statistical evidence, the evidence fails to predaicational belief but does produce a
rational high credence: higher than the credenam@logous cases in which the evidence does gige ri
to belief.

Why not try to build in the type of evidence intoealuction of belief to credence? The problem
is that we aren't going to be able to read offtilpe of evidence from purely formal features of'ene
credal state. Granted, when the statistical edidénabout objective chance, one will have a high
credence, if not credence 1, in a chacad-p proposition. But consider again the iPhone tbafes, in
which the statistical evidence is clearly not abmhjective chance. In the first case, you know Jlake
is a man and that men are more likely to steathdénsecond case, you know that Jake looks guildy a

that people are more likely to look guilty afteeyfve stolen. In both cases, you have a high dimmgil
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credence that Jake stole, given, alternately,Jlee is a man and that Jake looks gdfitgut only in the
second case do we think you ought to believe tile dtole. A plausible explanation of this is et
counterfactual “if Jake hadn’t stolen, Jake wouldimok guilty” is true if Jake did in fact stealtithe
counterfactual “if Jake hadn’t stolen, Jake would@ a man” is false regardless of whether Jake.sto
Or, alternatively, that if Jake is guilty, then kigilty look is caused by his guilt but his beinghan is
not. And there need be no formal differences @dences between the cases. The crucial poirdtis th
one can't in general read the difference betweesation and correlation off of a probability furoet
one needs to intervene in the world in order talgisth a causal relationsHip.

Even though there won't be a “local” differencechedence in the cases, one might wonder
whether there will be a “global” or “holistic” défence, a difference in credences related to thetta
credences. For example, one might hypothesizecthdences based on statistical evidence are less
resilient than credences based on non-statistidérece®® One might think that in most cases in which
you have an extremely high credence, most piecesidénce that you might get will not lower your
credence very much, but that in the lottery caseekample, the announcement of the winner has the
potential to drastically change your credence. il8ity, one might think that a second eyewitnes$ wi
make less of a difference to the Green Bus casedliiast eyewitness would make to the Blue Bugcas
Cashed out formally, one might hypothesize thatetweéll be a difference in the probabilities of BRd
GB conditional on other relevant evidence. Theofmm with this response is that there won't be a
difference between these conditional credences wienew evidence is independent of both the old
eyewitness and the statistical evidence. Congideach case the effect of an independent eyewitnes
with reliability 0.75, who states that the bus Ingjed to the other company. In the Blue Bus cése, t
rational agent’s credence on the new evidencebeiltr(BB) = 0.57, and in the Green Bus case, her
credence on the new evidence will be cr(GB) =20.8ind if it is true that the wrong causal directisn

2 I'm leaving open how we want to represent thasttasl evidence in the credal framework, as cp&0.9 | Jm)
~ 1, or as cr(Js | Jm) = 0.9. The latter seems stoaghtforward, but if we want to interpret sséittal evidence as
being evidence about the epistemic probabilitiess ight want to employ the former. As for the seggn that
believing or having a high credence in an epistech&nce proposition blocks outright belief, thisnitavork
because epistemic-chance propositions are noteelienly in response to statistical evidence: pregaly one also
believes that there is a high epistemic chance stake in the “guilty look” case — that is just wlitameans to
believe the guilty look is evidence of Jake’s ginlthis case.

22 See Spites, Glymour, Scheines (1993). There fe® @xceptions to this general claim but theyraverelevant
to the present case. Perhaps an objector coufd tare will be a difference in one’s credencethimrelevant
counterfactuals. But | doubt that an agent needsrinulate a credal opinion about counterfactualsrder to
count as rational. Alternatively, one could tryaidd more to structure to credence functions.né wants to take
these escape route, it will be an interesting upshthe argument here that rational agents ne&ééve much more
complex credences than is ordinarily supposed.

2 thank Brian Weatherson and Roger White for rajshis point.

% n the Blue Bus case, where E is the new eyewstad¢sstimony and S is the statistical evidend@BB1 E & S) =
cr(E | BB)cr(BB | S)/[cr(E | BB & S)cr(BB | S) +(&| ~BB & S)cr(~BB | S)] = (0.25)(0.8)/[(0.25)(0.8
(0.75)(0.2)] = 0.2/0.3% 0.57. In the Green Bus case, where E is the iyewitness’s testimony and O is the old
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why the evidence that should produce a high crezlshould not produce a belief, then this point
generalizes. The statistical indistinguishabitifcausation from correlation (in non-intervention
settings) means that takiad] the formal properties of a credence function adoount — even the global
ones —won’t be enough to distinguish between deusand correlation.

What these cases bring out is thational credence and rational belief are sensitiveto
different features of evidence. So while a given body of evidence wiuallysupport a belief just in
case it supports a high credence, there is no s&gesonnection between the two. The statistiasés
show that credences don't distinguish between icefdats about our evidence in the way that belief
does. What this suggests is the following pictatehe “base level,” we have a body of evidendgchv
separately determines rational credence and rati@tiaf. Since evidence that supports a highened
is often evidence that supports belief, there reegally a connection between the two. But thegnagal
connection is not intrinsic: it occurs becausehefway both credence and belief are related teeci,

not because of the way they are related to ea@hr.oth

Consideration of the fact that two different evitigihbases can be such that the one produces a
higher credence ip and no belief that, and the other a lower credenceibut belief thap, also allows
us to question an initially plausible sounding teat@out the relationship between credence andfbiélie
one believep, and one’s credence jnincreases, then one continues to beligvad he statistical cases
provide an easy example. Consider Kelly, a ratiagant who is participating in a game show whéee s
might win a prize. She has a very high credencd feelief) that the winner is determined by another
contestant’s choice, and she has a very high cced@md belief) that the contestant hates hethadas
cr(WON'T WIN) = 0.95. Let's say that she also belks she won't win the prize. She then discovers
that the winner is determined by a fair 100-tidkétery. Her credence increases to cr(WON'T WIN) =
0.99, but she no longer believes that she won't vather, she believes that she will almost celgaint

win. If you are torn about this case, consideaaalogous case involving judgment about a person’s

eyewitness’s testimony, cr(GB | E & O) = cr(E | &B)cr(GB | O)/[cr(E | GB & O)cr(GB | O) + cr(E B &
O)cr(~GB | O)] = (0.25)(0.75)/[(0.25)(0.75) + (0){®25)] = 0.5.
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guilt, e.g., you learn that Jake didn’t have atgudok on his face (just a bad reaction to coldiini@e)
and simultaneously learn that men are more likelst¢al. | submit that your credence in Jake’#t il
increase, but you will lose your belief. The piphe that belief is stable in response to an ineeda
credence (we might say, that belief is “monotoniith respect to credence) is generally true. Hawev
the fact that it is sometimes false shows thazeal might be explained not by a tight relatigmsh
between credence and belief, but by the fact thatast ordinary cases, evidence that leads tociadae
in credence also preserves belief.

Belief cannot be read off the purely formal projgerof a credal state, even if we take into
account stakes and context. However, as | willaig the remainder of this paper, belief is inéliable
from our best theories about the norms associaitdchelding each other responsible.

4. Belief and Blame
Given that belief is not reducible to credencemight hope that we can do away with the notion

of belief entirely by precisifying the principles which it plays a role, or by relegating it ratethe
mental life of non-ideal agents, e.g., as a hearisiowever, as | will argue in this section,Ltrts out
that we need belief, and its accompanying epistegyplprecisely because there is a domain in which o
norms involving belief are sensitive to the kindewdential connections that belief tracks butdemnce
doesn't®

Let us consider the context in which the idea eflence was developed, and the norm in which it
is well-suited to play a role: that of decisiondhe Initially, decision theory was developed to
characterize how one should bet in explicit bettingtexts where the payoff of a bet depends on an
objective-chance mechanism, such as the roll aé@aat the arrangement of a deck of cards. Thenor
of decision theory in its initial form, as develolpgy Pascal, was that one ought to choose, ameng th

available actions, the action that maximizes exqbatonetary value, given the objective probabditie

% Theories that seek to eliminate belief altogethelude Jeffrey (1970) and Christensen (2004). [atter argues
that the notion of binary belief is useful, thougtay not in the end capture any important aspecatdnality”(ix).
Theories in which belief and credence play differetes in the same domain include the “reasonisgasition
account” of Ross and Schroeder (2012). Theoriggich credence and belief play the same role batjpy a
different discourse include that of Frankish (2008jurgeon (2008) is a difficult theory to categer since he
thinks that everyday evidence does not alwaysmatipe sharp credence, and fuzzy confidence oftaioesort is
identical with belief, but | tentatively place higeory in the category of theories in which credeand belief play a
role in the same domain. Two theories that dogeize different primary roles for credence anddfedre Mark
Kaplan’s (1996) Assertion View and Patrick Mahgf893) notion of “acceptances.” Both Kaplan anchista
claim that our ordinary notion of belief is not eslnt, and each propose to replace it by a ndtiainshares many
of the features of belief and does much of the sant&. (Therefore, there is a sense in which thleeries are
eliminativist.) These theories are not reductibimighe sense that they don’t reduce assertiomasogptances to
credence, but they are reductionist in that theyce theaationality of assertions or acceptances to facts about the
agent’s credences plus something else: for exarapterding to Maher, one rationally accepts a psijom if

doing so maximizes expected “cognitive” utilitythink these theories are on the right track inrtrezognition of
two very different kinds of activity, one which iolves credence and one which involves somethirg els
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involved®® That is, when facing a choice among lotteriethefformL = {$x1, p1; $%, P ...; $% P}
whereL yields$x with probabilityp;, one ought to choose the one with the highest vafi&/(L) =
=1 Di X

Decision theory in its modern form is the resulse¥eral modifications to this norm. First, the
injunction to maximize expected monetary value vegdaced by the injunction to maximize expected
utility, where utility is a function of money. Next, it was proposed that utility issabjectivefunction of
money; furthermore, the domain of the utility funotwas expanded to include any consequence
whatsoever, not just monetary consequefitdsnally, the domain to which the norm applied was
expanded: instead of just pronouncing on how omghbio choose between lotteries with objective
probabilities, it could pronounce on how one oughthoose between any acts whatsoever: the obgectiv
probability function, which assigns values to egehtit have objective probability, was replacea by
subjective probability or credence function, whidsigns a value to any event whatsoéVeSo, the
norm of decision theory in its modern form is: wlatwosing among acts of the fogm {E4, X1; Ez, Xa,;
...; En, X0}, whereg yieldsx; in eventE;, choose the act with the highest value of
EU(g) = X1 p(E) u(x;). For example, when one is deciding whether togoain umbrella to work or
leave it at home, one considers the utility ofiggttvet, of staying dry while not carrying an umtage
and of staying dry while carrying the umbrellayasl as one’s credence in rain and not-raifSome
have proposed further modifications of this noruit, these are irrelevant for our purposes.)

Thus, a norm that was originally developed in thitext of betting came to be applicable to all
actions, as actions are seen as bets on what tiek iitike. An important thing to note about timierm
is that it captures the structure of the considematinvolved in instrumental or means-ends reaspni
We might, colloquially, think of being instrumenrtatational as taking the means to one’s endss Thi
idea presents instrumental rationality as applyinan agent who wants some particular end and can
achieve that end through a particular means. Busituation of actual agents is more complex. In
typical cases, an agent faces a choice among ntesatriead talifferentcompeting ends, which he values
to different degrees. And, in typical cases, nofntie means available to the agent will lead with

% See Fermat and Pascal (1654).

" This was proposed independently by Daniel Bertiqdif38) and Gabriel Cramer (see Bernouilli 1738).

% See, e.g., Ramsey (1926) and von Neumann and Mstege (1944).

29 See, e.g., Ramsey (1926) and Savage (1954).

30| note that on a view that has become fairly stamddn decision theory (the constructivist view)ealoes not
have a utility function independent of one’s preferes, so the norm of decision theory is technit¢alhave
preferences that obey particular axioms, from witietill follow that you are representable as préafeg the act
with the highest expected utility value. So aamadil individual will not and cannot explicitly cadsr the utility of
various outcomes. See, e.g., Dreier (1996). Tiference, however, won't matter for our purposese-will
primarily be considering whether the norm of demisiheory can capture certain intuitive decisiomsoerning our
moral practices of blame — and so | will continaespeak in terms that make the discussion less ergoime.



14

certaintysome particular end. So the agent’s judgmenttaltbat to do — and the norm that describes
what he ought to do — must be sensitive both tgrjueht about which ends he cares about, and how
much, and to the likely result of each of his plkesactions. Thus, the norm of decision theorylwan
stated:

ACTION NORM: Perform an act only if that act haglieér expected utility than any of the other

available acts, and perform any one of the actshiésthe highest expected utility, given your

credences in the events which bear on the utifithe acts™
This, of course, is a subjective norm. The obyectiorm “perform one of the acts that will in fact
produce the highest utility” may also be importdmit here the focus is subjective norms: what yaght
to do given your epistemic state.

Decision theory, then, with credences, is extrergelyd at explaining justified actions in the
domain of what we might call personal action: attichen the only or primary relevant stakes aretfer
agent. It is able to capture the norm of persaotibn because it explains how both epistemic ahaev
facts jointly contribute to a pronouncement abohatwne ought to do. Notice that this norm doesn’t
itself mention beliefé?

If we want to argue that credence can do all ofahek that belief is supposed to do, we would
need to show that in all of the contexts in whiahsgem to have a norm that mentions beliefs oefbeli
knowledge, we can formulate a norm that mentiorig credences or credence-knowledge that
recommends the right actions. For example, whilealy be debatable what beliefs a rational agentrha
the lottery cases, we arguably don’t need the qurafebelief in these cases anyway, since we can
explain all of the actions an individual should artdke with respect to the lottery just by citirey h
credences and the Action NoffhGiven that the Action Norm is the main norm thsés credences, and
it is supposed by its proponents to be very geniralnatural thing to do is to try to explainradirms
that purport to employ belief as particular applimas of the Action Normi? For example, one might
explain the apparent norm that we ought to act batwe believe as follows. While ideally rational
agents reason about what to do using credencesniaeg with belief leads to roughly the same pcatti
upshots in a large range of cases, and given tpeitoe costs of reasoning with credences as opptuse

3L |f there are no ties, this norm reduces to: “Prenfan act if and only if that act has the highegteeted utility
among the available acts, given your credencdseretvents which bear on the utility of the acts.”

%2 Though Ross and Schroeder (2012) argue thatjilicapion rests on belief: belief plays a role @itisg up
decision problems, about which we can then reasorgicredences.

% This isn't to say we can't explain actions in éit cases using beliefs: they can perfectly wekx®ained using
beliefs about objective chances. The point istjust we can also explain them using credences.

3 Additionally, although this isn’t the subject tiig paper, the “belief-only” theorist who wantsefaminate the
need for credences but doesn’t think they can teaexd to beliefs, would need a way to capture t€A Norm
and the interaction between the epistemic and Vfakts, using just beliefs and chance-beliefs &t@pic facts —
or would need to argue that this norm is not theem norm for personal action.
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belief (or as opposed to the propositions thatlaecontents of belief), actual humans are beffarsing
beliefs.

What | will show in this section is that there aggseto be an important norm governing our
current practices that involves belief. | will eafor granted that the apparent norm really doegmoour
practices, and | will try to say why this might ¥& though | will note an avenue for resisting.tHisvill
then show that this norm cannot be readily redesdriusing decision theory, as a norm involving
credences. | will then consider what options grenato the defender of reduction.

Within our practices of holding each other moraéigponsible, having a reactive attitude — e.qg.,
resentment, indignation, guilt, or gratitude — todvaomeone on account of her action is a prevalent,
perhaps indispensible, way to hold her responéilsléhat actior’™> Whether to blame or praise someone
via the reactive attitudes is an all-or-nothingisien based, so it seems, on whhelieve(or know)
about the facts concerning her and her action, aaathether she actually performed the act andhghet
that act was permissible. While reactive attitudesome in degrees, the degree of blame | assign t
particular agent is based on the severity of therat on my credence that she in fact did itl Have a
0.99 credence (and full belief) that you shoplifeecandy bar, | feel a small amount of indignatimmard
you, but if I have a 0.2 credence (and lack alfallef) that you stole from a hungry orphan, | Jwitkd
indignation altogether, even if the mathematicglemtation of how much blame you deserve is higher i
the latter case. Merely statistical evidence selerpay a similar role as in the legal cases: éf/en
know that 80% of teens shoplift, | ought not toidet of a particular teen that she has shopliftetila
ought not to condemn her for shoplifting. Agaimanh called on to make a pronouncement about whether
you did some act, and treat you accordingly.

So the norm associated with blame is, roughly spgak

BLAME NORM: Blame someone if and only if you belegfor know) that she transgressed, and

blame her in proportion to the severity of the sgnession™

3| am presupposing the common view that havingpatiee attitude toward someone is sufficient taggar
blame him, in the tradition of Strawson (1962). i note that there is some disagreement with ¢haim, it is a
natural view to take, as reactive attitudes appehe an important component of our moral respdlitgipractices.
Further, even if this turns out to be incorrecg fiwints | make here hold under any reasonablerstaoheling of
blame.

3% A few caveats are necessary. First, on some vidwee is a distinction between when we oughtame
someone and when we ought to find them blamewosaihg,theorists adhering to these views may thiakitie
above norm should concern when to judge someomedvlarthy — whether to blame her will be a matter of
whether some additional condition (e.g. concermimygrelationship to her) is fulfilled. However, shilistinction

will not matter for the discussion here, sincellrcases we may simply assume that the additiooradlition is

met. Second, this norm might be thought of asas#iée, for example if the individual is believedhave
transgressed but is judged not to be a membeeahtiral community. A final complication arisesrrdéhe
possibility that we believe an individual committ@dransgression, but we are unsure about the badoess of the
transgression. How to in general handle exampleghich the uncertainty is not about whether thenagerformed
the act but about the status of the act itseleigpobd the scope of this paper. It is possiblettede examples are
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Like the Action Norm, this is a subjective normherFe is also a corresponding objective norm: “Blame
someone if and only if she transgressed, and br@me proportion to the severity of the transgi@ss

As | have pointed out, the corresponding norm Waaild be an application of decision theory
appears to be false:

BLAME NORM, CREDENCE VERSION: Blame someone in actance with the expectation of

how severely she transgressed, given your credbatshe transgressed and the severity of the

transgression.

One might object that we do sometimes blame indadiglin a more guarded way, precisely
because we are not certain whether or not they theetonditions required for blame. For examptey y
might blame a colleague for not showing up to atingebut temper your blame to the extent that you
are not sure whether she has an excuse. If | aratdhat blame essentially rests on belief rathen
credence, then there are at least two ways toibegtiese kinds of cases. First, it might be yioat
blame her, but you have doubts about whether ghisa right thing to do. Here, we might say that y
believe she did something wrong, but you have stooder doubts about whether your belief is correct
Thus, you apply the norm, but doubt whether youyliegtion is correct. Alternatively, it might bieat
you don’t blame her but are unwilling to definitiyevithhold blame. Here, we might say that you
suspend judgment on whether she did something woongt, and we might revise the suggested blame
norm to say “Blame someone if you believe she gaassed and don't blame her if you believe she
didn't,” where not definitive instruction is givemhen neither of the conditions are met.

Regardless of the explanation for tempered judgrinesny particular case, the test for whether
these cases undermine my claim that the blame resta on belief rather than credence is as follows.
Consider someone who definitively performed artlzat merits a level of blame that is exactly eqaal
theexpectatiorof blame in the tempered judgment case: for exaygptolleague who arrives late to a
meeting (a less bad offense) who you know has nosex If the attitude one takes towards the cgllea
in this situation is the exact same attitude okedan the tempered judgment case, then this @rd m
favor of resting blame on credences. But if thiguate is different — if, for example, you blameth
absent colleague more than the late colleagudaketsome second-order attitude that mitigates your
blame in the former case — then that’s an indicati@t blame has belief rather than credence as a

necessary component.

best handled by introducing a decision-theoreticutas into the assessment of the severity of iduesgression
itself, so that the norm is “Blame someone if antydf you believe (or know) that she transgresset| blame her
in proportion to the expected severity of the tgrassion.” Nonetheless, the main point is thatibyen concerning
blame has the general form given above: an episteamponent which must be satisfied if blame ibeo
apportioned at all, and a separate component tesgihe amount of blame to be apportioned.
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As further support that practices of holding eatttenresponsible are governed by on-off rather
than partial attitudes, consider what happensercturtroom. A jury is called on to offer a vetdica
verdict about whether a particular defendant istyor not formed only on the admissible evidencnd
it is on that basis that the defendant is punigitetbt. We could imagine a legal system that ghess
defendants on the basis of some partial attitueguity forms in her guilt: the defendant gets tweauns if
the jury forms a credence (or partial verdict) & i her guilt, four years if the jury forms a demce of
0.95, and so forth. Indeed, perhaps this systemidvnaximize expected utility, when we take into
account the value of punishing a guilty persontieddisvalue of punishing an innocent person.
Alternatively, in civil disputes over a sum of mgn&e could award the money in proportion to our
credence in who it rightfully belongs to. As Nesgmwints out, this approach “addresses the concdrns
the decision theorists so well that a questiorearés to why our legal system is so firmly comrditte
the all-or-nothing rule¥ And it does not seem that the main objectiorsutth a system are practical:
although forming a precise credence would be tactprally difficult, we could imagine there being
more than two possible verdicts, e.g., definitalifty, probably guilty, probably not guilty, defiely not
guilty, each with an appropriate sentence.

The reason such a system is not adopted is thairghis called upon not merely to assess the
total strength of the evidence, but to render agye® verdict as to the defendant’s guilt: to taketand
about whether she is guilty; as Nesson puts linke a statement about what happerfédwWhile it is
possible that this stand needs to be informed égesrces, and perhaps the evidence will justifyrdice
only if it also justifies a credence above a thotgdlithough the ideas of “beyond a reasonable dautat
so forth may also be explainable without refereioeredence), the jury is called on to do something
addition. While the cases of jury verdicts an@lipersonal blame aren’t directly analogous — arguab
courtroom practices are shaped by merely praatmadiderations more than reactive attitudes ahey- t
are both examples concerning a norm we have adémtedaluating individuals, which rests on an on-
off attitude, and in which there is some obviousralative norm that rests on a partial attitudetbat we
are hesitant to adopt.

If I am right that norms involving attitudes likéaime involve belief, then we can close off one
kind of response to the statistical cases. Ondtnhigve thought: every bit of evidence is ultimatel
statistical, and whether we think a subject isifigst in her belief changes with the context, iveith
whether the evidential uncertainty is described bdtery. For example, when we are really made to

focus on the fact that an eyewitness being 75%bilkdimeans that it is merely a matter of chancedhehne

3" Nesson (1985: 1382).
% Nesson (1985: 1359).
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she got it right in this case, we may no longemkhhe belief based on eyewitness testimony isfigt®
But we do think there are context-independent fabtsut whether individuals ought to be blamed @n th
basis of the evidence. If the norms concerningattitides like blame involve belief, then thers labe
some privileged description of the evidence withpeet to which beliefs ought to be formed or not
formed, and with respect to which reactive attisidee appropriate. (We similarly take there to be
context-independent facts about whether jury vésdice justified.)

The norm concerning blame appears to rest onfliatiger than on credence, at least according to
our ordinary practices. However, there are a fesponses available to the credence-only theoFist.
first, of course, is the route this paper assumeyato accept the Certainty View. Related to this
strategy, one could argue that blame requires keuyd rather than belief, and that the Certaintywie
about the relationship between knowledge and cdlenthat knowledge entails or requires credenee 1
is correct. A second response is to argue that ikesomething mistaken about our ordinary prastic
One might seek support for this view by pointing that we do tend to place too much weight on
testimony, and are susceptible to the base-rdeefal However, in order to solve the problem of
statistical evidence for the pairs of cases at hand would have to argue either that we oughtamb a
particular man for stealing or a particular teemdgeshoplifting on the basis of the statisticaidence,
or that we ought to withhold blame unless we haedence 1 — that is, unless there is no evidence we
consider possible that could tell against an irtligi’s guilt. Both routes would constitute a radlic
revision of our practices, and strike me as unetitra (indeed, the first strikes me as repugnaAtjhird
response is to argue that decision theory, witdemees, can handle all of the cases in questioow|
consider this response in detail.

Even though credence is largely absent from legyadtions, and from our ordinary practice of
blame, might the defender of the credence-onlyrtarty argue that what ultimately justifies our
evaluations is credence, not belief? The argumauid run as follows. First, the credence-onlyotist
could argue that to partially sanction an individfioa, say, stealing from a hungry orphan is no seofor
the individual than fully sanctioning her for thagrticular act, so there really are only two pdssib
judgments: guilt and not guilty. This seems toardifficult claim to establish, but perhaps not
impossible. Next, the credence-only theorist cqdoht out that if there really only are two optson
sanction someone for a particular act and don'ttsam someone for that act — then which of these ac
maximizes expected “moral” utility will track anet’s credences, and so credences alone can explain
which of these two acts an agent ought to adoptis;Tthe blame norm, employing credence, is:

BLAME NORM, REVISED CREDENCE VERSION: Blame someopnaed blame her in

proportion to the severity of the transgressiodpiing so has a higher expected moral utility than

39 thank Sarah Moss and David Christensen forngigliis objection.
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not blaming her, given your credence that she grassed and the moral utility of blaming/not
blaming a guilty person for that transgression lalaching/not blaming an innocent person for
that transgression; don’'t blame someone if doingasoa lower expected moral utility than
blaming her; and do either, or follow some tie-lieg rule, if both actions have the same
expected moral utility.
Indeed, this norm, when supplemented with the ahtbought that it is worse to blame an innocent
person than to withhold blame from a guilty peraod that how much worse it is increases in magaitud
with the severity of the act, will explain precig@hy we require a higher credence to blame som#émne
more severe an act is.

The naked-statistical-evidence cases present depndbr this norm, however, because what the
existence of these cases shows is that we canth@same credence and the same stakes in twoediffer
cases, but whether we blame in the two cases cdifferent. Now, the credence-only theorist could
argue that the stakes are not the same in, saB|tleeBus case and the Green Bus case, on thedgoun
that to judge a company (or person) guilty on thgidof merely statistical evidence itself has gatige
utility. For example, she could argue that it @rge to wrongly convict a company on the basis of
statistical evidence than it is to wrongly comaatompany on the basis of eyewitness testimony. Or
wrongly convicting an individual on the basis of tteference class he belongs to (man, teenaggrisetc
worse than wrongly convicting an individual on theesis of eyewitness testimony. [tisfair to convict
someone on that basis, because doing so dispropately harms innocent individuals that, through no
fault of their own, belong to the wrong referentass?® Just as it is wrong to convict on the basis of an
illegal search, it is wrong to convict without diteevidence. This is a way of sidestepping thetfzet
belief but not credence tracks causal relationsbip&een evidence and the hypothesis in questimh, a
that these relationships matter to whether we otgghtame someone on the basis of the evidence, by
relocating these relationships in the inputs oftttiléty function.

Nonetheless, this response will not work. If itrige that our unwillingness to convict or
condemn on the basis of merely statistical evideacebe captured by the disutility of a false pesit
when there is no direct evidence, then this disptian potentially beutweighed If the statistical
evidence yields a high enough credence, then tlaadmwill tip towards convicting or condemning.tBu
| submit that we never think it justified to blarae individual on the basis of merely statisticalence:
doing so is not merely bad, it is prohibited. E#fe99.9% of people in your reference class steehn’t

0 See Colyvan et al. (2001) for a discussion ofréhationship of reference classes to the use @ atistics in the
law.
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blame you for stealing on that basis aléhénd this is best explained by the fact that wedhabeliefin
someone’s guilt to blame her, and that merelysttedil evidence cannot give rise to a belief irséhe
cases.

Another way to argue that decision theory, witbdences, can handle the intuitions in question —
that we cannot blame an individual on the basisatfstical evidence alone but that we can sometime
blame an individual on the basis of evidence toassd't give rise to credence 1 — is to argue that
statistical evidence alone cannot give rise tagh biedencaunder certain circumstances. For example,
one might hold that when the proposition in questioncerns the free choice of an individual and the
evidence consists in the existence of an accideataglation between belonging to a class to witict
individual belongs and performing a particular #8ogn one should not form the credence in question.
This proposal would be a radical revision of owrdty of credence: indeed, some who work in the
foundations of formal epistemology (e.g. PollocRgQ)) hold that frequency-within-the-smallest-knewn
reference-class judgments underlie all credenaagust credences which explicitly derive from fact
about a reference class.

The primary objection to this proposal is thaeers the link between credence and rational
betting behavior. For we should clearly prefebéb on the Blue Bus Company’s guilt than on theeGre
Bus Company’s guilt, if the only stakes are monetarhe force of the example is not that we ara at
loss to make any epistemic judgment at all abaaiBllue Bus Company because our evidence is merely
statistical, but that we are unable to make thd kihepistemic judgment that is tied with legal anaral
condemnation. The force of the example is thaillagd moral condemnation are not fundamentally
matters of betting. The same point holds in trs=a#H the stolen iPhone: if only monetary gains and
losses are at stake, we ought to bet that Jaketsi®lphone. (I expect that this statement mighhbt
with mild discomfort, and here my suspicion abobatyw A bet on someone’s guilt can never be cleanly
separated from a judgment about him: it harms hithé same way that moral condemnation harms him.
Thus, it is hard to imagine a situation in whiclyomonetary gains and losses are at stake.)

Indeed, that it is rational to bet prgiven naked statistical evidence but not ratidodbrm a
reactive attitude that rests prgiven the same evidence explains why we are somte@m in cases in
which there seem to be both personal stakes ana enaluation involved in the very same actionr Fo
example, consider a shopkeeper deciding whetherdp an extra watchful eye on some teenager in his
store. On the one hand, it seems as if this actally might maximize his expected utility if thests of

shoplifting are sufficiently high, even taking irdocount his concern for her. On the other harmbems

1 Perhaps condemning on the basis of merely statistividence has a high disutility even if the paris in fact
guilty. If so, then the utility of correctly blamjg someone for an act could in principle outwelgh tisutility, but
again, | submit that it does not.
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as if keeping a watchful eye on her is akin to jndgr asserting that she is not trustworthy (notg,
asserting that his credence is high that she’opliter).* In these cases, | submit that we sometimes
feel torn about what to do, and | submit that thigrecisely because the blame norm coupled widgicla
of belief, and the norm about personal action, temigith a high credence, give conflicting
recommendations.

One might be tempted by the examples here to thiskwhen we have evidence that supports a
high credence but does not support belief, thegmehts about what to do from the point of viewelf-s
interest track what the high credence would imahd judgments about what to do from the point of
view of morality track what the lack of belief walimply. However, there are clearly cases in which
merely statistical information is relevant to a alar other-interested goal, in the sense thafgusin
would have positive consequences for others. &eoasider two such cases, one in which we thiak th
the statistical evidence ought to be used in tbgrjuent about what to do, and one in which it oungtit

Let us consider some gro& where membership in this group is determineddiygesinnate
characteristic (such as one’s race or the soc@sakabf one’s parents). First, let us assume #iaghn
some groufR is correlated with having a certain non-fatal and-harmful medical condition, the tests
for which are expensive and painful: correlatethimsense that the conditional probabilgy,of an
individual having the condition given that sherigroupR is much higher than the conditional
probability, p,, of an individual having the condition given tls&ie is not in grouR. Now consider a
doctor deciding whether to administer one of twagdrto a patient in groug Condivan works better
for people who have the condition and Nocondinekaidetter for people who lack the condition. (No
other relevant facts are known about the patiefitJong a9, andp, are such that using Condivan has a
higher expected utility for the patient than usikhgcondine given probability; of the patient having the
condition, and using Nocondine has a higher expadtiéty for the patient than using Condivan given
probability p, of the patient having the condition, prescribingn@ivan for a patient of grodpwill have
better consequences given the doctor’s credeneeaybe it would maximize the patient’s expected
utility, and prescribing Nocondine will similarlyakre better consequences given the doctor’s creggifice
the patient is not in grougR.

Next, let us assume that we have statistical ecieleorrelating being in gropwith impaired
driving on a particular stretch of highway, in gsense that the conditional probability, of an individual
being impaired given that she is driving on thghlway and is in group is much higher than the

conditional probabilityr,, of an individual being impaired given that sheliiwing on that particular

“2 Note that this situation and the situation inpnevious paragraph do not have the same structoréae Blue Bus
case, there are two different actions in one sandrendering a verdict and betting), and in thegdifting case,
there is a single action (keeping an eye on theaiger) that is subject to two different norms: aston norm and
the blame norm.
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highway and not in grouB. And consider a policeman at a checkpoint degigihether to stop
someone and check to see if she is impaired, whelieg someone over takes time and energy and
prevents the policeman from paying attention t@otiriving violations. As long as andr, are such
that stopping a particular individual has a higlgoected utility than not stopping that individgalen
probabilityr, of her being impaired, and not stopping an indigichas a higher expected utility than
stopping that individual given the probabilityof her being impaired, stopping an individual negpR
about whom no other information is known will hahigher expected utility given the policeman’s
credences, where utility is a measure only of cgpmerces for drivers on the road; and not stopping a
individual not in grougR about whom no other information is known will sianly have higher expected
utility given the policeman’s credencgs.

In both cases, there are non-self-interested lenefbe had by acting on the statistical
information. Nonetheless, we intuitively think thile doctor ought to take the patient’s group
characteristcs into account but the policeman onghto take it into account: the doctor oughtd¢ban
his credences and the policeman ought not to. diffe@ence between the two cases is that the dsctor
action does not even implicitly involve a charagtelgment, but the policeman’s action does: he gann
disproportionately stop people in groRpithout making an implication that violates tharle nornt’

The difference between these two cases suggedhslltheing conjecture: the natural home of
credence is in consequentialist norms, and theadiome of belief — and the domain in which we
cannot eliminate belief in favor of credence —nisléontological norm$. If this conjecture is correct,
then there may be one more potential escape routhd eliminativist about belief, one that revisess
ordinary judgments, but perhaps not radically. yZah et al (2010) consider whether standard detisio
theory can handle the three different kinds of mttr@ories: consequentialist, deontological, amtuei
theory. Unsurprisingly, they point out that consexfialist moral theories fit very well with stamda
decision theory. They go on to note that deonioligheories don't fit as nicely, because in orfber
decision theory to capture the fact that particatas are prohibited or required, these acts mast b
utility value of negative infinity or infinity, rggectively. And assigning infinite utilities carsisvith it a
host of problems: aside from violating the axiorhstandard decision theof§jt gives rise to what
Colyvan et al call the “swamping problem”; any attich has a tiny probability of leading to the
satisfaction of an obligation and no probabilityediding to the violation of a prohibition will hav
infinite expected utility and so will be ranked iffierent to an act that will certainly satisfy ahligation

3 We could add that stopping an impaired individualld have much better expected consequefocdser, given
the likelihood of injuring oneself while impaired.

4 This is true even if the standard for stopping sone is “reasonable suspicion” rather than outtgtief:
reasonable suspicion cannot be cashed out in @reredences either. | thank Jennifer Nagel fegimg this point.
5| thank Matt Smith for this suggestion.

“In particular, the “continuity axiom.”
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(and analogously for any act with a tiny probapitif leading to the violation of a prohibitiofy).
However, Colyvan et al think it plausible that fbdgments of the deontologist can be captured by
assigning ‘prohibited’ acts very low but finite litti, and ‘required’ acts very high but finite utyl. Their
strategy can be employed in our case of blame:ameassign a high, but not infinite, negative wtitd
blaming someone on the basis of bare statistidgdeage. This would imply that the benefits of agton
naked statistical evidence can sometimes outwéigllisadvantages, and this appears to be a rewbion
our ordinary judgments, but perhaps this is nohsucadical revision. (I won't say anything abthe
case of legal judgment here, because it might &iethie legal and moral judgment cases are suffigien
different so that what is sometimes but rarely @igved in the moral judgment case still ought to be
actively prohibited in the legal judgment case lisezof the necessity of applying simple, general,
understandable rules in the latter.)

Relatedly, one could argue that what has disui#ityt the act of condemning on the basis of
merely statistical evidence, but the act of thigkim crude maximizing terms in the first place.r Fo
example, Nesson claims that the reason we do gt adegal system in which awards are proport®nat
to credences is because this would make the bebhawviarm exemplified by the law one of making crude
risk calculations rather than one of taking caré emsuring safety. Similarly, we might think ttia¢re is
something objectionable about treating our intéoastwith others in the same way we treat moves in
poker game. So, this objection would say, thendte norm that justifies our practice of blaminallse
is best cashed out in terms of maximizing expeatéitly given credences — but we ought to think of
ourselves as doing something else, because thitikimgvay also maximizes expected utility. Accagli
to this response, while the badness of making ccatiilations in our interactions with others comld
principle be outweighed (otherwise its badnessctaot be captured by a utility function in the
maximization structure), prohibiting these calciglias (and instead using a heuristic involving belas
better effects overall than allowing them, and #xplains why they are prohibited. This resporgsgra
amounts to a revision of our intuitions — if theras a way to use the information only in caseshitiv
the statistical evidence points to a high enougthaibility of guilt and the utility of condemninggailty
person is high enough, then the response implasate ought to use it — but again only a revisibn o
intuitions that are perhaps less central.

The proponent of this type of strategy would havedntend with several worries. First, as
mentioned, this strategy still appears to requirevision of some of our judgments, and whetheait be
successful will ultimately depend on how importarig to preserve those judgments. Second, as
Colyvan et al point out, modeling deontological aldheories within decision theory obscures their

explanation for why actions are right and wrongs th to say, while decision theory can capture the

" An analogous problem is discussed in Hajek (2003).
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judgments that a deontological theory makes, itoles the deontologist’s reasons for making these
judgments. Similarly, we might worry that captyyithe blame norm using this type of strategy olesur
the link between blaming someone and the reasordofog so. The obvious justification for the blam
norm is that when one believes that a person caeuinit transgression, one is taking a stance on thei
guilt, and this is intimately tied with blame. Hewer, it is not as clear why having a high credence
someone’s guilt should be tied to blaming her.alfyn the proponent of this strategy would stilvbao
explain why degree of condemnation is proportiotatine badness of a transgression but is not
proportionate to the credence that the individoahmitted that transgression.

For the sake of completeness, | should mentiorfioakavenue of escape for the eliminativist
about belief. | have been assuming that the thewatio wants to use credences to reconstruct time no
associated with our practices of blame ought todesésion theory. However, one might attempt ® us
credences but couple them with something other tiiamorm of standard decision theory. This sipate
appears unpromising upon first glance because isolirce of the problem doesn’t appear to be thiesli
of the tools of decision theory, but rather the fhat credences can't track features of evidehakare
important to whether we ought to blame someonéerbasis of the evidence. Still, but it is an asen
that remains open.

5. Conclusion

There are cases in which the only evidence we Isdvare statistical evidence. In at least some
of these cases, bare statistical evidence seenut jostify a belief thap even though it does justify a
high credence ip. For these cases, we can think of parallel cagtbshe same stakes and context and
in which the potential belief has the same conteuitjn which the evidence does justify belief desp
justifying a lower credence than in the statisti@des. This phenomenon poses a problem for heth t
Threshold View and the Modified Threshold View létrelationship between belief and credence.
Furthermore, if the explanation for this phenomeooncerns the causal relationship between the
hypothesis and the evidence, then there can't héoamal reduction of belief to credence, becabse t
difference between causation and correlation danitead off a credence function, even given itbalo
features.

The impossibility of reducing belief to credenceuldn’t be problematic if we could eliminate
belief from our taxonomy altogether and show tlatlence can do all of the work that belief apptars
do. However, here cases of bare statistical ecel@nesent a further problem. The norm associaitid
our practices of blame appears to employ beliekfowledge) rather than credence. Because we tanno
condemn someone when we merely have a high credtehee guilt, where this credence is formed on
the basis of statistical evidence that doesn’t gise to belief, the prospects for reconstructimg blame
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norm in terms of credence are dim. However, tegleremain some avenues for the eliminativistubo
belief. First, she could adopt the Certainty Vieither about the relationship between belief and
credence or about the relationship between betiefakedge and credence, and argue that the blame
norm can be cashed out in terms of credence kimtlividual's guilt. Alternatively, she could arg
that we ought to revise our judgments about casesiich the evidence we have is merely statistical:
either revise them radically (we are licensed todeann on the basis of bare statistical evidenc&ssr
radically (condemning on the basis of bare statit&vidence is not prohibited but has high neegativ
utility). Finally, she can argue for a theory atigive to standard decision theory that stillsest
credences rather than beliefs.

What is it about blame that makes it subject tdueatdn by a different type of norm than typical
individual actions are? One suggestion is thattrea attitudes cognitively commit one to certain
beliefs?® For example, perhaps reactive attitudes assdoidta blame, like resentment and indignation,
are partially constituted by representing the waddeing such that their targets are culpablénfor
act. If this is right, then it might be that magmotions, not just reactive attitudes, take beliaé
opposed to credence — as a basis for their wafargxample, it might be that to fear something is
partially constituted by representing it as dangsyso that fear is appropriate when and only woen
justifiably believe something dangerous, and theravd of fear cannot be put in terms of facts about
credencé?

Here is a final thought about where the conflegtras to lie, and how we might further
characterize the domains in which credence seepiaya natural role and the domains in which thelie
seems to play a natural role. Both the norm dirigpand the blame norm include both an epistemic
condition and a condition about value. Howevethsnorm governing which bets to take, these
conditions make a combined contribution to therumaental value of a bet, rather than separate
contributions. And insofar as individual actioms fike betting — as decision theory assumes —pibiist
can be generalized. In the decision-theoretiapgctf instrumental rationality, one does not firsttle
on a single goal and then pick the act that hakitjteest probability of achieving that goal; noedmne
first commit to a single picture of what the woitdike and then pick the act that is best in thatld.
Rather, the value of all of the possible outconfesl®f the acts, as well as the probabilitiealbfof the
possible states, figure into the procedure for simmpan act. The norm is of the form “If [conditio
concerning both credence in various states andtility of acts in various states], then [actionffie

antecedent cannot be separated into two independaditions, one epistemic and one involving value.

“8 | thank Jonathan Weisberg for this suggestion.
9] thank Jada Twedt Strabbing for this suggestion.
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Unlike the norm of decision theory, however, thenménvolved in our practices of blame is a
separated norm: it is of the form “If [conditionrm®rning belief in a particular state] and [coruditi
concerning the value of the act when the worlah ithat particular state], then [action].” The pedare
for choosing whether and how much to blame someordves separately settling on what the world is
like and determining the amount of blame that israpriate when the world is like that. Thus, thente
norm is composed of two independent judgmentgelriding whether to blame, we settle on one
possibility (e.g. that the individual is guilty) @the others don't play a role in our judgment, ibut
deciding which bets to take, even unlikely posgibg play some role in our judgment.

The kinds of norms in which credences fit well @molse in which beliefs fit well appear to be of
a different form: credences fit well into normswhich the epistemic and value components are
integrated, and beliefs into norms in which thes@mponents are separated. Perhaps, then, the standa
for belief and credence — how each must be respohsithe evidence and what general coherence

principles they must obey — arise from this diffexe in the kinds of norms they figure into.
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