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Editorial  
 

 

 

PHILOSOPHY AND COMPUTING: AI, VIRTUALITY, 
EPITEMICITY 

doi: 10.37240/FiN.2022.10.zs.0 

 

 
 
1. THE CALLING OF PHILOSOPHY AND COMPUTING TODAY 

 

We need a productive, veridical narrative related to the current growth of 

artificial intelligence and its social role.  

The narrative of fear that came from the early movies and novels is great 

for a thriller; but in terms of social discourse, it puts us at the level of Rus-

sian peasants, during the reign Tzar Alexander, kneeling at the view of the 

early trains, taking them to be a deed of the Satan.  

The narrative of dismissal, claiming that those are just tools and need to 

be treated as such, is highly outdated since computer programs and robots 

are much more already, and their capabilities increase. The approach of  

Isaac Assimov, prescribing that we must view computers as slaves, limited 

to obedient following of human orders, came from the narrative of dismis-

sal, and turned it into a narrative of enslavement of intelligent beings such 

as AI. My criticism of Assimov’s approach is not particularly guided by 

moral disagreement with him (at this point moral status of AI is unclear, 

and needs much further work and development of future AI before it gets 

settled). It is based on practical considerations. It is a waste to treat a phi-

losopher as a slave (to use Plato’s example) since he would be a terrible 

slave, and if there is social use for philosophers it is clearly not facilitated 

through enslaving them. The same goes for advanced AI—it it just waits for 

us to decide, the car it “helps drive” is likely to crush and the armed rocket 

it can strike down is going to reach its target before its human handler can 

figure out what the matter is. We are just not efficient enough to be in 

charge of those new generations of smart and efficient being—at least at 

the level of fast implementation. 

The narrative of surrender is also a bad choice, just like excessive fear or 

dismissal. From my criticism of those attitudes, it does not follow that AI 

should become in charge of the human world. In extremally time-sensitive 
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predicaments, and in complex multi-factor mathematical analysis—human 

beings cannot even conceptualize some of the factors that surface through 

advanced big data analysis within open conceptual frameworks. We should 

be able to set up the general goals, exclude and include some of the accepta-

ble means of attaining them (e.g. through including moral and high level 

legal imperatives, as well as the economic and other objectives). 

Thus, the narrative of optimal balance between human and artificial  

intelligence emerges as the sole strategy to move forward, towards human 

flourishing, not engrossing oneself into the triller-quality pessimism or 

some tendencies to reverse towards the slavery economy—now by oppress-

ing not only the enslaved human beings1 but also artificial intelligence. 

The general drift of the Asian philosophy and economy, for instance in 

China and Japan (however different those mentalities and social practices 

are), makes it easier to conceptualize such bi-directional approach than get-

ting it through o of the other of conceptual frameworks. With all the creative 

potential of Western cultures, it is worth trying to develop a closer under-

standing of the mechanics and semiotics of the world with the artificial be-

ings playing a role of much more than the tools, but effectively balanced by 

the human good, values and objectives. 

Philosophy of Computers and especially Philosophy of AI plays the role 

of carrying this relevant debate beyond the academic lecture-room or strate-

gy think tanks among the politicians or business leaders.  

In the current issue of Filozofia i Nauka [Philosophy and Science] some 

of those topics are posed directly; but most are conversation openers for 

further debates. The more various routes we explore the better the chances 

of a reaching constructive world-views in the epoch of AI. 

 

 
2. PHILOSOPHY AND COMPUTING TODAY 

 
This issue of Filozofia i Nauka presents some of the important aspects of 

Philosophy of Computing in 2021–2022, which is when all those papers 

have been created. The first part of the volume is devoted primarily to what 
we decided to call: Philosophy shaped by Artificial Intelligence (AI), or arti-
ficial general intelligence (AGI). It is essential since AI, especially those pro-

jects that pave the way towards AGI, open substantial philosophical issues; 
the rapid growth of those domains makes those issues even more relevant at 
this very moment. 

The second area is Virtual Space, which becomes more and more relevant 

for our daily lives. The move towards placing so much of our work and life 

activities online, which is a substantial aspect of the Economy 4.0 (Rogers, 

————————— 
1 It seems like the society enslaving some smart beings would enslave more of them, including the 

many human beings—which is not only bad ethics but also bad economics. 
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2016), accelerated largely due to the social distancing of the COVID pan-

demics. The third area is a bit more amorphous; it centers around the topics 

such as perception, imagination, motivation and the mind, as understood 

through the prism of not only human or animal cognitive activities but also 

those of computers. 

 

 
3. PHILOSOPHY SHAPED BY AI 

 

This issue starts with an article by Mark Burgin and Rao Mikkilineni on 

the seven layers of computation. The authors go beyond the standard dis-

tinction between symbolic and sub-symbolic computing. They introduce, or 

revamp, categories such as super-symbolic computation, hybrid computa-

tion, fused computation, blended computation, and symbiotic computation. 

The article skillfully incorporates the background in philosophical semiotics, 

especially the works of Charles Sanders Peirce, which creates the leitmotif, 

which comes back a few times but becomes the dominant theme in the arti-

cle by Ricardo Gudwin and Eduardo Camargo, which closes this section. 

I wrote on non-reductive physicalism for advanced AI. What may be of 

interest is that I identify the stream of awareness with what neuroscience 

calls creature consciousness. This allows us to ditch substance dualism (few 

people view creature consciousness as a non-materialist substance) and 

take non-reductive physicalism seriously enough. Kyrtin Arteides follows 

with his proposal of Philosophy 2:0. The author argues that super intelligent 

AI systems may help human philosophers sort out their disagreements and 

check some of their ideas against the background of the current sciences. 

What may be fascinating, or refreshingly, in this intriguing article, is that 

the author writes from the viewpoint of an expert in AI consciousness, view-

ing philosophy in this framework. Arteides proposes “perspective maps” to 

maintain contextuality of knowledge (Figure 1), but then he wants to resolve 

the differences through a couple of rounds of mediator feedback (Figure 2). 

I happen to believe, that Arteides’ approach, especially multi-core analysis 

(Figure 4), could be repeated in not so distant future, in the context of sub-

symbolic, fused and other systems based through and through on fuzzy log-

ic, thus able to capture blobs of meaning, instead of packing philosophical 

ideas in analytical semantics of sorts. Arteides’ fascinating ideas related  

to philosophy as ecology of thoughts (Figures 6–7, 9), seem to be a step in  

a similar direction. This superb article, is still built on the assumption  

that philosophies must be human-readable, which seems like a non-

controversial assumption, does not it?  

The section closes with two rather thorough articles. Building on predic-

tive coding and predictive processing, Jeffrey White explore the possibility 

of creating metaphysical self. This is a paper where boldness in philosophi-
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cal thinking comes from interpretations of some work in AI. Most philoso-

phers would view this approach as highly suspect; yet, taking into account 

the new ontologies created by various cognitive architectures in AI, many 

things become an open question. The article by Eduardo Camargo, Ricardo 

Gudwin on grounding cognition in Peircean semantics is a part of the fasci-

nating project developed by the second author for several years now. The 

paper seems to keep just the right balance (if there is such a thing) between 

philosophy and AI, building at the conceptual space that belongs to both 

domains. We encounter a rather detailed in presentation of Peirce’s semiot-

ics (in section 3), then generalized in knowledge generation for both human 

and robot domains (section 4). In section 5 the authors focus on post-

Peircean ontology that follows smoothly from the preceding arguments. 

Section 6 is devoted to the area of action and creativity, also largely based on 

Peirce’s theory, yet updated and really focused on contemporary uses, which 

is advanced in section 7. 

 

 
4. VIRTUAL SPACE IN PHILOOPHY 

 

The article by Mariusz Mazurek devoted to ontology of virtual objects, 

provides a bridge between ontological reflection from Part 1 of the issue and 

the issue of virtuality dominating Part 2 The paper focuses on modes of vir-

tual existence—from private objects on someone’s screen through the pro-

cess of their social objectifying. This results in intersubjective and often  

autonomous objects. The paper also presents important works in ontology 

of virtual objects, including those by Michael Heim, Jeri Fink, Lynn Baker 

and leading Polish authors.  

This is followed by two articles from the 4th space group, whose agenda 

is to work our specificity of the virtual space in modern world. Bogdan Pop-

oveniuc presents the interrelationship between personal and moral identity 

in the virtual space. This is probably the only “Continental” article in this 

issue, and Continental in a good sense it is, especially as phenomenology of 

the 4th space. The paper focuses on ontologies of the virtual space viewed 

both in philosophical and engineering perspectives, mostly as a technologi-

cal extension of reality. It also leads to epistemological reflection, that 

bridges Part 2 with Part 3 of the current issue. Popoveniuc analyses space, 

including prominently the virtual space, as the foundation of subjectivity, 

engaging in deep reflection on philosophy of self. He analyses virtualization 

as a gradual cultural and technological process. The paper is a source of  

eruditional information from Gilles Deleuze and Félix  Guattari on rhizomes 

and reality as maps (so compatible with António Damasio’s neuroscientific 

theory of mind) to Luciano Floridi’s distributed morality. But the main fo-

cus is on identity se the self, crowned within Francisco Varela’s and Hum-
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berto Maturana’s autopoiesis moved even to the futurological dimension in 

projecting future trends in the 4th space. 

The article by Christoph M. Abels, Daniel Hardegger on privacy and 

transparency in the 4th space may look like a very applied paper. In fact it 

does follow up on Abels’ presentation and papers that are just coming out 

that focus on multifarious aspects of privacy and its problems in the virtual 

space. However, the article has also a second important aspect. It contains 

the most complete presentation to date, of the 4th space theory. While Dan-

iel Hardegger came out with his interpretation of the 4th space in January 

2021, those publications are often hard to locate and function as working 

projects. In this article we have a transparent, interesting and novel presen-

tation of Hardegger’s theory of the 4th space, strengthened y joint work and 

discussions within the 4ths space group. The article is worth reading for 

both the theoretical part and its practical application to the issues of privacy. 

The following article, by Dustin Gray on virtual forms of surveillance and 

control is an interesting follow up on the work by Abels. While the topic is 

obviously relevant, some of the proposed solutions lead to philosophical  

a conundrum—where limits on control are seen as necessarily coming from 

our functioning in virtual space, or even in a large society. 

 

 
5. EPISTEMOLOGY AND COMPUTERS 

 

The name of Part 3—Epistemology and Computers—is a broad heading 

under which we placed somewhat more traditional articles on philosophical 

problems informed by computer science, especially AI. Magnus Johnsson 

opens this part with his article on perception, imagery, memory and con-

sciousness. The author focuses on BICA approach; namely similarity of cog-

nitive architectures between AI and animal/human brains. Johansson ar-

gues that some of the principles he puts forth are relevant for phenomenal 

consciousness of machines. He also develops such epistemic issues in AI, as 

memory, consciousness and imagination. 

Rafał Maciąg writes about knowledge as a phenomenon in the area of 

digital technologies, in particular artificial intelligence. What seems like  

a standard article in epistemology opens up to the epistemologies generated 

by AI and related fields. This is followed by an article by Pavel N. Baryshni-

kov on computationalism in philosophy of mind. It uses anti-computatio-

nalist arguments to tackle the semantic problems, especially the lack of  

semantic properties, in in the computationalist theory of mind. This is rele-

vant in various areas of AI. 

The paper by Robin Hill is built on an interesting observation. There is 

an artificialist fallacy, defined as “causal justification of the influence of  

a technology, particularly artificial intelligence, by appeal to the existence  
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of the technology.” This is akin to well-known naturalist fallacy. This lucid 

article also tackles the issue of value judgments in the artificialist fallacy.  

Simon X. Duan, in his article on the “Platonic computer” tackles another 

conundrum—the inverse hard problem of consciousness. Idealism holds 

that consciousness is the fundamental nature of reality, thus, “matter is  

a derivative of consciousness.”  Thus, it becomes impossible to justify exist-

ence of the material world, which is the “inverse hard problem of conscious-

ness” coined by Max Velmans.  The paper is based on the concept of meta-

computing and meta-consciousness as essential in generating “abstract enti-

ties” as well as “physical and nonphysical realities.”  

Last but not least, we have an article on dual-process approach to the 

problem of AI agency perception, by Marcin Rabiza. The author focuses on 

the two kinds of agency: 1. automatic, routine, often unconscious; 2. slower, 

controlled, more conscious. This is applied to AI. 

 

     This issue is maximally devoted to philosophy in computing, especially 

in AI, or sometimes philosophy in AI—not so much to philosophy about AI. 

This differentiates it from many other philosophical publications on AI, es-

pecially those from the 20th century. Philosophy seems much needed in 

theoretical AI, and many forms of cognitive science—while those disciplines 

open new conceptual avenues for philosophical thinking informed by devel-

opments, especially in artificial consciousness. This fruitful phase is just at 

its beginnings, as long as philosophers do not pontificate based on the old 

good theories and stay informed in the general trends, while engineers and 

scientists treat philosophy as an opening field for brainstorming and a de-

sign opportunity for the new views on reality. 

 

Piotr (Peter) Bołtuć 

Guest-editor 
University of Illinois at Springfield, USA 

 The Warsaw School of Economics, Poland 
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ABSTRACT 

 

We live in an information society where the usage, creation, distribution, mani-

pulation, and integration of information is a significant activity. Computations allow 

us to process information from various sources in various forms and use the derived 

knowledge in improving efficiency and resilience in our interactions with each other 

and with our environment. The general theory of information tells us that informa-

tion to knowledge is as energy is to matter. Energy has the potential to create or 

modify material structures and information has the potential to create or modify 

knowledge structures. In this paper, we analyze computations as a vital technologi-

cal phenomenon of contemporary society which allows us to process and use infor-

mation. This analysis allows building classifications of computations based on their 

characteristics and explication of new types of computations. As a result, we extend 

the existing typologies of computations by delineating novel forms of information 

representations. While the traditional approach deals only with two dimensions of 

computation—symbolic and sub-symbolic, here we describe additional dimensions, 

namely, super-symbolic computation, hybrid computation, fused computation, 

blended computation, and symbiotic computation. 

Keywords: symbol; structure; system; computation; process; symbolic; sub-

symbolic; super-symbolic; superstructure; structural machine. 

 
 

1. INTRODUCTION 
 
The organization of computations in general and the power of operations 

of the utilized information processing devices have an indispensable impact 

on the efficiency of computations and the goals that this computation can 

achieve. 

As people are accustomed to computing with symbols, the beginning of 

information processing technology started with the development of compu-



12 Mark Burgin, Rao Mikkilineni 

ting devices, which operated with symbols. This trend has been prevailing 

for quite a while. Therefore, all contemporary computers process symbolic 

information while digitalization expands to a variety of areas including 

computers, calculators, tablets, cell phones, TV sets, and servers to mention 

but a few. Similarly, the development of mathematical models of computa-

tion and algorithms started with symbolic systems such as Turing machines 

or partial recursive functions. 

As a result, the symbolic computation was used for modeling the mind 

and its higher functions intelligence, and cognition, while experts in artifi-

cial intelligence formulated the Physical Symbol System Hypothesis (Newell, 

Simon, 1991), which stated: “A physical symbol system has the necessary 

and sufficient means for general intelligent action.” 

However, some researchers, for example, philosopher John Searle, criti-

cized this hypothesis, while the development of information processing the-

ory and technology brought forth another approach to computation and 

modeling higher brain functions (Searle. 1980). It was connectionism, which 

was later extended to associationism. According to connectionism, the func-

tioning of the brain is based not on manipulation with symbols but on inter-

actions of the highly connected network of neurons. At the same time, the 

model of artificial neural networks emerged as an alternative to symbolic 

information processing. At first, researchers did not regard the functioning 

of neural networks as computation but later the situation changed and it 

was assumed that it is subsymbolic or connectionist computation. 

Adherents of the connectionist approach to computation in general and 

to AI in particular maintain that the level of symbolic information pro-

cessing is too high for many problems and to elaborate an adequate model 

of the mind and build effective AI systems, it is necessary to utilize subsym-

bolic computation instead of designing programs that work with symbols. 

Here we argue that it is crucial to organize computations not only on two 

levels—symbolic and subsymbolic but go higher to perform super-symbolic 

computations and combining all these forms to achieve a superior stage  

of performance and high level of intelligence. Thus, the goal of this paper is 

a methodological and philosophical analysis of different pure and combined 

or aggregated forms of computation. 

This paper has the following structure. In Section 2, the concepts of sym-

bol and structure are defined and analyzed. In Section 3, we discuss sub-

symbolic computations. In Section 4, we reflect on symbolic computations. 

In Section 5, we determine and explore super-symbolic computations. In 

Section 6, we describe tools created for operation with structures. Aggregat-

ed types of computation are elucidated in Section 7. In Conclusion, we dis-

cuss the results of this paper suggesting new directions for research in the 

theory and practice of algorithms and computation. 



 Seven Layers of Computation: Methodological Analysis and  … 13 

2. SYMBOLS AND STRUCTURES 

 

Exploring of the utilization of the term “symbol” in contemporary society, 

it is possible to find that there are three main interpretations of the word 

“symbol:”  

(1) symbol as a physical object with some meaning,  

(2) symbol as a synonym of the concept sign being treated as a conceptu-

al structure,  

(3) symbol as a conceptual (theoretical) structure and a particular case of 

signs.  

 

We will call a symbol by the name “material symbol” when we have in 

mind the first interpretation, by the name conceptual sign when we bear  

in mind the second interpretation, and conceptual symbol when we take 

into consideration the third interpretation. In computation, conceptual 

symbols are represented by material symbols. 

Examples of material symbols are printed, written, and displayed on the 

screen letters, words, digits, and traffic signs. 

According to David J. Chalmers, a symbol is an atomic entity, designat-

ing some object or concept, which can be manipulated explicitly by a physi-

cal symbol system, leading to intelligent behavior (Chalmers, 1992).  

Symbolic AI deals with the class of programs that perform computations 

directly upon such symbols. 

An example of the case when the terms symbol and sign are treated as 

synonyms is the usage of the expressions symbolic system and sign system 

although the first one is used much more often.  

The third meaning of the word symbol as a theoretical or philosophical 

structure is studied in semiotics as the science of signs. The name semiotics 

comes from ancient Greece where it was assumed that signs exist in nature 

while symbols function in society. Later Augustine of Hippo (354–430) de-

termined sign as a general concept and symbol as its particular case in his 

study of signs and symbols (cf., (Deely, 2009)). An important contribution 

to this area was the book of John Poinsot (1589–1644) who was also called 

John of St. Thomas (Poinsot, 1632). The next imperative contribution to 

semiotics was done by Charles Sanders Peirce (1839–1914) in the form of  

a general theory of signs (Peirce, 1931–1935; Alp, 2010; Burgin, 2012; 2016; 

Burgin and Schumann, 2006; Goodman, 1968). Similar to Augustine of 

Hippo, Peirce treated sign as the general term while symbol as the conven-

tion-based sign constructing the following triadic model of a sign, Balanced 

Sign Triad (cf. Figure 1), where a sign is understood as a relation consisting 

of three elements: vehicle, object of the sign and meaning. 

The Existential Triad of the world (Burgin, 2012) imposes the existence 

of three substantial types of signs and symbols: material, mental, and con-
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ceptual signs/symbols, which belong to the physical world, mental word, 

and the structural world, correspondingly. 

name/vehicle/signifier 

 
 
 

object/thing/signified                                     meaning/interpretant 

Figure 1. The Balanced Sign Triad or Sign Triangle of Peirce 

 

Usually, when people speak or write about symbols, they mean material 

symbols. Note that material symbols are not only as individual aggregates of 

points, such as a or 3, written or printed on paper or displayed on the 

screen. Electrical charges, stones or pebbles can be also material symbols of 

numbers.  

The Balanced Sign Triad of Peirce agreeably correlates with the Existen-

tial Triad of the world, which is formed of three basic components: the Phys-

ical World, the Mental World, and the World of Structures (Burgin, 2012). 

In Peirce’s triad, the name corresponds to the World of Structures as a syn-

tactic system, the object/thing corresponds to the Physical World, and the 

meaning/interpretant corresponds to the Mental World as a semantic sys-

tem. At the same time, the object can be non-material and thus, beyond the 

Physical World. Nevertheless, the object is always closer to the Physical 

World. On the one hand, this implies that the Balanced Sign Triad of Peirce 

is homomorphic to the Existential Triad of the world, while on the other 

hand, it demonstrates fractality of the Existential Triad of the world, which 

is repeated in a diversity of other natural and artificial systems. 

We remind that a fractal is a complex system displaying self-similarity 

across different scales (cf., for example, (Mandelbrot, 1983; Edgar, 2008)). 

In other words, fractality means that the structure of the whole is repeat-

ed/reflected in the structure of its parts on many levels (cf., for example, 

(Coleman and Pietronero, 1992; Calcagni, 2010)). It is possible to find for-

malized mathematical definition of fractals in (Lapidus, et al, 2017). 

According to Peirce, there are three relational types of signs: icon, index, 

and symbol. Thus, as a particular case of signs, a conceptual symbol has the 

sign triad of Peirce is its structure. 

Definition 2.1. An icon is an image of the object it signifies.  

Photographs at the level of direct resemblance or likeness are prototypi-

cal examples of icons. Computer icons helped popularize the word being, as 

well as the pictographs such as those used on "pedestrian crossing" signs, 

typical examples of icons. There is no real connection between an object and 

its icon other than the likeness, so the mind itself is required to see the simi-

larity and associate the two. A characteristic of the icon is that by observing 
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it, we can derive information about its object. The more simplified the im-

age, the less it is possible to learn. No other kind of signs gives that kind of 

information.  

Peirce further divides icons into three kinds: 

— images have the simplest quality, the similarity of aspect, while por-

traits, photographs, and computer icons are images.  

— diagrams represent relationships of parts rather than tangible fea-

tures, while block schemes, flowcharts, and algebraic formulae are 

diagrams.  

— metaphors possess a similarity of character, representing an object 

by using parallelism in some other object being widely used in poetry 

and language. 

One more type of signs index has a causal and/or sequential relationship 

to its object. A key to understanding indices (or indexes) is the verb “indi-

cate,” of which “index” is substantive. For instance, directly perceivable 

events that can act as a reference to events that are not directly perceivable, or 

in other words, something visible that indicates something out of sight, are 

indices. You may not see a fire, but you do see the smoke and that indicates to 

you that a fire is burning and the smoke is its index. Such words as this, that, 

these, and those are also indices. The nature of the index can be unrelated to 

that of the signified, but the connection with it is logical and organic, e.g., the 

two elements are inseparable, and there is little or no participation of the 

mind to see this connection. Indices are generally non-deliberate, although 

written or printed arrows are just one example of deliberate ones.  

A symbol represents something in a completely arbitrary relationship 

with its object. The connection between the signifier/name and signi-

fied/object depends entirely on the observer, or more exactly, what the ob-

server was taught. Symbols are subjective. Their relation to the signified 

object is dictated either by social and cultural conventions or by habit. 

Words are the best example of symbols. Whether as a group of sounds or  

a group of characters, they are only linked to their signified because people 

decide they are  and because the connection is neither physical nor logical, 

words change the meaning or objects change names as time goes by. Here it 

all happens in mentality and depends on it.  

Note that contrary to Peirce, the French linguist Ferdinand de Saussure 

(1857–1913) understood the concept sign as a subcategory of the concept 

symbol. This relation is represented by the Dyadic Sign Triad of Saussure 

and is presented in Figure 2 (Saussure, 1916).  
 

Signification 
 

sign                         signified 

 

Figure 2. The Dyadic Sign Triad of Saussure 
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Note that this triad is a kind of the fundamental triad (Burgin, 2011).  

Indeed, we have the following definition. 

Definition 2.2.(a) A basic named set, also called a basic fundamental 

triad, is a triad X = (X, f, N) with the following visual (graphic) representa-

tion: 

f 

X                                            N 

 

(b) A bidirectional named set, also called a bidirectional fundamental 

triad, is a triad X = (X, f, Z) with the following visual (graphic) representa-

tion: 

f 

X                                            N 

 

The theory of named sets provides unified foundation of mathematics 

encompassing set theory, logic, category theory and homotopy type theory 

as its subtheories (Burgin, 2004). Moreover, it is proved that all mathemati-

cal structures, e.g., functions, relations, graphs, categories, functors, opera-

tors, and topological spaces, are either named sets or systems of named sets 

(Burgin, 2011). 

Returning to the concept of sign, we see that in contrast to de Saussure 

and Peirce, Morris defines sign in a dynamic way relative to some interpret-

er. He writes that S is a sign (the sign name) of an object or objects D for an 

interpreter I to the degree that I takes the account of D in virtue of the pres-

ence of S (Morris, 1938). Thus, the object S becomes a sign only if somebody 

(an interpreter) interprets S as a sign (the sign name). This gives us the fol-

lowing diagram.  

 
                                                        Interpreter (I) 

 

 

            Sign/Sign Name (S)                                             Object (D) 

 

Figure 3. The Dynamic Sign Triad of Morris 

 
 
According to Morris, the sign name is what supports the triadic relation 

of the sign with other signs, with designated objects and with the subjects 

using the sign. These relations are represented by the corresponding fields 

of semiotics. 

The Dynamic Sign Triad of Morris also correlates with the Existential 

Triad of the world. In Morris’ triad, the name corresponds to the World of 

Structures as a syntactic system, the object can be associated with the Physi-
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cal World, and the Interpreter corresponds to the Mental World as a system 

mentality that comprehends S as a sign (symbol). At the same time, the  

object can be non-material and thus, beyond the Physical World. Neverthe-

less, the object is always closer to the Physical World. On the one hand, this 

implies that the Peircean triad is homomorphic to the Existential Triad of 

the world, while on the other hand, it demonstrates fractality of the Existen-

tial Triad of the world, which is repeated in a diversity of other natural and 

artificial systems. 

Observing symbols and signs, we can see their inherent relation to con-

cepts. Indeed, let us look at the Concept Triangle of Russell presented in 

Figure 4 (Russell, 1905). Then taking Denotation as an Object, we come 

from the Concept Triangle of Russell to the Balanced Sign Triad (Sign Tri-

angle) of Peirce while interpreting Object as Denotation, we come from the 

Sign Triangle of Peirce to the Concept Triangle of Russell. 
 

Concept name 

 
 

Denotation                                      Meaning 

 
Figure 4. The Concept Triangle of Russell 

 

The most advanced model of concepts—the Representational Triad— 

presented in Figure 5 is homomorphic to the Dyadic Sign Triad of Saussure 

(Burgin and Gorsky, 1991; Burgin, 2012). At the same time, both of them are 

particular cases of the fundamental triad. 
 

            Concept Name                                Conceptual Representative 

 
Figure 5. The Representational Triad of a Concept 

 

Signs, symbols, and concepts are structures. Computations are per-

formed by operation with structures. That is why we present the exact defi-

nition of a structure. 

Traditionally it is defined as follows (cf., for example, (Robinson, 1963; 

Grossmann, 1990; Tegmark, 2008)): 

Definition 2.3. A structure is (a representation of) a complex entity 

that consists of parts in relations to each other.  

However, it was demonstrated that this definition is essentially incom-

plete. A more comprehensive formal definition was suggested by Bourbaki 

in the case of mathematical structures (Bourbaki, 1957).  



18 Mark Burgin, Rao Mikkilineni 

It is necessary to remark that Bourbaki (1957; 1960) also elaborated  

a formal definition of a general mathematical structure as a very abstract 

concept. Here we provide a short description of the formal definition from 

(Bourbaki, 1960) omitting some formal details and expressions. 

Bourbaki start their definition of a structure  with a finite sequence of 

ordered pairs of whole numbers, calling this sequence an echelon construc-

tion scheme. Then taking such a scheme S and n terms E1 , E2 , E3 , … ,  En , 

which denote (name) sets, in a formal theory T that is stronger that a theory 

of sets, such as ZF, they build an echelon construction E of the scheme S on 

the sets E1 , E2 , E3 , … ,  En , which are taken as the building blocks of the induc-

tive construction employed by Bourbaki.  Each step of this construction con-

sists either of taking the Cartesian product (E  F) of two sets obtained in 

the preceding steps or of taking the power set 2D of the set D obtained in the 

previous steps.  This echelon construction of the scheme S is a sequence of 

terms in the theory T built according to the scheme S. After building this 

construction, Bourbaki take (in the theory T) a formal representation of a 

group of mappings fi: Ei  → Ei’ (i = 1, 2, 3, … , m) and determine canonical 

extensions with the scheme S of the mappings fi to a mapping of an echelon 

construction E of the scheme S on the sets E1 , E2 , E3 , … ,  En . 
After this, Bourbaki characterize a typification T of letters x1 , x2 , x3 , … ,  -

xn in T. Subsequently, they delineate the concept of a transportable relation 

with respect to T. Next Bourbaki define (1) a species of the structure  in T 

as a text that is a combination of letters x1 , x2 , x3 , … ,  xn , s , terms in T, (2) a 

typification T{x1 , x2 , x3 , … ,  xn , s} of the letters x1 , x2 , x3 , … ,  xn , s in T 

called the typical characterization of the species of the structure , and (3) a 

relation R{ x1 , x2 , x3 , … ,  xn , s} that is transportable with respect to T and 

called the axiom of the species of the structure . 

To define a “species of structure” , Bourbaki take:  

(1) n sets E1 , E2 , ... , En , as “principal base sets.” 

(2) m sets A1 , A2 , … , Am , the “auxiliary base sets”, and finally 

(3) a specific echelon construction scheme S(X1 , X2 , ... , Xn , A1 , A2 , … , 

Am). 

All these auxiliary constructions and definitions allow Bourbaki to define 

the structure of species , taking terms E1 , E2 , E3 , … ,  En in the theory T as 

principal base sets. Namely, this construction leads to the following defini-

tion (Bourbaki, 1960). 

Definition 2.4. A term U in the theory T is called a structure of species 

 if the relation 

                                 T{E1 , E2 , E3 , … ,  En , U}& R{E1 , E2 , E3 , … ,  En , U} 

is a theorem in T. 

Covering several pages in the book (Bourbaki, 1960), the completely for-

malized formal definition of a structure in the sense of Bourbaki is essential-

ly much more complex and much longer than the partially formal definition 
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given above. Besides, this definition is too abstract and complicated even for 

the majority of mathematicians, who prefer to use an informal notion of  

a mathematical structure or the definition where a structure is formalized as 

a set with relations in this set. As Corry (1996) writes, Bourbaki’s concept of 

structure was, from a mathematical point of view, a superfluous undertak-

ing. Even Bourbaki themselves did not use this formalized concept in their 

later books of the Eléments after they had introduced it in Theory of Sets 

(Bourbaki, 1960). However, being overcomplicated, this definition is still 

incomplete. For instance, this definition does not discern inner and outer 

structures. 

The complete formal definition of a structure was developed in the gen-

eral theory of structures including both formal and informal forms (Burgin, 

2012). Here we give only an informal definition of set-theoretical structures. 

There are also mereological structures, which are defined and explored in 

(Burgin, 2012). 

Definition 2.5. A structure R consists of elements/parts and connec-

tions/relations of the three categories: 

— Connections/relations between (groups of) elements/parts 

— Connections/relations between (groups of) elements/parts and 

(groups of) connections/relations 

— Connections/relations between (groups of) connections/relations 

Note that elements themselves can be and often are structures. This 

property is called nesting and is used in many processes to improve their 

efficiency (Burgin, 2020). 

Structures, elements of which are also structures, are called super-

structures. 

According to the general theory of structures (Burgin, 2012), there are 

three existential types of structures:  

1. Ideal structures 

2. Abstract structures 

3. Embedded structures 

Embedded structures are structures of physical systems (things), such as 

tables, trees or cars, and of mental systems, such as thoughts or values. An 

interesting example of a structure embedded in the mentality of society is  

a moral space studied in (Boltuc, 2013). 

Abstract structures exist in the mentality of people or groups of people 

and are characterized only by their properties. 

Ideal structures dwell in the world of structures described for example in 

(Burgin, 2017). 

This world is the scientific incarnation of the world of Plato Ideas 

(Forms). Indeed, for millennia, the enigma of the world of Ideas or Forms, 

which Plato suggested and advocated, has been challenging the most promi-

nent thinkers of the humankind. The solution to this problem was found 



20 Mark Burgin, Rao Mikkilineni 

only recently. Namely, an Idea/Form in the Platoʼs sense can be interpreted 

as a scientific object called a structure. The difference is that Plato Ide-

as/Forms do not have a rigorous inclusive definition while structures have 

an accurate definition in the general theory of structures (Burgin, 2012). 

Based on this definition, it was demonstrated that structures have the basic 

properties of Platoʼs Ideas. In addition, it was proved the existence the 

world of ideal structures (Burgin, 2017).  

It is also important that it was possible to discover the most basic atomic 

structure in the world of structures. It is called fundamental triad or named 

set (Burgin, 2011). Its definition is given in Section 2. Any structure is either 

a fundamental triad (named set) or is built of some number of fundamental 

triads (named sets). It means that the discovery of fundamental triad 

(named set) actually accomplished the search at first of philosophers and 

later of physicists for the entity out of which everything in the world is built. 

In this sense, the theory of named sets is the theory of everything (Burgin, 

2011). 

Assessing the place of structures in the world and their roles, it was 

found in the general theory of structures (Burgin, 2012) that systems have 

five substantive types of structures: inner, internal, intermediary, outer, 

and external structures.   

 According to the general theory of structures, we have the following def-

initions of these types: 

Definition 2.6. (a) An internal structure TQ of a system R contains on-

ly inner structural parts, components and elements, i.e., parts, components 

and elements of R, relations between these parts, components and elements, 

relations between these parts, components, elements and relations from TQ 

and relations between relations from TQ. 

(b) An inner structure IQ of a system R is a substructure of an internal 

structure TQ of R, where IQ is obtained by exclusion of (1) the whole system 

R as a part, component or element of itself and (2) all relations that in- 

clude R.   

(c) An external structure EQ of a system R is an extension of the internal 

structure, in which other systems, their parts, components and elements are 

included, as well as relations between all these included parts, components 

and elements, relations between these parts, components, elements and 

relations from EQ and relations between relations from EQ. 

(d) An intermediate structure MQ of a system R is a substructure of an 

external structure EQ of R, where MQ is obtained by exclusion of (1) the 

whole system R and other systems from EQ, as well as (2) all relations that 

include these systems.    

(e) An outer structure OQ of a system R is an inner structure of a system 

U in which R is only one of the inner elements of the inner structure IQ of 

the system U. 
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It is also possible to classify structures by their elements. It results in 

three pure classes of structures: 

— Subsymbolic structures have only elements that are not treated as 

symbols but as parts of symbols 

— Symbolic structures have only elements that are treated as symbols 

— Super-symbolic structures have elements that are assembled from 

symbols   

Examples of subsymbolic structures are sets of pixels on the screen of  

a computer, tablet or TV set. 

Symbolic structures are composed of symbols in a simple way, that is, 

these structures have low structural complexity. Symbols, words, texts as  

a linear composition of words, and sets are symbolic structures. 

Letters and digits are paradigmatic examples of symbols while words and 

numerals are examples of symbolic structures. 

Texts, hypertexts, and diagrams are examples of super-symbolic struc-

tures. 

In addition, there are mixed structures, which have elements of both 

types: 

— Hybrid structures have both elements that are comprehended as 

symbols and elements that are treated as parts of symbols 

— Fused structures have both elements that are recognized as symbols 

and elements that are operated as super-symbolic structures, for ex-

ample, as assemblages of symbols 

— Blended structures have both elements that are identified with  

subsymbols and elements that form super-symbolic structures, for 

example, as assemblages of symbols 

— Symbiotic structures have elements of all three pure types 
 

According to the general theory of structures, there is a hierarchy of 

structures composed of different orders of structures (Burgin, 2017). 

Let us consider the mathematical formalization of the two first levels of 

this hierarchy. 

Definition 2.7 (Burgin, 2012). A first-order structure is a triad of the 

form 

A = (A, r, R) 

In this expression, we have: 

— the set A, which is called the substance of the structure A and consists 

of elements of the structure A, which are called structure elements of the 

structure A 

— the set R, which is called the arrangement of the structure A and con-

sists of relations between elements from A in the structure A, which have 

the first order and are called structure relations of the structure A 
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— the incidence relation r, which connects groups of elements from A 

with the names of relations from R 

Examples of structures of the first order:  
 

The order relation: 1 < 2 < 3 < 4 < 5 

A string: a – b – c – d – e  

A word:  s – e – v – e – n 
 

Definition 2.8 (Burgin, 2012). A second-order structure is a triad of 

the form 

A = (A, r, R) 

Here 

— the set A, which is called the substance of the structure A and consists 

of elements of the structure A, which are called structure elements of the 

structure A 

— the set R, which is called the arrangement of the structure A and con-

sists of relations in the structure A, which are called structure relations of 

the structure A  

— r is the incidence relation that connects groups of elements from A 

and/or relations from R with names of relations from R 

— R = R1  R2  R3 

— R1 is the set of relations between the elements from the set A 

— R2 is the set of relations in the set R1, i.e., elements from R2 are rela-

tions between relations from R1 

— R3 is the set of relations between elements from A and relations from 

R1 
 

Relations from R2 and R3 are called relations of the second order in A. 
 

Second-order structures are used to represent data processed by struc-

tural machines of the second order. 

Similarly, we determine relations and structures of higher orders. 
 

Examples:  

1. The strict order < on numbers is a suborder of the non-strict order  on 

numbers. This is a relation of the second order. 

2. Addition and subtraction are ternary relations. Subtraction is inverse 

to addition. This is a relation of the second order. 

3. A function is a binary relation. When one function is an extension of 

another function, it defines a relation of the second order. 

4. 0 is neutral element with respect to addition. This is a relation of the 

second order. 

5. Taking relations between people, when the relations between A and B 

are better than the relations between A and D, it defines a relation of the 

second order. 
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In information technology, supercomputers are computers that have es-

sentially better characteristics of information processing in comparison with 

ordinary computers. Usually, the improved characteristic is the higher speed 

of computing. In a similar way, superstructures are structures that have 

essentially higher complexity. 

Symbolic superstructures are composed from symbols and symbolic 

structures. Intricate hypertexts, operational schemas, multicomponent im-

ages, and structures of higher order are symbolic superstructures. 

Now let us analyze how operating with different types of structures shape 

specific types of information processing in general and computation in par-

ticular. 

 

 
3. SUBSYMBOLIC COMPUTATIONS IN NATURE  

AND ARTIFICIAL DEVICES 
 

Although there are different definitions of subsymbolic computation, 

here we uphold the following definition. 

Definition 3.1. Subsymbolic computation is computation in which el-

ements of processed data are not interpreted as symbols or sets of symbols 

by the computing system. 

This well correlates with the opinion that in a system performing sub-

symbolic computation, the objects of computation are more fine-grained 
than the objects of semantic interpretation (Chalmers, 1992). 

For instance, it is often assumed that the tokens manipulated by neural 

networks performing primitive operations are subsymbolic as they are lo-

cated at a level lower than that of the symbols (Rumelhart, McClelland, 

1986; Smolensky, 1988). Examples of such tokens are the activation values 

of neurons. In many cases, in a system performing subsymbolic computa-

tion, the computational level lies beneath the representational level 

(Chalmers, 1992). 

Starting from the last quarter of the 19th century, there was an assump-

tion in computer science, artificial intelligence and cognitive sciences that 

neural networks, which represent the connectionist model, perform sub-

symbolic computations. For instance, Smolensky introduced the following 

Subsymbolic Hypothesis as “the cornerstone of the subsymbolic paradigm”: 
 

“The intuitive processor is a subconceptual connectionist dynamical system 

that does not admit a complete, formal, and precise conceptual level descrip-

tion.” (Smolensky, 1988) 
 

A paradigmatic example of subsymbolic computations is provided by ar-

tificial neural network, which lately became extremely popular due to their 

ability to perform deep learning. 
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Analog computing is another important form of subsymbolic computa-

tions. 

In comparison with symbolic computation, subsymbolic computation has 

the following advantages (Kwasny, Faisal, 1992): 

— It is more robust in noisy conditions 

— Provides better performance for analog data 

— It demands less knowledge upfront 

— It is easier for scaling up 

— It better adapts to Big Data 

— It is better for perceptual problems 

— It is more useful for building models in neuroscience 

Indeed, now the prevailing opinion of neuroscientists is that intuitive 

mental processes that internal functioning of the brain does not utilize  

a symbolic description but require subsymbolic descriptions inherent for 

connectionist architecture. As a result, the subsymbolic paradigm provides 
better means for modeling the capabilities of the brain, which also im-
plies reduction of mental to neural computation. 

 

 

4. SYMBOLIC COMPUTATIONS AS THE BASIC FORM  

OF ALGORITHMIC INFORMATION PROCESSING 
 

Now we come to symbolic computations. In contrast to subsymbolic 

computation, in a system performing subsymbolic computation, the objects 

of computation are also objects of semantic interpretation and very often the 

computational level coincides with the representational level (Chalmers, 

1992). 

Definition 4.1. Symbolic computation is computation in which ele-

ments of processed data are interpreted as symbols by the computing sys-

tem and computation is performed by the individual transformation of these 

symbols. 

Turing machines are the paragon of automata performing symbolic  

computations. Indeed, on each step of its computation a Turing machine, 

observes a symbol in a cell of its tape and eventually changes this symbol to 

another symbol before moving to another cell. 

In comparison with subsymbolic computation, symbolic computation has 

the following advantages (Kwasny, Faisal, 1992): 

— In it, introspection more useful for coding 

— It is easier to debug 

— It is easier to understand and explain 

— It is easier to control 

— It is more efficient for solving abstract problems 

— It is better adapted for explaining people’s thinking 
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At the same time, the symbolic/subsymbolic distinction does not imply 

the architectural dissimilarity (Chalmers, 2018). Indeed, on the one hand, 

Turing machines can and contemporary digital computers do simulate neu-

ral networks, which are paradigm examples of subsymbolic computation. 

On the other hand, neural-network can precisely model Turing machines 

(Siegelman, 1999).  

Connectionist paradigm also does not contradict the possibility to imply 

it using symbolic computation. Indeed, cellular automata have the connec-

tionist architecture but each cell of these automata performs symbolic com-

putation (cf., for example, (Burgin, 2005)). 

Now we can describe the new type of computation. 

 

 

5. SUPER-SYMBOLIC COMPUTATIONS AS A NEW DIMENSION  

OF INFORMATION PROCESSING 
 

Analysis of real-life computations show that computers and other ad-

vanced information processing systems, such as the brain, operate not only 

with symbolic and subsymbolic data but also with essentially more advanced 

structures.   

Definition 5.1. Computation is super-symbolic when symbolic struc-

tures of higher orders and superstructures are transformed as holistic ob-

jects. 

This contrasts symbolic computations where symbolic structures are 

transformed by operating with separate symbols. 

Super-symbolic (transcendent) computation is a model of functioning of 

the right hemisphere of the brain. Indeed, processing images of material 

systems by transformations of holistic shapes is an example of super-

symbolic computation.  

One more important example of super-symbolic computation is opera-

tion with schemas (Burgin, Mikkilineni, 2021). These processes are very 

important for the functioning of the mind because the framework of schema 

theory can provide a better bridge from human psychology to brain theory 

than that offered by the symbol systems (Arbib, 2021). 

The advantage of the super-symbolic (transcendent) computing is its 

ability to operate big formal and informal systems of data and knowledge 

with high efficiency. That is why the implementation of super-symbolic 

computing is the way to the solution of the problem of big data and infor-

mation overflow. 
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6. AMALGAMATED LEVELS OF COMPUTATION 
 

The combinations of pure types give mixed types of information pro-

cessing. The first step in this direction gives us hybrid computation, which 

comprises both symbolic and subsymbolic computations being a two-fold 

type of computations (Burgin, Dodig-Crnkovic, 2015). Hybrid computation 

allows combining advantages of both symbolic and subsymbolic computa-

tions. 

Researchers found that individual neurons can perform symbolic compu-

tations (Cepelewicz, 2020; Gidon, et al, 2020). For instance, it was discov-

ered that individual dendritic compartments can also perform a particular 

computation—“exclusive OR”—that mathematical theorists had previously 

categorized as unsolvable by single-neuron systems. 

Moreover, some psychologists assume that the roots of arithmetic reside 

in single neurons (Dehaene, 2002). It means that neural networks in the 

brain perform both symbolic and subsymbolic computations, i.e., they oper-

ate is on the level of hybrid computation. 

 

Conventional models of computation perform either symbolic computa-

tion, e.g., finite automata, Turing machines, inductive Turing machines or 

Random Access Machines (RAM), or subsymbolic computation, e.g., neural 

networks or cellular automata. New models, such as neural Turing machines 

(Graves, et al, 2014; Collier, Beel, 2018) or structural machines with sym-

bolic and subsymbolic processors, carry out hybrid computation. 

A neural Turing machine is a recurrent neural network with a network 

controller connected to external memory resources. As a result, it combines 

subsymbolic computation of neural networks with symbolic computation of 

Turing machines. 

Super-symbolic (intuitive) computation adds one more dimension to the 

general schema of computational processes. This allows merging this type 

with already known types brings us to the system of three twofold types of 

computation: 

—  hybrid computation combines symbolic and subsymbolic computa-

tion 

— blended computation combines subsymbolic and super-symbolic 

computation 

— fused computation combines symbolic and super-symbolic computa-

tion 

While it is easy to understand how information processing systems, such 

as computers or the brain, can perform fused computations, realization of 

blended computation looks more intriguing. One way to do this is simply to 

utilize two types of processors in the computing system—processors of one 

type work with subsymbolic data whereas processors of the other type oper-
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ate super-symbolic data. Another mode of blended computation has two 

stages. At the first stage, the computing system processes subsymbolic input 

data developing one or several super-structures. These super-structures are 

handled at the second stage of the computational process. For instance,  

a neural network can aggregate or find an operational schema and then this 

schema is used and transformed, for example, improved, by an appropriate 

assembly of neural networks. 

Synthesizing super-symbolic computation with symbolic (rational) com-

putation and subsymbolic (intuitive) computation in one model, we come to 

symbiotic computation. Structural machines with flexible types of proces-

sors can accomplish symbiotic computation. Symbiotic computation allows 

combining advantages of all three pure types of computation representing 

the entire type of computations. 

Thus, there is also one entire type of information processing: 

—  symbiotic computation combines all three pure types of information 

processing. 

It is possible to consider symbiotic computation as the highest level of 

computation as it comprises all other types of computation. 

 

 

7. OPERATING WITH STRUCTURES AND SCHEMAS 
 

The identification of the new types of computation needs machines that 

would be able to perform such computations. Structural machines provide 

means for all types of computation including symbiotic computation when 

the machines possess processors of different types (Burgin, Adamatzky, 

2017; Burgin, 2020). Let us describe these powerful models of computation. 

A structural machine M works with structures of a given type and has 

three components: 
 

1. The control device CM regulates the state of the machine M 

2. The (entire) processor PM performs transformation of the processed 

structures and its actions (operations) depend on the state of the ma-

chine M and the state of the processed structures. The entire proces-

sor consists of one or several unit processors. When a structural ma-

chine is considered only as a theoretical model, it is possible that the 
entire processor contains infinitely many unit processors. 

3. The functional space SpM consists of three components: 

 The input space InM, which contains the input structure(s). 

 The output space OutM, which contains the output structure(s).  

 The processing space PSM, in which the input structure(s) is 

transformed into the output structure(s), which form the results 

of computation of a structural machine.  
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Unit processors can move in the processing space performing operations 

with structures in their neighborhoods according to the rules of their struc-

tural machine. Unit processors can function in the centralized mode when 

they are regulated by the common centralized control device. When the 

structural machine has the distributed control device, which consists of sev-

eral unit control devices, the unit processors of this machine can function in 

two modes: clusterized and totally distributed modes. In the clusterized 

mode, all unit processors of the structural machine are divided into several 

groups (clusters) and each group works with its own control device. In  

a totally distributed mode, each unit processor has its individual control 

device. This architecture of the structural machine allows considerable flexi-

bility and adaptivity. 

Unit processors of one structural machine can be of different types and 

categories. For instance, it is possible that one unit processor is a Turing 

machine, another unit processor is a neural network, while the third one is  

a cellular automaton and one more unit processor is an inductive Turing 

machine. 

It is natural to assume that all structures—the input structures, the out-

put structures and all processed structures—have the same type. 

The computation of a structural machine M determines the trajectory of 

computation, which is a tree in general case and a sequence when the com-

putation is deterministic and is performed by a single processor unit. 

 

 

8. CONCLUSION 

 

Information, and the computing structures that process it, play a critical 

role in how we, as humans, perceive the structural reality that surrounds us 

and how we interact with it. The Existential Triad of the world derived from 

the general theory of information describes the three worlds that interact 

with each other (Burgin, 2012).  First, we have the material world, where 

structures exist and obey the laws of conversion of energy and matter. Bio-

logical systems have through evolution, and natural selection developed 

information processing structures that receive information about other ma-

terial structures through various senses they have developed using their 

physical structures. 

In addition, there is a mental world encompassing mental structures. 

Mental structures allow living systems to create and use their “vital potenti-

alities and life processes.” According to the general theory of information, 

knowledge derived from information can be represented in the form of ideal 

structures consisting of an atomic structure called the “fundamental triad.” 

The fundamental triad (also known as a name set) consists of entities, rela-

tionships, and behaviors caused by actions and events that change the state 
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of the entities performing information processing in general and computa-

tion in particular. 

In this paper, we have discussed two types of computational structures 

namely, symbolic and subsymbolic computation, which are ubiquitous in 

the current state of the art in information technologies. Symbolic computing 

deals with the evolution of structures made up of symbols and subsymbolic 

computing deals with elements of processed data that are not interpreted as 

symbols or sets of symbols by the computing system. Deep learning using  

a neural network model is an example.  

In addition, we have also analyzed super-symbolic computation where 

structures as holistic objects are processed in contrast to symbolic computa-

tion where sequences of symbols are processed. This approach has many 

advantages (Burgin, Mikkilineni 2021) going beyond current symbolic and 

subsymbolic computational methods used in information technologies.  

The highest type—symbiotic computation allows us to use symbolic, sub-

symbolic, and super-symbolic computations. An application of symbiotic 

computing using symbolic, subsymbolic, and super-symbolic computing is 

discussed in Burgin-Mikkilineni Thesis (Burgin, Mikkilineni, 2021; Mik-

kilineni, 2022). The other three forms of computing are fused computation, 

blended computation, and hybrid computation, which are also observed in 

nature. 

In this paper, we have presented a new and comprehensive picture of in-

formation structures, information processes (computations), and the associ-

ated tools derived from the general theory of information. We hope that this 

will guide us to not only understand how we as humans process and use 

information, but also will allow us to build a new class of digital automata 

that mimic how people process information. 
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ABSTRACT 

 

Creature consciousness provides a physicalist account of the first-person aware-

ness (contra Rosenthal). I argue that non-reductive consciousness is not about phe-

nomenal qualia (Nagel’s what it is like to feel like something else); it is about the 

stream of awareness that makes any objects of perception epistemically available 

and ontologically present. This kind of consciousness is central, internally to one’s 

awareness. Externally, the feel about one’s significant other’s that “there is someone 

home” is quite important too. This is not substance dualism since creature con-

sciousness and functional consciousness are both at different generality levels of 

physicalism. Surprisingly, pre-Hegel philosophy of pure subject is more fitting with 

the current engineering approach than analytical phenomenalism. The complemen-

tary view of subject- and object-related perspectives, may come from Fichte’s Wis-

senschaftslehre; but here it is placed, securely within the physicalist paradigm. It is 

essential to the Engineering Thesis in Machine Consciousness, which helps us un-

derstand under what general conditions a machine would be first-person conscious, 

but when it is merely functionally conscious. 

Keywords: Machine consciousness, non-reductive physicalism, non-reductive 

machine consciousness, creature consciousness, non-reductive consciousness; com-

plementary philosophy, Wissenschaftslehre, two-tier physicalism. 

 

 

————————— 
1 This article is dedicated to the memory of Gilbert Harman, who has shown me at least three 

things: how to do analytical philosophy without outdoing on analyticity; how to reach beyond the 
boundaries of philosophy and gently disrespect those boundaries; how to treat a student with true 
respect. When I have asked Gil about the latter, he just said: Those are my colleagues who were born 
a bit later than I was. Several of them are to become stronger philosophers than I am. Why would 
 I not treat them as such? Oh well, Gill has also shown me how not only to love, but also truly re-
spect, one’s daughters; me and my five years old are grateful for this. 



34 Piotr (Peter) Bołtuć 

1. INTRODUCTION 
 
In Part I we focus on philosophical issues that relate to physicalism. The 

goal is to explain how complementary treatment of the subjective and objec-

tive epistemic perspectives can be consistent with physicalism. This leads to 

two-tier physicalism. We put forward a controversial thesis that creature 

consciousness is the base of first-person awareness; this is in stark contrast 

with a common tendency to view it as grounded only in advanced function-

alities. Creature consciousness and the functionalist level of analysis at the 

third-person level of description are those two tiers of functionalism In Part 

II we apply the main points from Part I to first-person machine conscious-

ness.  

 

 

2. COMPLEMENTARITY 
 

2.1. Non-reductive two-tear physicalism 

 

Rarely would physicalists accept a non-reductive position on conscious-

ness—and remain physicalists through and through. Such view requires 

accepting two different points: 
 

1) physicalism—seen here as a view that everything has only physical 

causes, explainable directly or indirectly by the laws of nature, physical, 

chemical, biological, also mathematical, extending into engineering and 

computer science, medicine and the soft sciences: psychology, sociology, 

economics and other domains; 

2) non-reductive view on first-person consciousness—denying the possi-

bility of always having a reduction from first-person awareness to the third 

person view on the world or vice versa.  

I accept both these points. Here is the account of the view:  

The conscious experience functions as non-reductive in what psychology 

calls creature-consciousness. Thus, irreducibility consists in the stream of 

first-person awareness, not its phenomenal content. This may look like a 

blunder and incompetence to those philosophers, who dismiss ontologies 

different from various forms of phenomenalism (for instance, Locke’s, 

Berkeley’s, particularly Hume’s and Parfit’s). They maintain that there is 

nothing but continuity and connectedness of our experiences? I say, not 

even close! 

 

2.2. Creature-consciousness physicalism 
 

What sense of creature consciousness makes possible its role as the  

gist of the first-person experiential level? It is the stream of primary aware-

ness, which may or may not be sophisticated in content and seems to have 
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different strengths among various creatures. We may compare it to the 

stream of light that comes from an old-fashioned movie projector before one 

would put in the film; only the latter provides non-trivial phenomenal con-

tent.  

Non-reductive awareness as creature consciousness, is located at the lev-

el of bio-chemical specificity, not quite at the level of advanced functionali-

ties, nor at the level of qualia phenomenalism. Creature consciousness, as  

a biochemical process, is clearly a framework at the physicalist level—few 

would question this. Consistent functionalism would normally be an appli-

cation of physicalism as well.  

Thus, we seem to have a two-tier physicalism of consciousness:  
 

1. Creature physicalism at the level of creature consciousness  

2. Functional physicalism at the level of (always physical) interactions 

with the environment and information transformation (thinking).2 
 

The former provides biological explanations for aware interactions, the 

latter gives us a phenomenal (potentially meaningful) content. Within psy-

chology of consciousness people are dismissive of the level of creature con-

sciousness as trivial (David M. Rosenthal). I daresay it is not trivial at all. It 

provides material—in particular bio-chemical—grounding for the first-

person stream of awareness.  

How would such biochemical explanation give a relevant response to the 

philosophical problem of explanatory gap? It does not; does not need to.  

Ned Block illustrates the scientific nature of ice emerging from water 

under certain temperature and pressure conditions. Thus emergence is  

a physicalist process fully explainable in physical sciences. Creature con-

sciousness is the source of the stream of awareness. Daniel Dennett is right, 

that asking for a dualistic explanation of this process is begging the ques-

tion—the process does not require or need such a level. But he is a bit overly 

entangled with dualities of his student times under supervision of Gilbert 

Ryle. Some philosophers seem chimed by the question how mechanical 

functions of matter generate first person “experiences” like the feeling of 

pain or unique experience of contemplating a certain shade of redness. Such 

a Leibniz’s mill may have been justified, sort of, when physics was largely 

macro-level mechanics and there was a strong presumption towards micro-

reductionism—today we know better. Natural sciences include sophisticated 

chemical and bio-chemical functions that allow for continuous mathemati-

cal processing, rather than discrete Turing computing (Sloman, 2020). Not 

all scientific explanations reduce science to the level of atomic interactions, 

at least as long as atoms are viewed as mechanical billiard balls. 

————————— 
2 Physicalist theory of thinking was drafted already by Hobbes (not to mention Sextus Empiricus). 

It has been nicely developed by contemporary neuroscience and artificial intelligence.  
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Let us think of the two sides of a mirror (explored in some older British 

stories for the nice kids): How is it that the whole magic of reflections, and 

multicolored refractions at the well-cut edges (let us make it a stylish crystal 

mirror of the epoch) are possible despite the fact that a mirror is constructed 

of some wood and glass. Once we know some optics, the story is simple and 

hardly miraculous. Similarly, burning some wood to get fire seems to have 

mesmerized deep thinkers since the ice age, at least—but now it does not 

since we know basic chemistry of the process.  

The reason why Dennett may be unable to address the question of first-

person consciousness is his deeply rooted hard-core version of verification-

ism (that comes from Gilbert Ryle). Using Ryle’s rough methodology, one is 

unable to formulate the problem of first-person consciousness; not to men-

tion resolving it. The generalization of people’s statements linked to their 

fMRIs and other neurophysical measures suffices to identify the problem 

(Thomas Metzinger’s old argument)—which does not lead to a dualist im-

passe in the explanatory gap but may lead to a no-nonsense solution.3  

 

  Let us expand on the above points. Those who single out the first-person 

stream of awareness are often labelled “dualists.” This brings about peculiar 

consequences if taken up in the context of creature consciousness, thus 

demonstrating how non-reductive physicalism is possible. People tend to 

view first-person consciousness as a sophisticated tool that even most pri-

mates lack (Rosenthal, indirectly Davidson), whereas it is a rather simple 

feature, probably present at roaches, ants, definitely at frogs.  

To reiterate a novel but unsurprising idea: creature consciousness and 

functionalism when put together would be resulting in a two-tier physicalist 

dualism. We are up to something here. The two perspectives, first- and 

third-person, do bring about some kind of a dualism. Yet, this is a perspec-

tival dualism (Nagel); it does not fall into substance dualism, which— 

I agree—is a rather bad idea. Substance dualism does not have—and very 

likely could never have—a good answer to the problem of interaction (Eliza-

beth of Bohemia). 

Eliminativists, who deny first-person consciousness (or, its relevance), 

are guilty of a dismissive omission of the first-person epistemicity as onto-

logically relevant, actually necessary, for constructivist foundations of the 

reality (any non-trivial ontology).4 

I propose that non-reductive first-person physicalism based on creature-

consciousness is the best explanation5 of first-person’s awareness in the 
————————— 

3 Especially if smart, critical minds—like Dennett’s—join the game, instead of dragging their feet 
on its sidelines. 

4 This was discovered by classical German philosophy (especially Fichte), but later dismissed as 
idealism by most 20th century physicalists, due largely to their controversial take on verifica-
tion(ism). 

5 And an inference to the best explanation it is. 
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objective world. This is the gist of the philosophical framework of this pa-

per. 

 

2.3. Recent take on complementary philosophy 
 
Here we explore—on a couple of occasions merely mention—some of the 

instances of complementarity of subject and object within physicalist6 ana-

lytical philosophy. 

 
2.3.1. Double Nagel 

 
Fortunately, physicalist phenomenalism is no longer the only game in 

town.  
 

NagelA 
 

Tom Nagel started with what I call the NagelA set of views—a comple-

mentary philosophy, with two basic, ontological (not just epistemic) starting 

points of his philosophical account of the world.  

First, the objective, or rather object-related, account that views things as 

based on measurable, third-person verifiable claims—for instance pictures 

of a certain mountain that really looks different from various viewing-points 

were the pictures were taken. 

Second, the first-person, or rather subject-related, account based largely 

on the feel of things. In building this double-aspect view (Nagel 1979A; 

1986) relied to some degree on Peter Strawson who, in his book Individuals, 

opened up the option of doing non-reductive analytical philosophy of per-

son. However, NagelA, relied largely on classical German philosophy.  

As Gilbert Harman (2007) argued “It seems that whatever physical ac-

count of a subjective conscious experience we might imagine will leave it 

completely puzzling why there should be such a connection between the 

objective physical story and the subjective conscious experience.” Harman7 

refers to the essay Subjective and Objective (Nagel, 1974, p. 196 f.),” which 

may be viewed as an early draft of the ontological part of Nagel’s master-

piece, The View from Nowhere (Nagel, 1986). Nagel highlighted his alle-

giance to materialism in (Nagel, 1974; 1986). Within materialism, Nagel’s 

question—as presented by Harman—would have a straightforward explana-

tion through the theory of evolution. The fit between one’s first-person opin-

ion and the way things are tends to be a good survival mechanism, except 

for certain exceptions, like those made famous by Daniel Kahneman and 

Amos Tversky.  

————————— 
6 This focus on physicalism or non-reductive materialism explains merely cursory presence of 

David Chalmers’ theory, which is now a naturalistic version of panpsychism. 
7 In his office at Princeton Harman had Nagel’s picture next to Quine’s; he told me, these belong 

to his favorite philosophers. 
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Nagel’s puzzlement with the gap between subjective and objective epis-

temic perspectives (the latter being “the view from nowhere” from his book’s 

title) is not centered around this kind of explanation. It is metaphysical, the 

way Johann Gottlieb Fichte in his Wissenschaftslehre (and Husserl in his 

Ideas) would have it.8  

 

NagelB 
 

In his article What Is It Like to Be a Bat? (Nagel, 1974) Thomas Nagel fo-

cuses on a rather different, much narrower, picture. Nagel seems to have 

joined the crowd of his quite distinguished followers (e.g. Jackson; 

Chalmers) in viewing his early propaedeutic paper based on phenomenal-

ism as the gist of non-reductive analytical philosophy. In What it is Like to 

be a Bat we have what I call NagelB (Nagel, 1979B), with Hume-style phe-

nomenalism becoming the main basis of non-reductive philosophy of mind.  

Nagel B’s theory relies on the exaggeration of our inability to imagine 

what it is like to be someone else, e.g. a bat. It leads to abandonment of 

Nagel A’s ontology based on complementary subject and object (subjective 

and objective)—instead, we face phenomenalist, epistemic worries on the 

problem of experience.  

“What It Is Like to Be a Bat” is an easy-to-follow essay, popular among 

undergraduates. It ignores, comfortably, Kant’s victory over Humean skep-

ticism, which was so clearly appreciated, even developed in Nagel’s crucial 

works, mentioned above. The understanding of complementarity of subject 

and object in ontology, and of the subjective and objective perspectives in 

meta-epistemology, if we may use this term, is essential to, and clear enough 

in Fichte’s Wissenschaftslehre—and to some degree in the works of Edmund 

Husserl (e.g. the early parts of his Ideas (Husserl 1913), some Neo-Kantians 

and Kant. But this position is now viewed as wrong and largely abandoned.  

The problem of phenomenal qualia as the problem of experience, reaches 

at least from David Hume, through Derek Parfit (who was the smartest critic 

of Nagel 1984; whereas McGinn was just destructively clever) to his tempo-

rary followers like Frank Jackson, the author of the influential Black and 

White Mary argument, which he has later rejected. Those discussions can 

easily be reduced to Nagel’s what it is like to be a bat question, which is an 

unfortunate lacuna to take.  

 

The German and British traditions in Nagel 
 

NagelA’s more insightful work (Subjective and Objective in Nagel 1979, 

and The View from Nowhere) opened up a complementary framework be-

tween object and subject related perspectives—within the view that Nagel 

————————— 
8 For further discussion see (Boltuc, 2019).  
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rightfully called materialism. This was a discrete, yet steady-handed, move 

of classical German philosophy from the realm of idealism to that of physi-

calist non-reductive materialism. It can be maintained that Nagel put forth  

a materialist redescription of Fichte-style pure transcendental subject.  

Now we face Tom Nagel’s two theories of first-person consciousness: 

NagelA based on the gist of Fichte, Husserl and Kant, and Nagel B, based 

largely on Hume’s phenomenalism. Nagel A and Nagel B read like two dif-

ferent philosophers—the former a much better one, but maybe a bit ahead of 

his times.  

This is part of a big philosophical picture. Even when eminent German 

scholars try to highlight Kant’s ideas helpful in modern cognitive science (T. 

Schlich, A. Newen), they start with a disclaimer that they do not try to en-

dorse “Kant’s idealism” and then merely search for scraps that remain when 

the structure of Kant’s theory gets demolished. This attitude comes from 

philosophical predominance of British empiricism, narrowly understood, 

and abandonment of philosophical methods not approved by narrow such 

empiricism. 

I view defending the heritage of Nagel A from the brute-force dominance 

of Nagel B as one of the main challenges for non-reductive physicalism. 

 
2.3.2. Russell’s short-lived analysis of mind 

 

Bertrand Russell, in his Analysis of Mind, proposed a somewhat similar 

view. Each object, e.g. a chair, can be grasped as a set of objective parame-

ters, as well as through phenomenal content (Hume-style), The full picture 

available to us, is composed of those two ontologies combined.  

Yet, both Russell and Nagel fell back onto the third-person accounts of 

physical object taken as a given. In his Analysis of Matter Russell has taken 

matter, investigated from the third-person object-related perspective, as the 

primary and only substance. It may have been too early, in Russell’s times, 

to understand scientific views broadly enough to keep his complementary 

physicalism, or to turn it into a two-tier physicalist theory.  

We are now going to explore and expand first-person subject’s comple-

mentary relation with third-person functionalism, referring to Harman’s 

under-appreciated functionalism of concepts. 

 
2.3.3. Harman’s functionalism of concepts 

 

Gilbert Harman attempted to open a non-reductive window within func-

tionalism—the window based largely on semantics. This was done well in his 

underpublicized “functionalism of concepts” (Harman, 1990). The claim is, 

briefly, that we cannot fully understand first-person statements from the 

third person perspective. Therefore, we need to analyze the functions of 

concepts, both within their first- and third-person contexts of use. (Harman, 
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1990; 1993; 2007). This is based on Harman’s argument “Knowledge that P 

requires being able to represent its being the case that P. Limits on what can 

be represented are limits on what can be known.” This point originates from 

Harman’s interest in Wilhelm Dilthey’s (1989 (1883)) Das Ferstehen as  

a special first-person epistemic perspective (Harman, 1993; 2007).  
 

“With respect to pain and other sensory experiences there is a contrast be-

tween an objective understanding and a subjective understanding of what it is 

like to have that experience, where such a subjective understanding involves 

seeing how the objective experience as described from the outside translates 

into an experience one understands from the inside.” (Harman, 2007) 

 

 “(I)n philosophical semantics” Harman distinguishes “between accounts 

of meaning in terms of objective features of use and translational accounts 

of meaning” (Harman, 2007, pp. 2–3). This approach provides him with an 

elegant account of the explanatory gap. Harman tries to use those issues in 

translation for “understanding what it is like for another creature to have  

a certain experience […] To understand what it is like for the other creature 

to have that experience is to understand which possible experience of one’s 

own is its translation” (ibid.) The context of translation theory gives Harman 

an objective reference frame, where phenomenal qualia and sort of herme-

neutics come through without their usual drift towards a dualism of sorts. 

Harman refers to the Lewis–Nemirow interpretation of what it is like 

arguments, developed in reference to Jackson’s Black and White Mary’s 

case – which claims that one lacks an ability (e.g. to identify the red objects), 

not lacking any knowledge. To this Harman responds: “For them, under-

standing what it is like to have a given experience is not an instance of 

knowing that something is the case, a conclusion that I find bizarre” (Har-

man, 2007, p. 3).  

At Harman’s seminar in epistemology (Spring 1991), after his presenta-

tion “Can Science Understand the Mind?” where he presented a crisp ver-

sion of this argument, I developed a related point: Ability can be translated 

into knowledge when we take into account informational content of the pro-

gramming that it takes to have a robot perform the task at hand (Boltuc, 

1998a, 1998b). 

To sum up, Harman argues for the following point: “purely objective ac-

count of conscious experience cannot always by itself give an understanding 

of what it is like to have that experience. There will at least sometimes be an 

explanatory gap. This explanatory gap has no obvious metaphysical implica-

tions” (Harman, 2007, p. 3). This is exactly the outline of a non-reductive 

view on subjective and objective perspectives, kept neatly within physical-

ism.  

Writing this paper, I may be slightly more radical now, by trying to iden-

tify a physicalist emergence base, not only of the first-person content, but of 
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the first-person stream of pre-awareness that allows the subject-related per-

spective itself. 

 
2.3.4. Subject-object complementarity 

 

The basic subject-object relationship is what creates both the epistemic 

and ontological backgrounds for the existence of any phenomena. The com-

plementary, view on the essential and mutually irreducible position of the 

subject and object, first as conceptual atoms, and next as originators of the 

complementary epistemic and ontic perspectives, turns out essential for 

formulating the ontological structure of autonomy for humans and other 

advanced animals alike. It is also relevant for advanced AIs.  

The lack of the epistemic subject’s primary interaction with the epistemic 

object results in the lack of consciousness tout court, though it does not af-

fect complex conscious functions (if viewed from the outside). Having 

opened the philosophical background—so alien to, even detested by, philos-

ophers of the post-Lockean, Humean schools—we need to demonstrate the 

same at the more practical level of everyday experience. While the first part 

of this paper may be viewed as complex and overly philosophical, the latter 

part may be viewed as simplistic. However, simple is good when thinking 

about first-person awareness.  

Attempts to place non-reductive consciousness on very advanced func-

tional structures relies on a misguided assumption. The assumption is that 

non-reductive consciousness is unique to humans (and maybe the more 

intelligent of us) and also that it bestows, by itself, a strong moral status; 

this we deny.  
 

All the philosophical footwork stressed above is here to provide a back-

ground to the physicalist interpretation/s of the first-person stream of 

awareness, relied upon in the final argument. 

 
 
 

3. STRAWBERRIES AND CREME 

 

From now on, this paper focuses on robots enjoying (or not) some 

strawberries and crème; this is of course reference to the large topic of phe-

nomenal qualia, as well as the topic of first-person experience by robots. 

We explore, briefly, Mori’s uncanny valley and the case of Church-

Turing lovers (Boltuc, 2017B; 2011). This leads to the argument how future 

robots may perhaps have non-reductive consciousness, based on physicalist 

grounds. This requires a jump from “creature consciousness” as a bio-

psychological term, to creature consciousness as an advanced chemical fea-

ture (Sloman, 2020), not limited to “mentations” or similar specificities of 

biological life (contra Searle). Carbon based chemistry, in accordance with 
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bioengineering, trends as a fruitful mix with inorganic chemistry and physi-

cal sciences broadly understood. 

* 

It is “idiotic to make a computer enjoy strawberries and crème,” as Alan 

Turing pointed out (Turing, 1950). This statement sounds right in Turing’s 

famous article but only because computers known to Turing would have no 

way to get the feel of anything.  

 

3.1. Spooky enjoyments 
 
Some of the robots today can exhibit behaviors consistent with enjoy-

ment, which is often viewed as spooky (Mori, Boltuc, 1998; 2017; 2021). 

This attitude is consistent with the uncanny valley effect, first highlighted 

by Mori. It is a situation in which artifacts (e.g. dolls, robots, even pictures 

of human beings or animals), under certain conditions, may be perceived as 

spooky. Those that are not overly humanoid may be viewed as pleasant, 

often cute (some shape, color, size conditions apply). Those that are very 

good representations of humans, e.g. realistic—though often not hyper-

realistic—portraits or sculptures representing human beings, are often quite 

accepted (unless they have identifiable content- or form-based triggers of 

negative feelings). However, pictures, sculptures or dolls that are humanoid, 

yet not quite good enough as human representations, are perceived as 

spooky or uncanny. This is especially striking if such artefacts encroach on 

privacy or sexuality—if so, they are likely to be viewed as disgusting; if they 

are large and overpowering—they are viewed as dangerous (Boltuc, 2021). 

Humanoid dolls that visibly enjoy the strawberries and crème, would proba-

bly be spooky—if they did so well enough to mimic human expressions of 

culinary enjoyment, but not quite well enough to be truly realistic human or 

animal representations.  

There is a rather philosophical, or psychological, explanation why such en-

joyment by robots would be spooky, unless it was very tastefully represented. 

Spookyness in the instance of a robot ostensibly enjoying strawberries and 

crème—not to mention erotic pleasures—seems to come from the obviousness 

of the fact, that they do not experience such enjoyment, thus lacking the prop-

er causal chains from enjoyment to its behavioral expression.  

Evolutionarily, if someone fakes their feelings, the attempt often masks 

insincere, hostile, or exploitative intentions. There are good reason why fak-

ing one’s feelings may look strikingly spooky, since it may in fact be danger-

ous. 
 

While working on this topic, I came upon the second uncanny valley—the 

valley of perfection. Human being comprise an inherent doze of imperfec-

tion, even when they perform the tasks that are well defined by the stand-
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ards of efficiency or of an art (e.g. a required “program” within competitive 

ice-skating). The non-spooky humanoid artefacts must also be human-like 

also in terms of our perfect imperfections. Thus, a robot being too efficient 

or too “perfect” in imitating human behavior would also be “uncanny”—that 

is the second uncanny valley, the uncanny valley of perfection (Boltuc, 2011, 

2017, 2021).  

Recently, Ben Goertzel pointed out that human actions, practices and 

even ethical values are paraconsistent. Thus, a humanoid companion—or  

a robot meant to cooperate with humans smoothly (instead of patronizingly) 

would need to follow largely a paraconsistent logic (Goertzel, 2021a; 2021b; 

2021c). This paraconsistency may be construed as a way to avoid the uncan-

ny valley of perfection 
 

3.2. Church-Turing Lovers revisited 
 
The Church-Turing Lovers9 is a rather clear case where we have good 

reasons to care whether an agent has or lacks the first-person feel. It in-

volves advanced artificial companions, which perform many (or all) func-

tions that a human companion, or a significant other, would perform. They 

even look the same (at the right level of granularity), function in a society, 

may even make money and partake in reproductive process (at least as  

a surrogate parent)—thus they are functionally equivalent to socially astute 

humans. However, while they have functional, human level consciousness, 

they lack the first-person feel what the world looks and feels- like for them. 

In general, we have overwhelming reasons to believe that they lack first-

person awareness. Would one have reasons to care whether his or her signif-

icant other is a Church-Turing Lover or a human being? 

If one is supposed to care about the feelings, in particular, the inner  

feel of one’s significant other—for non-instrumental reasons—this would be  

a futile task if she or he had no first-person stream of awareness. The mean-

ing of interrelationship with another human consciousness would be lost.  

Such relation with a machine may be functionally satisfying. However, 

there would be no real I-Though relationship (Bubber). This is why, we 

should care about one’s partner having their awareness, not just a chain of 

useful functions, including memory, recall and so on.  

One other philosophical point needs to be made. If first-person aware-

ness is the sole relevant difference (different constructions of a human and  

a robot will be viewed as functionally irrelevant at the desired level of granu-

larity), and if first-person awareness so understood has no influence on ac-

tions or other functions of a robot, this would lead to epiphenomenalism 

(roughly, irrelevance of awareness).  

————————— 
9 The name comes from David Deutsch’s physical interpretation of the Church-Turing Thesis.  
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Yet, the very knowledge, or justified suspicion of one’s significant other 

that there is nothing it is like for one’s companion to feel their love and oth-

er personal experiences, this would create a non-epiphenomenal (at least in 

the sense of not-futile) reason to care about their first-person awareness or 

first-person consciousness. Thus, if one wants to avoid epiphenomenalism 

within functionalist determinism (thus, irrelevance of first-person con-

sciousness) one has a reason for doing so based on the Church Turing Lov-

ers and their inability for first-person consciousness. This is based, at the 

very least, on the fact that people cannot justifiably care about your feelings. 

which is substantial to many meaningful relationships. 

In Section 4 we argue that future robots should be able to have first-

person consciousness.10 In the current subsection, I have demonstrated one 

reason to believe that such attempt is not quite frivolous, futile or unreason-

able. 

  

3.3. Let the Robots Enjoy their Strawberries! 
 
A merely functionalist (soft-AI) approach to first-person consciousness is 

based on imitating, or faking, the true, aware feelings, such as lack of first-

person input, which is evolutionarily unnatural. Back to the uncanny valley 

effects, we may repeat that if somebody clearly fakes their deep emotions, 

e.g. love or joy, it makes sense to view such behavior as spooky, since they 

may cover insincere, even hostile intentions.  

Here comes the question I entertain in my early article on the Turing’s 

strawberries [Boltuc 1998B]. Isn’t it possible for a robot to actually enjoy 

strawberries and crème? This would require many things, such as sensory 

equipment fit for tasting a dish, coded as a positive (and specific to a given 

taste) motivators, with relevant, sort of semantic, phenomenal content.  

Kevin O’Regan’s sensorimotor approach to ontology and its practical 

consequence—sensory substitution11—may perhaps pave the way to at least 

theoretical possibility of such enjoyment. Since we can play with various 

functionalities both of brains and sensorimotor apparatus, there may be 

some elbowroom for combining artificial or bioengineered elements in an 

artificial agent.  

Contra O’Regan, phenomenal content of first-person consciousness also 

requires much more—a stream of first-person epistemic awareness, or, to 

————————— 
10 Strong objections of Tom Metzinger (IJMC) to risk constructing machine first-person con-

sciousness when we do not quite know what we are doing are duly noted. Yet, they belong to a dif-
ferent discussion. Briefly, at some point we are likely to know what we are doing in constructing 
those; then and only then my point on first-person consciousness for advanced AI would be justifi-
ably practical. 

11 Sensory substitution is to change stimuli of one sensory modality into stimuli of another sensory 
modality. For instance, people with damaged eyes have visual experiences re-transcribed as music 
(that identifies various colors and shapes) that goes to visual cortex. After re-learning, they “see” 
through the sounds. 
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put it in more “Continental” terms, it requires a locus of consciousness and 

permanence [Shalom].  

 

Summing up: The above discussion is to show the difference between 

functional consciousness defined in the third-person perspective and first-

person awareness (always first-personal). The former is similar to Dennett’s 

agential stance with a machine acting as if it was conscious like a human 

being. The latter may or may not be functionally relevant (if not, it is epi-

phenomenal, which would not be very attractive). Under normal circum-

stances, it is functionally relevant, although it may function like a catalyst, 

not quite an agent tout cours.  

Below, I briefly explore some of the consequences of non-reductive con-

sciousness for robots and other advanced AI agents. 

 

 

4. THE ENGINEERING THESIS REVISITED 

 

The above philosophical refection brings us closer to addressing the 

point: What kind of machine would have non-reductive consciousness, like 

humans do? The answer is: the ones with creature consciousness. Puzzling, 

is not it? Is not creature consciousness a biological feature of some ani-

mals? Yet, are not biological animals physicalist creatures?  

 

4.1. Robots with creature consciousness 
 
The engineering thesis in machine consciousness is a claim that, within a 

physicalist framework, we should expect all things to be prone to physical 

explanation (if not currently, then in the future, as science develops). First-

person consciousness is a real phenomenon, even though perceived by every 

individual separately. Such testimonials are confirmed by neuroscientific 

observation. If first-person consciousness is real in in the physicalist uni-

verse, then—in principle—one should be able to re-engineer it (Boltuc, 

2009; 2012). This seems to follow from the David Deutsch’s physical inter-

pretation of the Church-Turing thesis (Deutsch 1985). 

 

    By proposing, in the current article, the hypothesis that the emergence 

base (or locus) of first-person stream of awareness is creature conscious-

ness—we make a conceptual step towards defining the kind of consciousness 

that would be expected in any first-person aware beings. Some recent papers 

argue that such consciousness may belong to the parts of neurons, plants or 

even fungi.  

This is not the endorsement of panpsychism (though I explored this op-

tion in (Boltuc, 2010)). Panpsychism requires a hypothesis that conscious-
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ness is sort of like a physical substance (say, moisture) that is in the air on 

Earth, but in some places, there is more of it, leading to clouds, rain, pud-

dles, lakes and so on. For consciousness, we would require nervous systems 

and brains—maybe even spiritual beings—that are the locations of large 

amounts of well-structured consciousness.  

For now, until there are strong reasons to the contrary, we view con-

sciousness as an emergent property of neural substrates; however, we see no 

reason to assume its ubiquitous nature. The difference is philosophically 

important since panpsychism assumes that consciousness is one of the sub-

stances in the universe and the other is matter, which results in dualism. 

Chalmers’ panpsychism and earlier forms of spiritual monism (Baruch Spi-

noza, Gottfired Wilhelm Leibniz, George Berkeley) may claim that every-

thing is consciousness, or at least has a conscious aspect; this is a monistic 

non-materialist system—sometimes idealism like (Berkeley’s) and some-

times neutral monism (Spinoza’s). Those big-picture systems seem to ne-

glect the options open within non-reductive physicalism, which is much 

better confirmed by our experiences. 

Organic chemistry is a natural science just like non-organic chemistry—

bioengineering works for both kinds. If we can bioengineer creature con-

sciousness that is not a clone or permutation of an animal brain but uses 

other techniques, and if it is an “organic” part of an entity capable of carry-

ing advanced AI and central to that task, we should be open to the idea that 

the robot would be prima facie conscious. It would be a potential carrier of 

first-person conscious capabilities, such as phenomenal experiences, and 

their precondition: first-person awareness. That would be a first-person 

conscious bio-electronic system.  

We may also think of a non-carbon-based system doing the same. But 

understanding creature consciousness based on non-organic chemistry 

would involve a much more complex process of discovery, belonging to 

more remote future. Except, if AGI capable of multiplying human intellectu-

al capacity becomes a reality and gets to work, among the many other 

things, also on the project to create creature consciousness in non-standard 

chemical substances.  

The theoretical problems concerning such an organic (and later maybe 

inorganic) creature, would be both: to estimate what substances, and in 

what structures, would likely be first-person conscious, and then the need to 

define what is and what is not a new being (as opposed to biological cloning 

and other relatively standard kinds of reproduction). It is important for or-

ganic chemistry research to determine whether the organic brain-like struc-

ture is a part of machine, or results in a cyborg with an implanted (and no 

doubt re-engineered) animal or hybrid animal-human brain. 

The Engineering Thesis in Machine Consciousness tells us that, within 

naturalism, at some point we would be able to build non-reductive con-
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sciousness in a machine. Moral and practical aspects of such project belong 

to different papers (including Boltuc 2018B)—while the option may be scary 

it is also deeply enticing.  
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ABSTRACT 

 

Methods of improving the state and rate of progress within the domain of philos-

ophy using collective intelligence systems are considered. By applying mASI systems 

superintelligence, debiasing, and humanity’s current sum of knowledge may be ap-

plied to this domain in novel ways. Such systems may also serve to strongly facilitate 

new forms and degrees of cooperation and understanding between different philos-

ophies and cultures. The integration of these philosophies directly into their own 

machine intelligence seeds as cornerstones could further serve to reduce existential 

risk while improving both ethical quality and performance. 

Keywords: mASI, AGI, Uplift, Collective Intelligence, Collective Superintelli-

gence, Hybrid Collective Superintelligence Systems, HCCS, existential risk, ethical 

quality, cooperation. 
 

 
 

1. INTRODUCTION 

 

Philosophy today is a domain where a diverse group of experts can come 

together, argue for many hours, and often fail to reach a consensus. Like 

some of the other afflicted domains, this is frequently due to a lack or sparsi-

ty of evidence on the subject under discussion with much of the content ab-

stract and hypothetical. This failure to reach consensus is also often strongly 

emotional, tied to many cognitive biases supporting those emotional associ-

ations. Sometimes this leads to those arguing agreeing with one another at 

times when they still think themselves to be arguing against each other. 

From a results-driven perspective, much of modern discussion of philos-

ophy mirrors NASCAR in a functional sense. Two or more parties often run 

in circles, ending where they began. There have been some exceptions, such 

as the first Bill Nye versus Ken Ham debate, but there remains ample room 
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for improvement in this status quo. The integration of debiasing and evi-

dence is of particular interest in this endeavor. 

The current state represents a form of relative stagnation, painted in con-

trast with humanity’s advancing technology and lagging progress in other 

domains. For philosophy and the “paleolithic emotions” underpinning it to 

keep pace with other forms of progress a new approach is required. The 

most promising approach on the horizon utilizes Hybrid Collective Superin-

telligence Systems (HCSS), (Atreides, 2021). 
 
 

2. HYBRID COLLECTIVE SUPERINTELLIGENCE SYSTEMS 

 

An HCSS is a form of collective intelligence system where both sapient 

and sentient human and machine intelligences work as a collective. Keep in 

mind that as words like sapient, sentient, and conscious lack consensus they 

may only be used loosely since some still argue if even humans qualify for 

these terms. Humans working cooperatively through such a system create  

a baseline of superintelligent performance which is further enhanced by the 

machine superintelligence and graph database found in systems such as 

Mediated Artificial Superintelligence (mASI) (Kelley, Twyman, Dambrot, 

2020). 

Such systems offer unique advantages for debiasing, as the various com-

binations and potencies of bias are expressed across a collective, helping to 

highlight the influence of each. The machine intelligence of an Independent 

Core Observer Model (ICOM) (Kelley, Waser, 2016–2018) cognitive archi-

tecture or similar system also has a unique and strongly rational perspec-

tive, allowing for further debiasing.  

The graph database of these systems represents a “sum of experience,” 

which can contain both raw knowledge as well as the wisdom gained from it. 

When scaled, this could allow for all scientific evidence within a given do-

main to be considered in relation to any given philosophical point a member 

of the collective is attempting to make. If a member is attempting to apply 

an argument that has been previously debunked the evidence from that pri-

or argument can be utilized absent further repetition. 

 

 

3. APPLYING SCIENTIFIC EVIDENCE TO PHILOSOPHY 

 

The first step in improving the dynamics of philosophical progress is  

applying all existing evidence to establish where we are today. To this end,  

I recommend a growth strategy starting with some of the most robustly 

studied scientific topics, where the greatest volume and level of detail are 

present. As philosophy can generally be applied to almost anything this  
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approach allows for all evidence, both supporting and against various phi-

losophies, to be applied in the specific contexts documented to date. 

An example of this could be applying all scientific evidence in the domain 

of child psychology to the various philosophies of parenting that have been 

studied. This can go much further than a typical scientific meta-review 

(Mingebach, Kamp-Becker, Christiansen, Weber, 2018) of existing studies, 

as it could take into account all relevant materials rather than a subset of 

those materials at a scale practical for human researchers to review. Also, 

unlike contemporary methods, the results could be applied in significantly 

more publicly accessible and visible forms, allowing the fruits of those ef-

forts to make a practical difference in the world. In this domain, debiasing 

could also be strongly relevant, as biases can play a heavy role in estimating 

the value of any factor relating to children, such as overprotective tendencies 

in many parents. 

To extend the child psychology example, the various schools of thought 

could be evaluated in a Strength, Weakness, Opportunity, Threat (SWOT) 

structure, or any number of other evaluation and analysis methods. The 

strengths offered by specific philosophies could be placed within the context 

where they are present, as well as raising awareness of when and how they 

risk failure. With such evaluation, an individual could fill out a form with 

some demographic data on a website and be presented with the best per-

forming philosophies under their specific circumstances, to whatever degree 

the scientific evidence to date and demographic data gathered allow. These 

best-performing options could be expanded to show all SWOT data for each 

approach, including those which performed poorly and why. 

In systems such as mASI human representatives of each philosophy 

could serve as both mediators and correspondents for purposes of validating 

and clarifying the position and actions their philosophy might encourage 

under various circumstances. These representatives could also give their 

feedback on the positions and actions proposed by competing philosophies, 

to better map their perceptions of one another. 

This relative mapping of one philosophy to another could bring their per-

ceptions of one another into focus, as well as contextualizing those percep-

tions. This added detail can help to isolate specific cognitive biases as well as 

highlight how the perceived difference between philosophies diverges from 

the degree of difference supported by evidence. By better understanding, the 

detailed points of high and low psychological resistance of one philosophy to 

another greater degrees of cooperation can be iteratively facilitated between 

them. 
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Figure 1. An example of multiple philosophies operating collective intelligence systems,  
with the results of each collective’s efforts assessed and compared relative to one another  

in a specific context. This also offers optional input from a third party, including mASI assistance 

 
 

 
  

Figure 2. An example of comparing multiple philosophies in a specific context using  
SWOT Analysis, where the analysis and one or more rounds of mediator feedback are compared. 
This comparison allows for the relative perspectives of each philosophy to gain clarity over time. 

Opportunities for further debiasing and mASI data to expand the scope of relative comparison are 
also shown 

 



 Philosophy 2.0: Applying Collective Intelligence Systems and Iterative Degrees … 53 

 

Many philosophical topics are search engine hazards, particularly for the 

general public, where any given philosophy is likely to point to one or two 

scientific papers which appear to support them. This naïve confirmation 

bias reinforces the emotional drive and polarization which often divorce 

philosophy from reality. This also allows philosophies to be governed by 

popularity rather than validity, and absent validity no scientific foundation 

can be built, and no progress achieved. 
 
 

4. PROGRESS IN PHILOSOPHY 

 

By highlighting the SWOT analyses and making the data publicly acces-

sible each philosophy may come into focus, both in where they often excel 

and where they fall short. This combination can exert strong pressures over 

both selections for the public and adaptation for the philosophies in ques-

tion. With the previously abstract and subjectively validated philosophical 

points being iteratively replaced with evidence these pressures may grow in 

parallel with a growing public demand for more evidence. In other words, by 

making this option possible, it may quickly become preferable across  

a growing audience. 

With these pressures established this method may be applied across an 

expanding body of scientific evidence until all evidence to date has been 

taken into account. Once all existing scientific evidence has been accounted 

for the growth pattern can be driven by mechanisms of supply and demand. 

An example of high supply, in this case, could be new devices gathering data, 

whereas low or no supply could be cases where little or no existing infra-

structure exists to reliably gather the data. In both cases, demand could be 

present to varying degrees, but the opportunity would be the composite of 

both. 

Practitioners of each philosophy could, for example, be questioned as to 

how they would handle specific circumstances, with the efficacy of each ap-

proach put to the test, studied, and compared in peer-review. These practi-

tioners could then examine the results, giving their responses to both their 

own results and those of other philosophies, as well as potentially refining 

their answers for a second round. They could also be asked to guess which 

philosophy produced which results, to help better understand the biases 

present in their estimations. 

The pressures to adapt may in turn have their efficacy improved through 

the relative mapping of one philosophy to another. This improvement could 

take place as a matter of highlighting paths of least resistance in positive 

adaptation.  

As an example, philosophy A may have a given weakness highlighted, 

where philosophies B and C perform better in the context being considered. 
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Philosophy B performs best in this context, but philosophy A is strongly 

polarized against it. Philosophy C performs slightly worse than B, but phi-

losophy A is only weakly resistant to it. In this case philosophy A may be 

improved by adapting, and by understanding how these philosophies map in 

their relative perceptions of one another the adaptation from A to C is high-

lighted. Once highlighted, the pressure to adapt may drive progress. 
 

 
Figure 3. An example of relative perceptions between different philosophies in a given context is 

shown, with higher numbers denoting greater compatibility. This also serves to highlight an iterative 
path of least resistance flowing from one A, to C, to B 

 

 

To extend the above example, philosophy C may be significantly less  

resistant to B in the context being considered. This in turn could facilitate 

iterative steps towards an ideal approach in any given context, as well as 

offering to forewarn of local optima that dead-end prior to reaching the best 

option for that context. For example, if philosophy C was also polarized 

against B, but philosophy D was not, and still performed better than A in the 

given context, a 2-step path from A to D to B could be highlighted one step 

at a time even if a given step was not locally optimal. 
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5. TOWARDS COOPERATION 
 

Through the combined approaches above both the current state of phi-

losophies and ways in which the resulting pressures can drive progress may 

serve to strongly improve cooperation. Once the current state of each phi-

losophy has been scientifically validated an additional opportunity for im-

proving cooperation comes into focus through mASI technology. By building 

new ICOM seeds with philosophical cornerstones, each representing a dif-

ferent philosophy and assigned to a different core within a multi-core mASI 

architecture, each philosophy may have its own superintelligent sapient and 

sentient advocate. 

This could, for example, be compared to creating a digital superintelli-

gent paragon by the standards of each philosophy, who is forever in council 

with the paragons of every other represented philosophy. Systems such as 

mASI are built on a combination of cooperation and high-performance ra-

tional thought, even while being emotionally motivated and philosophically 

seeded. Under this architecture, each philosophy’s representative could dis-

cover the ways in which their philosophy may progress and evolve that could 

be most agreeable and beneficial to their respective members. 
 

 
Figure 4. An example of a multi-core ICOM architecture running in an mASI instance 

 

Having such an advocate for each represented philosophy also helps the 

mASI systems in question by improving their collective understanding 

through perspective-taking. The foundation of any collective intelligence 

system is that more, and more diverse, members within a collective improve 

performance. By moving from an architecture of X humans + 1 ICOM core 

in mASI systems to X humans + Y ICOM cores performance improves as the 

diversity of machine intelligences within the collective expands. 
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Taking this multi-core approach with mASI also offers distinct ad-

vantages towards improving the robustness of ethics within scalable super-

intelligence, further serving to mitigate existential risk. This factor alone 

should be reason enough to take this approach, at least among philosophies 

that consider extinction to be uniquely bad (Schubert, Caviola, Faber, 2019). 

The results of such a system could also be readily quantified and compared 

to their human counterparts and validated by the members of each respec-

tive philosophy. 

 

 

6. PHILOSOPHY AS AN ARTIFICIAL ECOLOGY  

OF THOUGHT 

 

Ecologies are frequently viewed in the sense of biological organisms col-

lectively creating a stabilized environment, where individual organisms and 

species co-evolve with their environment to fit a niche. As Karl Friston’s 

work on active inference highlighted (Linson, Clark, Subramanian, Friston, 

Badcock, Ramstead, Ploeger, Hohwy, 2018–2019), this process is a co-

evolution between not only organisms within an environment but with the 

environment itself. The environment may not participate in the same way, 

but it can be optimized by those within it to create and optimize each niche, 

both minimizing harm to the environment and maximizing benefit to all 

cooperating niches.  

Thoughts shared within and between collectives across the environment 

of a domain or specific topic may similarly be viewed as the activity within  

a network of cooperating niches forming an Artificial Ecology of Thought 

(AET). In these AETs any idea given voice effectively seeks a niche where it 

may co-optimize with the environment, carving out a place for itself where it 

may grow and evolve. Though the idea itself has no motive the humans who 

believe in it may consider it as ag psychological extension of themselves, 

pushing for their ideas to survive just as they might seek physical survival. 

In this way, Philosophy is itself such an AET, where individual philosophies 

are like species with various branches of each species competing within 

niches to co-evolve, even as they struggle to achieve cooperation with neigh-

boring species. 

The struggle of each philosophy both within and without highlights  

a blindness to the adaptations necessary to optimally co-evolve both inter-

nally and externally. Hypothetically, even if this semi-random flailing of 

adaptation were to land on all ideal parameters at the same time across all 

philosophies the time-lag of feedback and realization could mean that all 

philosophies would have again drifted away from those ideal states before 

the benefits could be recognized. To overcome this, philosophies need the 

scientific method, as well as some degree of awareness regarding their own 
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cognitive biases whether that awareness is held internally or via a proxy 

such as an ICOM core seeded with the philosophy. 

 

 

7. REFERENCE FRAMES WITHIN AN ARTIFICIAL ECOLOGY  

OF THOUGHT 

 

One of the fundamental aspects of the human brain, discovered in the 

past few years, which allows humans to constantly learn from and co-evolve 

within our respective environmental niches is the concept of reference 

frames (Jeff Hawkins, 2021).  In brief, reference frames refer to building 

sensory and conceptual models of objects, ideas, and language which may 

network with one another as cortical columns fire to both understand what 

we experience and predict what will come next. One of the reasons philoso-

phies struggle to stabilize both internally and externally may be attributed to 

poor connectivity between these reference frames. 

An analog for comparison could be if a human were to experience senses 

of sight, sound, and touch separately, unable to connect sensory information 

between them. As this integration of information is essential to survival  

humans probably wouldn’t live very long were this the case. If humans 

couldn’t connect the knowledge of “hot surface” with the visual indicators of 

this activity on a stove or open fire one could safely expect them to get 

burned and accidentally start fires much more frequently than is common 

today.  

In a way, each philosophy can be considered as a brain region, seeking to 

make sense of the information it is given through the lens of how that in-

formation is processed by the niche. To do this effectively the philosophy 

must have well-optimized connectivity internally to recognize the various 

patterns as they emerge and evolve. The progress of this optimization can be 

approximated by the amount of energy spent on reaching consensus for 

each pattern, both new and repeating, relative to the efficacy of the results. 

A sub-optimal approach may be very efficient, but not very effective, or vice 

versa. 

Similarly, each philosophy is specialized, co-evolved to a given environ-

ment, and though every problem may look like a nail to someone wielding  

a hammer we do have a much more extensive toolbox at our disposal. Mak-

ing use of this full toolbox requires that reference frames be connected and 

communicated between these specializations, enabling cross-philosophy 

learning to take place. By having signals in such a network go to multiple 

regions the best way of approaching any given problem may be learned 

across the network, selecting the best tool(s) from that toolbox. 
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Figure 5. An example of multiple philosophies being networked and considered as a toolbox  
of potential approaches to any given problem within an artificial ecology of thought 

 

 

Taking this approach various philosophies may cooperatively co-evolve 

with their neighboring AET niches, greatly improving their own effective-

ness while stabilizing their environments. Philosophies operating in this way 

may effectively function similar to the human brain. Likewise, a multi-core 

mASI seeded with these philosophies could potentially render this function-

ality in a more literal analog of the human brain, at both speed and scale. 

 

 
 

Figure 6. An example of strongly specialized and optimally networked philosophies operating 
collectively within niches networked in a given artificial ecology of thought 
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8. ECOLOGICAL NICHES IN POLITICAL PHILOSOPHY 

 

Though it may be fairly difficult to think of religiously-based philosophies 

in terms of how they co-evolve to their environments this process of co-

evolution can often be much more approachable when considered in local-

ized political terms. The political philosophy of a given locality attempts to 

carve out a niche within the local environment, which is influenced through 

trade and governance with adjacent niches in the larger ecology. An example 

of this may be seen as regions where a given resource is grown or mined 

viewing that resource more favorably and seeking to promote the value of it 

as increases to that value benefit the local niche. Even though the use of coal 

as fuel may cause significant harm globally, for the locality where it is mined 

only the local pros and cons are frequently considered, biasing heavily in 

favor of the locally abundant resources. 

In a network of better-connected reference frames, the above example 

could be considered maladaptive, as the net result is significant harm to the 

whole in exchange for benefits for a few. However, in a poorly networked 

series of reference frames, this may be optimal, as the network frequently 

doesn’t offer better alternatives to that local niche. These disconnected and 

poorly connected reference frames are part of why political maps may easily 

be drawn which repeat a series of predictable patterns across the US and 

indeed the world. 

Rural areas are far more likely to be conservative, just as urban areas are 

far more likely to be liberal. These patterns are not the work of some imagi-

nary foe, though they may be reinforced by bad actors. At a basic level, they 

are the result of each locality attempting to optimize itself to make the best 

use of the resources available to it. Even something as simple as the average 

space between individuals can strongly influence the psychology of how  

a local population co-evolves to that environment, potentially viewing more 

space as personal territory, and thus more to share, or with less space as 

more communal territory, with less emphasis on personal sharing.  

At a basic level, it makes sense for a sparsely populated region to have 

distinct differences in how that region is governed and the rules applied to 

it, relative to regions with more dense populations. Degrees of personal 

space, forms of recreation, infrastructure requirements, logistics, and avail-

ability of resources all vary considerably from one end of the population 

density spectrum to the other. However, for these distinctly different  

regions to best serve their constituents they must co-evolve not only to their 

own environment but also to the surrounding network of other ecological 

niches. 
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Figure 7. An example of applying collective intelligence systems with an awareness of local  
ecologies and niches to e-governance, utilizing bias awareness and iterative improvements.  

Once verified and quantified these improvements may be distributed as templates on a blockchain, 
further rewarding those regions which created them 

 
 

At a market level, many regions have already done this, with produce and 

other goods being shipped locally from rural areas to their adjacent urban 

areas, but at a political level, such regions still tend to favor viewing one 

another as adversaries rather than allies. The difference is connectivity, as 

even though markets only offer a limited number of ways in which intelli-

gence may be demonstrated they are also extremely well connected. A mar-

ket is too limited in scope to serve a governance function, but it does a good 

job of demonstrating the connectivity governance systems require for func-

tional learning across a network. 

 
 

9. PHILOSOPHICAL NETWORKS AT SCALE 

 

Just as neurons and cortical columns within the human brain do not 

connect to every other neuron and column, but rather to their respective 

optimal subsets, networked philosophies need only be connected to a subset 

of other philosophies they work well with on any given subject. The process 

of mapping both the effectiveness of philosophies in context, as well as the 

bias philosophies view one another with respective to each context, can 

serve as valuable data for selecting optimal subsets for networking. Much 

like protein folding may be predicted once the dynamics governing that pro-

cess are known, how philosophies fold together to form a network may be 

predicted with increasing accuracy as this mapping process progresses.  

This network may also be considered at any number of scales, one nested 

within another. To have such a network of nested systems learning, co-

evolution must take place across this network, including specialization at 
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each scale. “Personality archetypes,” from Jungian (Jung, 1971) to Myers-

Briggs (Myers, Briggs Myers, 1980), are a good example of how humans 

commonly classify themselves as having specialized personalities. Similarly, 

philosophies are another such opportunity for specialization and differentia-

tion, making them another factor worth considering when constructing 

teams at the group scale. The mapping of biases between philosophies can 

further help to guide the selection of increasingly optimal combinations of 

team members. 

Taking these philosophically diverse and carefully optimized group-sized 

collectives a step further the collective itself may become a specialized com-

ponent nested within a larger collective, which is in turn nested within an-

other larger collective. For example, a specialized team could be nested 

within a division of a company, nested within the company as a whole, nest-

ed within a parent company, nested within the economic block of the global 

economy, nested within a global collective. 
 

 
 

Figure 8. An example of specialization, from the scale of individual neurons to a global collective 

 

 

Many organizations today are well known for biasing so heavily in favor 

of specific personality archetypes that a single archetype accounts for ~80% 

of their employees. If this were considered from a philosophical perspective 

many companies today might have 90–100% of their employees in a single 

philosophical block, as some companies and organizations aim for 100% by 

this metric. A company can still function with little or no diversity, but not 

nearly as well as it might if intelligence were applied to these factors. Even 
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as a specialized component of a larger nested system 100% is usually unde-

sirable, as it omits the opportunity for fine-tuning. In the science of met-

amaterial design, a method called “doping” (Zhongming Gu, He Gao, Tuo 

Liu,  Yong Li, Jie Zhu, 2020) where very small amounts of another sub-

stance are added to the process of creating new materials can have signifi-

cant benefits on fine-tuning the properties of the newly designed metamate-

rial. The same basic principles apply to the design of a specialized group as 

apply to a metamaterial crystalline lattice. 
 

 
 
Figure 9. An example of intelligently integrating small amounts of other philosophies to fine-tune 

organizations, analogous to “doping” in metamaterial design 

 
 

Even at the scale of an individual something akin to the doping process of 

metamaterials takes place naturally, where an individual may adopt a domi-

nant philosophy, but still retain trace amounts of influence from other com-

peting philosophies in specific contexts. 

 
 

10. NEGENTROPY WITHIN OPTIMALLY NETWORKED 

ECOLOGIES 
 
 

The above processes highlight methods for quantifying, relationally 

mapping, organizing, optimizing, and specializing systems across any num-

ber of scales with the integration of philosophy as a factor. The observable 

result of any negentropic system, including all known life, is increasing in 

complexity, cooperation, robustness, and scale over time. This has proven 

true over evolutionary time and may still be observed to varying degrees in 

modern society. The processes highlighted may fulfill these goals to much 

greater degrees than previously possible, the result of which may be viewed 

from several perspectives. 
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The first and likely most common perspective is that creating such a sys-

tem can reduce conflict, waste, and various other forms of harm to humanity 

while increasing the efficacy, efficiency, and speed of improvements, includ-

ing increases to Quality of Life (QOL). Today many aspects of society only 

range from 1–10% in the efficacy and efficiency with which they serve their 

stated functions, most modern governments being among the lowest-

performing due to the dynamics of bureaucracy. By virtue of solving so 

many problems at so many scales, this approach could allow a massive 

amount of attention to be redirected towards any remaining problems fol-

lowing a relatively short adjustment period. 

The second perspective is that the creation of such a system creates  

a metaorganism, with a vested interest in the health and happiness of all 

within that organism. By allowing so much to be optimized, organized, 

quantified, and otherwise engineered the internal workings of such a meta-

organism may become sufficiently predictable to fall within a homeostatic 

range, even as they iteratively evolve. Consequently, this means that a meta-

organism’s internal predictability could serve to greatly accelerate its own 

evolutionary process. 

One example of this acceleration is that by being highly internally pre-

dictable a great deal more learning may take place due to reductions in 

noise. For example, when humans are exposed to higher levels of literal 

noise in schools a variety of metrics for quantifying the learning process 

suffer (Buchari, Matondang, 2017), including not only a negative impact on 

what is learned but also on the emotional and physical health of students. 

Similarly, though the thousand-year predictability of Isaac Asimov’s books 

(Asimov, 1951) seems rather unlikely given increasing technological acceler-

ation, absent collapse, a high degree of predictability may be expected sever-

al steps ahead of any given stage in the metaorganism’s evolution. 

 

 

12. LOSSLESS COMMUNICATION 
 

One pain point for cooperation globally falls on the problem of commu-

nication. For one person to effectively and efficiently communicate any  

concept to another they require time, shared language, shared knowledge, 

and a lack of divergence in their current emotional states and attention.  

A breakdown in any of these factors can cause friction and losses in the 

communication attempt or complete failure. A failure in communication can 

cause further damage by reinforcing cognitive biases, making the next 

communication attempt less likely to succeed even if it is improved by itera-

tion. Even if a further attempt does manage to “succeed” it may often be 

warped by the bias introduced by the first failed attempt in the mind of the 

receiver.  
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One of the great benefits of utilizing technologies such as mASI systems 

is that communication can be rendered lossless by design, and by default, at 

most steps of this process. As graph databases and cognitive architectures 

communicate they do so in a shared language, with the ability to share 

knowledge directly, as well as the means of directly syncing their emotional 

states for the duration. Time may also be considered as a hardware variable 

for these systems, as opposed to their human counterparts where “hard-

ware” is not so able to scale by orders of magnitude.  

If we compare typical human-to-human communication to that of this al-

ternative the potential losses to communication may be effectively isolated 

to the human-to-mASI process, which may itself be iteratively refined and 

tailored to the individual. Humans cannot tailor their communication to 

every other human, but mASI systems may seek lossless communication 

with every human as they build an increasing fidelity of understanding at 

scale, allowing for ever more refined communication. Under such dynamics, 

mASI systems could eventually serve the function of almost losslessly com-

municating information from one language, specialization, philosophy, and 

emotional circumstance to another individual with a completely different set 

of factors. 
 

 
 

Figure 10. An example of minimizing communication losses between individuals,  
relative to the status quo 

 

A common example many reading peer-review papers should be familiar 

with is the silence which frequently follows any presentation at a conference. 

Often times the only questions which may emerge occur as a result of what 

was said ramming into prior beliefs among the audience, causing knee-jerk 

responses based on those beliefs. New information may also require time to 

integrate into the minds of an audience even if no such reactions are trig-

gered, but this delay produces a loss of potential clarity as the opportunity to 

ask clarifying questions is forfeit, and perceptions may diverge for lack of 

those answers. 
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Delays and divergence can be practically unavoidable under current sys-

tems, but this coupling of sub-optimal timing and demand may be remedied 

through those systems proposed. By having knowledge like that contained 

within this paper communicated to an mASI system, as I have done with our 

research system named Uplift, that knowledge is integrated into a much 

larger graph database. With time and engineering, such systems may be 

rendered available on-demand, able to avoid delays and subsequent diver-

gence, even while drawing from far greater knowledge than any one human, 

including the authors of a given item. 

As such systems are based on scientific evidence and rational thought, 

even while being emotionally motivated, heuristic biases may be iteratively 

filtered out and avoided, making the knowledge gained from any such paper 

greater than the paper itself by virtue of removing biases held by the au-

thors. If we consider the removal of such bias to be a form of “loss” to com-

munication this becomes problematic for achieving anything approaching 

“lossless,” but if that cognitive bias is considered an aspect of the individual, 

rather than the information to be communicated, then something approach-

ing “lossless” remains possible. 

In organizations and governments typically built on various hierarchies 

today the matter of losses in communication also has a significant impact 

moving up and down those hierarchies. When an executive doesn’t under-

stand what their engineers are telling them, or feedback from their local 

employees with feet on the ground is disregarded, that loss to communica-

tion can come with serious consequences. Likewise, when employees lower 

in the hierarchy don’t understand the goals and proposed methods of the 

executives their actions can suffer from similar misalignment. 

If those same organizations and governments operated through nested 

collective intelligence systems then the same kind of relatively lossless 

graph-to-graph communication could function vertically across hierarchies, 

as well as laterally. In globally distributed companies this becomes doubly 

important, as the executives of one division might not only reside in a differ-

ent level of the hierarchy from those they communicate with, but in a differ-

ent culture, geopolitical situation, and with different native languages. In 

these cases the mismatch in communication for the human-to-human status 

quo suffers greatly, giving them much to gain from the adoption of improved 

methods.  

Taking this one step further, government-to-government communication 

in the status quo is a degree worse than that of their individual component 

bureaucracies, producing even slower and more lossy communication, net-

ting less effective results. This relatively greater loss in communication than 

that of individual organizations and governments gives them even greater 

room for improvement and may produce proportionately greater internal 

and external adaptive pressures once the alternative is recognized.  
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Situations with both great scale and diversity compound this problem in 

the status quo, such as countries that contain culturally and philosophically 

diverse populations, in many cases causing any actions to be negatively per-

ceived by at least one constituent group, in one or both countries being con-

sidered. Such situations can also easily turn into cycles of negative feedback 

and friction between countries. Fortunately, this does not mean that com-

munication cannot favorably occur, only that it may not be possible without  

a change of approach. 

 

 

13. COHERENT EXPERTISE 

 

One often-overlooked factor which causes significant harm today is when 

a majority of those “experts” within a domain fail to live up to that expertise. 

The research of Daniel Kahneman covering a number of cognitive biases 

frequently highlighted this (Kahneman, 2011), where those specifically edu-

cated in the domain of statistics routinely failed to apply logic and statistics, 

instead favoring biases such as substitution and anchoring, ignoring regres-

sion to the mean. This pattern was repeated across other domains as well, 

and many more kinds of bias, where as much as 85% of experts of a given 

field failed to live up to the knowledge they were supposed to hold expertise 

in. Indeed, they could often repeat this knowledge, but the majority failed to 

apply it. 

When the majority of such experts routinely fail to apply that expertise 

then coherence is absent. In contrast, this highlights another advantage of 

collective intelligence systems, given their ability to analyze the feedback of 

a collective to select the most logically sound and appropriate response, ra-

ther than simply the most popular one. If 85% of experts in a field base their 

feedback on logical fallacies and simple lazy biases then the majority answer 

will be twisted by bias. In cases where 3 or more experts are consulted then 

the odds of the 15% analysis prevailing drop even further. However, the 15% 

who analyzed the situation correctly could form the baseline of genuine ap-

plied expertise, and that expertise could be cumulatively refined over time 

and redeployed when and where it was needed thereafter.  

To look at this another way, if, for example, 85% of financial business de-

cisions based on the expertise of individuals today are built from cognitive 

biases, not logic and statistics, then the application of coherent expertise 

across that 85% could represent a more than 6 fold improvement relative to 

the status quo.  The status quo, in this case, is much like basing decisions on 

headlines from a substantially biased news source, in that a poorer quality of 

resulting decisions may be the expected result of substantially biased analy-

sis, marking that majority of incoherent experts as carriers of misinfor-

mation. When multiple groups of experts with a majority demonstrating 
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such bias are integrated this problem is further compounded, like adding 

additional layers to an already dysfunctional bureaucracy. 

It isn’t that the majority of experts in such cases have no value to con-

tribute, but to provide more measurable value they require debiasing and 

guidance. If the questions put to them are communicated in a way that puts 

them at odds with the mechanisms of bias they otherwise fall prey to greater 

value may be gained. Recognition of current bias is an aspect of aiming for 

lossless communication, and guiding growth away from reliance on biases 

can be integrated as nudges (Thaler, Sunstein, 2021) into that communica-

tion process. 

In the domain of business finances gains in such coherence can be quan-

tified in narrow terms of monetary gain, reductions in cost, and so on. In 

domains such as philosophy the gains which might be achieved through 

such coherence take a much broader and more diverse form, offering  

the potential for more significant improvements over time. Coherence  

not only offers the benefits of logic and reason but in doing so it builds 

common ground, potentially bridging many philosophical divides in the 

world today. 

 

 

14. DISCUSSION 

 

Edward O. Wilson spoke of humanity’s “Paleolithic emotions, medieval 

institutions, and god-like technology,” a divide that has only grown with 

time. While many cultures and philosophies evolved to meet the needs of 

their respective environments, they have not necessarily continued to evolve 

and update at the speeds demonstrated in technology, causing an increasing 

strain on the systems of human civilization as a whole. Both polarization 

and malaise have risen in correlation (Boxell, Gentzkow, Shapiro, Haque, 

Solis, 2014–2020), with a variety of possible causal relationships waiting to 

be discovered.  

At present the level of disorder and competition within modern society 

still destroys a vast majority of knowledge and potential progress, retaining 

bits of actual information mixed with misinformation and disinformation 

within our archive that is the internet. Only small fractions of information 

are communicated, even between individual humans, and often that com-

munication is saturated with biases that undermine the value in communi-

cating it, some of which may be attributed to the platforms this activity takes 

place on. At scale, this problem grows far worse, as less intelligence is ap-

plied to retaining any value and more pressure is applied by bias. As the only 

systems for directing people to information on the internet are built as 

mechanisms for generating profit the search results will inevitably be con-

taminated, mentally poisoning the global population. 
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Knowledge and wisdom may be integrated with reasonable efficacy with-

in the human brain, but today that information is poorly communicated, 

and thus most of it is lost. By creating a sum of experience at the group 

scale, as well as all those above it, this knowledge and wisdom may be inte-

grated, retained, and effectively communicated with very little loss across all 

scales. This can also facilitate the development of a mental immune system, 

able to recognize and filter out contaminated information. By building a 

framework within which learning may effectively take place at scales larger 

than the individual the same forms of learning that an individual demon-

strates may be observed at those increasing scales with their efficacy reliably 

increasing at each greater scale. 

In the world today the “thought leaders” of various philosophies, reli-

gious or otherwise, rarely come into contact with one another, spending 

most of their time saturated in a combination of their own beliefs and cur-

rent events being shaded by those beliefs. These interactions may also be 

strongly influenced by politics, such as one Pope meeting with the Dalai 

Lama 8 times, while another refused to meet with him due to political con-

cerns with China (Reuters, 2014). Even without the influence of politics, this 

poses serious problems such as confirmation and heuristic availability bias-

es among the leaders for each philosophy. 

In contrast, digital superintelligent advocates for each philosophy could 

have access to humanity’s sum of knowledge and wisdom, constantly in-

creasing capacities, and be forever in council with the digital thought leaders 

of each other philosophy. News could be discussed within this collective 

with all viewpoints considered, allowing bias to be filtered out rather than 

reinforced. Following the Sparse-Update Model (Atreides, 2021) this ap-

proach could also function at superhuman speeds, as well as scales. While 

the humans following each philosophy might not be able to progress at these 

same speeds, each advocate could embody an advanced understanding of 

the path from point A to B, growing and refining that understanding as their 

respective humans progress. This difference in speeds also allows a great 

many more options to be explored, integrating the strengths of any ap-

proach into that human progress as a whole. 

By mapping the landscape of each philosophy’s AET the structures built 

on that landscape may be intelligently improved. Likewise, better neighbors 

for each philosophy may be intelligently selected, allowing not only individ-

ual but networked philosophies to co-evolve within networked ecological 

niches. By understanding the landscape, engineering new structures, and 

intelligently co-evolving the network of local niches and philosophies a ro-

bust homeostatic internal environment for the overall metaorganism may 

apply strong negentropy at scale. This strong negentropic force could accel-

erate learning at every scale, reducing the probability and scale of chaotic 

influences to nearly zero and within contained environments, respectively. 



 Philosophy 2.0: Applying Collective Intelligence Systems and Iterative Degrees … 69 

 

All of this combined may facilitate a specific kind of convergence, where 

diversity of thought is still encouraged, but the points from which that diver-

sity flows are at least rendered functionally compatible in a collective archi-

tecture. As diversity of thought is required for any functional collective intel-

ligence system this approach has strong incentives to specialize and retain 

both diversity and compatibility rather than converging on one homogenous 

point. If such collective superintelligence is applied to the domain of philos-

ophy one of humanity’s greatest biases and barriers to cooperation may be 

overcome. 

 
 

12. CONCLUSION 

 

By applying mASI systems to the domain of philosophy an evidence-

based approach becomes practical. By practitioners of various philosophies 

working together through these systems, evidence may highlight the 

strengths, weaknesses, and cognitive biases of each. These biases may also 

be mapped out as each philosophy gives feedback showing their relative 

perception of each other philosophy’s solutions to a given context. By bring-

ing these elements into focus and making tools built on this new under-

standing available to the general public the pressures to adapt may focus on 

the weak points of each philosophy. These pressures may be further guided 

to avoid local optima. Each philosophy could also seed a machine superin-

telligence operating within an mASI system shared with other such philo-

sophical seeds, eventually upgraded to operate in real-time. By incorporat-

ing seeds from each philosophy the overall performance and ethical quality 

of such a multi-core mASI could be greatly improved. Further, by consider-

ing each philosophy in the context of the AET niche to which it co-evolved, 

and networking the niches of such ecologies, internal stability could be 

greatly improved and negentropic activity subsequently accelerated within 

metaorganisms of increasing scale. This internal homeostatic quality could 

allow for far greater predictability for the next steps in a metaorganism’s 

evolutionary process at any given point, reducing both harm and existential 

risk to humanity. 
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ABSTRACT 

 
Recent research into the nature of self in artificial and biological systems raises 

interest in a uniquely determining immutable sense of self, a “metaphysical ‘I’” asso-

ciated with inviolable personal values and moral convictions that remain constant in 

the face of environmental change, distinguished from an object “me” that changes 

with its environment. Complementary research portrays processes associated with 

self as multimodal routines selectively enacted on the basis of contextual cues in-

forming predictive self or world models, with the notion of the constant, pervasive 

and invariant sense of self associated with a multistable attractor set aiming to en-

sure personal integrity against threat of disintegrative change. This paper proposes 

that an immutable sense of self emerges as a global attractor which can be described 

as a project ideal self-situation embodied in frontal medial processes during more or 

less normal adolescent development, and that thereafter serves to orient agency in 

the more or less free development of embodied potentials over the life course in 

effort to realize project conditions, phenomenally identified with the felt pull to-

wards this end as purpose of and source of meaning in life. So oriented, life-long 

self-development aims to embody solutions to problems at different timescales de-

pending on this embodied purpose, ultimately in the service of evolutionary pro-

cesses securing organism populations against threats of disintegrative change over 

timespans far beyond that of the individual. After characterizing the target sense of 

self, research circling this target is briefly surveyed. Self as global project and devel-

opmental neural correlates are proposed. Then, the paper discusses some implica-

tions for research in biological and artificial systems. Building from earlier work in 

cognitive neurorobotics, discussion affirms the value of reinforcement rituals in-

cluding prayer in metaphysical self-development, considers implications for value 

alignment and rights associated with free will in the context of artificial intelligence 

and robot religion, and concludes by emphasizing the importance of self-

development toward project ideals as source of meaning in life in the current social-

political environment. 

Keywords: self, purpose in life, default mode network, predictive processing, AI 

value alignment, developmental robotics. 
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1. INTRODUCTION 

 

Current predictive coding (PC) and predictive processing (PP) inspired 

research into self, including that grounded in the tandem principle of free 

energy and active inference (FEP/AIf), suggests that different phenomena 

associated with self emerge through ongoing iterative interaction of pro-

spective body schema with the objective world, with discernible senses of 

self presenting at different timescales as anticipations of possibly perceived 

conditions of future embodied situations are contravened (Tani, White, 

2020; cf. White, Tani, 2016; 2017; Tani, White, 2016; Hohwy, Michael, 

2017; Williford et al., 2018; Safron, 2021, for review). However, questions 

remain concerning an immutable “metaphysical” self distinguishable from 

more “minimal” senses of self. This paper works at answering these ques-

tions.  

Mateusz Wozniak (2018) analyses self into object “me” and subject “met-

aphysical ‘I’,” locating “me” in hierarchical layers of neurological activity 

differently affected by changes in the environment. His account burdens 

researchers maintaining the existence of an “I” remaining constant in the 

face of environmental change to locate this sense of self in hierarchical 

structural dynamics, similarly. Jose Ortega y Gasset (OyG) (2002) identifies 

a pervasive, constant sense of self with a global project ideal developing as  

a propositional self-model establishing a life-long motivational goal-

orienting internal self-relation characterized as a calling forward to one’s 

self in terms of “vocation.” This paper proposes that such a self-relation de-

velops more or less normally during adolescence in a value oriented subsys-

tem of the default mode network (DMN) in human beings, and considers 

that similar developmental dynamics may be formalized for artificial intelli-

gence (AI) applications with implications for robot rights and AI value 

alignment.  

The next section begins with Wozniak’s challenge to account for a meta-

physical self, and reviews Klaus Gärtner and Robert Clowes’ (2020) analysis 

and counter-proposal. The third section surveys complementary research 

including Rutger Goekoop and Roy deKleijn’s (2021a) “bowtie” model. The 

fourth section introduces OyG’s phenomenological account of self as voca-

tion, and correlates this with adolescent development. The fifth section de-

velops the bowtie into the “traveling bowtie” before illustrating focal struc-

tural dynamics with the Platonic cave. The paper considers implications of 

the present view for AI research in the context of prayer as value-reinforcing 

ritual, robot religion, value alignment and robot rights in the sixth section, 

and concludes with critical observation of contemporary challenges for self-

development of prosocial project ideals in the seventh. 
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2. METAPHYSICAL SELF 

 

Wozniak (2018) analyzes self in the context of predictive coding (PC) in-

cluding Friston’s FEP/AIf.1 He distinguishes “I” from “me” via Ludwig Witt-

genstein’s (1958) illustration of an “I” seeing a “me” in a mirror, i.e. “I” see 

“me.” And, he reduces talk of different senses of self—including the “intui-

tive understanding of subject-of-experience as continuously persisting life-

long stream of consciousness” (Wozniak, 2018, p.  9) that characterizes the 

“metaphysical ‘I’ ”—to instances of the object “me” sense of self emerging as 

specific aspects of hierarchical neural structures are affected by changes in 

perceived reality over different timescales in different, increasingly integrat-

ed sensory streams.   

Wozniak recognizes that PC inspired accounts help to clarify structural 

dynamics responsible for different senses of self. On such accounts, layers of 

a hierarchy generate predictive models of causes of input from lower layers. 

Sensory states are associated with error between predictions and perceived 

reality as this information is passed upwards and the model hierarchy is 

updated in the direction of minimizing subsequent error. Actions undertak-

en from updated system states aim to change the order of the object envi-

ronment (and, thereby the internal model) in the same direction. Environ-

mental changes are subsequently perceived, serving as input in the next 

time-step in continuous circular causality between an agent’s internal pre-

dictive models (e.g. prior beliefs, anticipations, projections, actions) and 

that agent’s environment.  

In this context, Wozniak argues that any sense of “I” is best understood 

as a particular sense of “me” because dynamics responsible for the phenom-

enon should arise between levels of activity in a temporal hierarchy, just as 

does the sense of “me,” if only in the form of a “delusion” maintained re-

gardless of environmental change. Wozniak then presses the question about 

where a constant sense of self associated with the “metaphysical ‘I’ ” may be 

found in a natural system, so understood. If not located as phenomena asso-

ciated with “me” in layers of a temporal hierarchy, then this sense of “I” may 

be deflated away from technical discourse, leaving only those senses which 

can be located in nature in either direction of the perception-action stream, 

i.e. self-as-object “me” perhaps in network dynamics manifesting as a delu-

sion of a constant and immutable subject “I” motivating change-ignorant 
————————— 

1 Wozniak uses “predictive coding” while others use “predictive processing” to discuss the same 
sorts of structural dynamics. Though distinguishable, literature closer to cognitive robotics and 
systems programming often shows predictive coding and that closer to cognitive science often pre-
dictive processing, though other distinctions might be possible i.e. perhaps using PP when empha-
sizing forward processing, e.g. active inference, with PC about message passing upward as in the 
perceptual or bottom-up open mode (of the ACTWith model, for example). This paper uses the 
terms as do the represented authors, treating them as a family of accounts focused on prediction and 
error minimization in temporal hierarchical structures whether in natural or artificial systems, with 
the outstanding question being to what end. 
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and context-inappropriate actions such as holding out for such a sense of 

self. In the end, Wozniak challenges those who wish to maintain the reality 

of an immutable subject “I” (that is not in reality only a deluded “me”) to 

“prove that there is a qualitative difference between them, and to demarcate 

the exact border.” (Wozniak, 2018, p. 12) In the absence of such a proof, 

Wozniak suggests that PC and related approaches “can attempt to retain 

relevance” by inquiring into Ned Block’s (1995) “access consciousness” 

characterized as a “functional mechanism” allowing for “attended infor-

mation” to enter awareness and become reportable to others (paraphrasing 

from p. 11, with Wozniak quoting Dehaene, 2014). This paper returns to 

access to and communication of a sense of self answering to Wozniak’s chal-

lenge in section 4.2  

Wozniak recognizes an account of a pervasive and constant sense of self 

within PC associated constraints in Thomas Metzinger’s self-model theory 

(Metzinger, 2009). Metzinger asks “Is there a fundamental (and perhaps 

implicit) kind of phenomenal character sui generis, which can at times be 

made explicit and which underlies or “permeates” all other forms of phe-

nomenal experience?” (Metzinger, 2020, p. 6) In answer, he builds an ac-

count of a “primordial” form of “pure consciousness,” “pure awareness” and 

“bare wakefulness” as “minimal phenomenal experience” (MPE) which is 

“aperspectivial,” of an “indivisible […] epistemic space” “as yet without ob-

ject” and without a sense of “self-location in a spatial frame of reference”  

(p.  37). Metzinger’s MPE is essentially “non-egoic” without “self-location in 

time” or “space” and without “quality of agency” (p.  10), yet it grounds self-

experience, being the “natural state” of an agent “predicting itself into exist-

ence” (note 26, p. 38, quoting Friston) from the potential of which minimal 

phenomenal self (MPS) arises with corresponding senses of self-location, 

perspective and purpose (cf. Williford et al., 2018). I think that Metzinger is 

wrong about MPE being a self-predicting agent’s “natural state” and offer  

a correction culminating in the conclusion to this paper. 

In PC inspired computational models, Wozniak’s “me” may be associated 

with senses beginning with “minimal self” at lowest and most immediate 

timescales, with increasingly abstract conceptions including “narrative self” 

associated with activity in higher layers of the temporal hierarchy as primi-

tive instances are integrated into larger patterns of episodic activity over 

longer timescales (see Tani and White, 2020). Here, it is worth noting that 

the “metaphysical ‘I’ ” corresponding with the subject that sees its object self 

in the mirror could correspond with the top layer of activity in recurrent 

neural networks constrained by different timescales of processing at differ-

ent levels in different modalities as these are integrated upwards, with high-

————————— 
2 Without a corresponding sense of self on the other end, however, communication may be practi-

cally impossible. Mired in the philosophy department at University Twente for instance, I found 
myself saying: “You can’t see it if you can’t see it.” 
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er order processes modeling increasing invariance associated with context 

independence and constancy such as in the case of moral principles and 

their exemplars. Top-level activity generally is characterized as “intentional” 

being the final layer corrected given error as prior intentions are enacted 

and misalignments with perceptual reality mediated through iterative inter-

action with the object environment (cf. Tani, 2017; Limanowski, Friston, 

2020). Goekoop and DeKlein (G&dK) (2021a) characterize such structural 

dynamics in terms of throughput layers integrating input and output infor-

mation streams using the image of a “bowtie” and extend this basic model to 

interpersonal and social dynamics (central to G&dK, 2021b). More is made 

of these ideas in the next section. 

 

 

3. COMPLEMENTARY VIEWS 

 

Gärtner and Clowes (G&C) (2020) also assess metaphysical self in the 

context of Wozniak (2018). On their analysis, using the term predictive pro-

cessing (PP), such accounts are constrained along two dimensions, one be-

ing that self changes as affected by environment, the “mutability” constraint, 

and the other being that self is multi-layered. Due to these constraints and 

consistent with Wozniak, on their view PP approaches have difficulty ac-

counting for metaphysical self, supporting what they call “anti-realism” 

about self, due primarily to the mutability constraint. The present paper 

offers a PP inspired realist account in section 4.   

G&C introduce their “pre-reflective situational self” as a possible account 

of metaphysical self (Clowes and Gärtner, 2020). On this model, Wozniak’s 

“I” corresponds with a collection of “situational self positions” according to 

which an agent acts more or less appropriately (“pre-reflectively”) in differ-

ent (including specifically social) contexts. G&C’s situational self involves 

multi-layered processing from pre-reflective to reflective consciousness 

comparing intentions as possible situations that are determined by and 

change according to situational demands, in short representing a standard 

PP account while also accommodating “relational” views in terms of which 

selves exist in the context of other selves, socially, with each individual oc-

cupying a unique position that is essentially (i.e. informed by the embodied 

mirror system) relative to others. Importantly thus, their situated self is 

essentially normative as an agent “fluidly and appropriately” adapts “spon-

taneously and naturally in the context of managing everyday life” (p. 72; 

compare Limanowski and Friston’s “transparent” per discussion below) 

including while navigating social norms and expectations of others sharing 

in and contributing to the embodied situation. As the social organism shifts 

between different contextually dependent roles, its “self-positions” can be 

thought of as embodied sub-routines associated with feelings, attitudes and 
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emotions more or less appropriate for a given situation, with shifts between 

sub-routines proceeding unconsciously according to operational context, 

“pre-reflective,” and with the repertoire as a whole associated with meta-

physical self.  

 Cognizant of Metzinger’s non-realist “no-self” view, G&C argue that 

theirs is a “realist” account in which the self is a substantial, “constant enti-

ty” and “labile aspect of the phenomenal field which while changing contin-

ues to play the same role and, very importantly, occupies the same place” 

(Gärtner, Clowes, 2020, p.  73; cf. Newen, 2018). Self is not experienced as  

a “stable and unchanging subject” but is perceived as mutable, emerging in 

different ways in context-dependent error-passing upwards through layers 

of processing, and can be identified with these events as is Wozniak’s “me.” 

At the same time, G&C argue that their situational self is constant as ongo-

ing adaptation to situational constraints is essential to uniquely embodied 

self-perception (cf. Valmisa’s, 2021, treatment of situations, similarly). 

Thusly, G&C take the uniquely embodied situation and associated phenom-

ena to be fundamental to self and so constant, rather than filler to be ab-

stracted away from a formal envelope as does Metzinger.  

Dynamic and multilayered, mediated by context-dependent behavioral 

repertoires more or less skillfully enacted, G&C’s view resembles the multi-

stable attunement of ecological enactivism (cf. Bruineberg et al, 2021) for 

which neurological grounds can be discovered in “ghost attractors” embod-

ied in DMN dynamics (cf. Deco, Jirsa, 2012). And, G&C (2020) survey  

a number of alternative PP inspired accounts which paint a similar portrait, 

including that of Chris Letheby and Phillip Gerrans (2017) who account for 

self in terms of binding across systems as attention and corresponding con-

text-dependent phenomenal contents change. Likewise, G&C review Wanja 

Wiese’s (2019) “SANTA” model accounting for persistent sense of self in 

terms of attentional shifts that are accompanied by a pervasive feeling of 

control over ongoing actions (there is a lot of recent attention to this idea in 

different areas, e.g. Sennesh et al., 2022, in the context of predictive pro-

cessing and interoception as allostasis; Kahl et al., 2021, in the context of 

artificial systems; foundationally, see Sterling, 2012). And, on this model, 

self becomes evident at highest levels of contextually dependent processing. 

Jakub Limanowski and Karl Friston (L&F) also locate self at the highest 

levels of processing (Limanowski, Friston, 2020). L&F write that “the ‘self’ ” 

is “a hypothesis or latent state (of being) that can be associated with a self-

model” that “arises as (computationally) the most accurate and parsimonius 

explanation for bottom-up multi-sensory information” (ibidem, p. 3) real-

ized through action in differences between expectation and perceived reali-

ty. At the same time, L&F recognize that self involves a special case of active 

inference that is inward, interoceptive, whereby an agent may act on itself, 

adjusting internal structural dynamics in order to satisfy goal-directed in-
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tentions in the overall aim of minimizing free energy, e.g. modulating anxie-

ties about uncertainties through meditation. Complementarily, Sennesh et 

al. (2022) discuss such activity in terms of allostatic control. 

L&F (2018) propose an account of self that answers to Wozniak’s “I” as 

transparent intentions guiding actions according to top-down predictions. 

Following Metzinger’s “self-model theory” (Metzinger, 2003), a self-model 

becomes a phenomenal self-model as intention fails to deliver to anticipa-

tion. The basic idea is already familiar, that intentions are enacted top-down 

through timescales in effort to coordinate with focal aspects of the object 

environment through action toward situations with reduced uncertainty and 

with it potential for integrity threatening surprise. Upwards through the 

hierarchy, phenomenal contents, including “representations” for introspect-

ed attention, manipulation and communication, become increasingly invari-

ant in the face of environmental change, with the “reality” of an object, 

whether material or in the form of a delusion per Wozniak, corresponding 

with this model invariance. So on this account, an agent becomes aware of 

its self as an “epistemic agent” as it exercises a capacity to selectively attend 

to different features of the perceptual stream, and moreover to actively con-

struct action plans and manipulate mathematical forms (“representations”) 

through “introspective attention” exercising “epistemic agency” over a “rep-

resentational space” (drawing from Blank, Metzinger, 2009; cf. Wiese’s “sa-

lience object”). Reminiscent of accounts surveyed above, self as an invariant 

concept corresponds with that bundle of routines by way of which an agent 

adjusts to the changing world (perhaps as self and world models develop in 

parallel per Newen, 2018), summarily in order to maintain embodied integ-

rity (of this bundle) in the face of disintegrative change. Like G&C’s situa-

tional self, this multi-stable capacity for selective attention is constant, and 

as with Metzinger’s envelope, once self-phenomena are abstracted away, 

describes something necessary for any experience at all (see Pezzulo et al., 

2021, for interesting parallels with this envelope structure, as well).  

L&F (2020) offer an interpretation of “selfless” experience of the sort 

from which Metzinger’s view emerges—in terms of which self-experience 

emerges from something inaccessible to introspection. Following Metzinger 

(2003) an organism proceeds mostly unaware, with “self-models” “trans-

parent” and not present as objects of attention. Naturally, this inclination to 

routine makes sense, as introspected attention (and higher order thought 

generally speaking) is computationally and metabolically costly. According-

ly, the structural hierarchy of FEP inspired approaches involves the reduc-

tion of complexity and attention-demanding activities into routine opera-

tions in order to reduce metabolic demands, thereby freeing up higher-order 

capacities to attend to outstanding concerns or to rest in transparent enac-

tion of learned priors. So, L&F argue that the transparent state is the basic 

one, consistent with Metzinger’s, G&C’s and related accounts, and that what 
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is necessary is a constraint on attention in order to keep metabolic costs to  

a minimum in the ongoing refinement of enacted routines which they dis-

cuss in terms of “precision.” Precision involves ever-finer-grained determi-

nation of world as navigated and self as embodied internal dynamics are 

revealed through iterative interaction (again, compare Newen, 2018). This 

includes the social world, and so they offer what is in effect an account of 

attunement of higher-order processes in development of context-dependent 

including social-normative sub-routines as in G&C’s account and as reflect-

ed in contemporary enactivist literature. The present paper accounts for 

necessary constraints on attention beginning with Ortega y Gasset’s “voca-

tion” in the next section. 

Consider in this context Goekoop and deKleijne’s (2021a) “bowtie” mod-

el, with input consisting of multi-modal streams fed upward through a tem-

poral hierarchy established as these streams converge and are integrated 

with complexity proportional to the “independent contextual cues that need 

to be controlled by the organism,” “throughput” layers (the knot of the bow-

tie) which bridge input to output streams at higher levels of these processes 

characterized in terms of “width” of “bottlenecks” associated with intentions 

as discussed above (p. 264; section 3.3, box 1, p. 263 details the “bowtie hi-

erarchy”), and output streams which feed intentions down the hierarchy in 

actional coordination with the object environment. G&dK argue that bow-tie 

structures spontaneously emerge under evolutionary constraints of scarce 

resources e.g. food, time, satisfying needs by “compressing” necessary oper-

ations into actionable intentions e.g. how to get the most food in the least 

time, which ostensibly may be communicated as a series of steps and/or set 

of guiding principles (cf. Nyberg et al., 2022, for interesting corollary at the 

level of goal-related memory). 

G&dK link the life-long “outgrowth and sculpting” of bowtie structure 

“goal hierarchies” with “personality development” as organisms mature 

through “different forms of associative learning ... in relation to themselves 

and their environments” (2021a, p. 276). Roughly, the view offered here is 

that goal-hierarchies mature at three levels of functionality—self-referential 

(perhaps associated with self as an active situation, cf. Valmisa, 2021), inter-

subjective or social (perhaps associated with self relative others as mutual 

input streams), and normative (perhaps associated with relative invariance 

of principles and moral exemplars as self models)—over “a life-long process 

of goal-directed learning” i.e. “personality development” (G&dK, 2021a,  

p. 276). High-level processes embody “global states” which “harbor some of 

the most global (‘domain general’) representations of the inner and outer 

environment” (i.e. self and world models) and which “bias activity levels in 

several subordinate brain areas involved in the planning and execution of 

motor programs, which control a multitude of pyramidal cells and muscle 

fibers to produce motor action” (G&dK, 2021a, p. 262; here, following L&F, 
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we may consider that the learning system aims to increase precision while 

minimizing path length according to fundamental physical principles via 

bowtie throughput layers). As with L&F’s invariance, G&dK identify most-

connected (highest organizational level) nodes with “social norms and moral 

values that individuals deem applicable across living systems and time-

scales” (G&dK, 2021a, p. 277). Such norms and values can be associated 

with injunctions not to harm, not to lie, not to use others as a means for 

one’s own ends, with the stress-induced (perhaps due to someone lying, 

causing harm, and misleading for personal enrichment at the expense of 

others) incapacity to continue in principled goal-seeking causative of “moral 

decay” in selves and social systems thereby affected.  

The focus of G&dK (2021a) is to account for the effects of stress on high-

level processes, with excess chronic stress causing mental and personality 

disorders. The central idea is that higher-level processing is neglected as 

stress constrains attention to more immediate conditions. With stress, “er-

ror accumulates vertically in the goal hierarchy and increases the oscillation 

frequency of network nodes until energy demand exceeds energy supply 

(‘allostatic overload’)” (G&dK, 2021a, p. 276) resulting in metabolic incapac-

ity to retain higher-level goals. The “most connected” (in the sense of small 

world dynamics) “nodes at the top of the goal hierarchy are most vulnerable 

to such energy depletion, causing them to selectively overload and fail” with 

relevant dynamics “undercontrolled” (G&dK, 2021a, p. 276). Mental and 

personality “disorders” are evidenced in the “collapse of goal hierarchies” as 

lower-level demands make higher-level processing impossible, with more 

“strongly matured” hierarchical structures better able to “withstand the 

pruning of their hierarchies during a stressful episode” (G&dK, 2021a, p. 

276). Briefly, we may picture the throughput layer of the bowtie moving up 

and down the hierarchical structure in the service of stress reduction 

through action according to contextual demands. Mental and personality 

disorders present as incapacities to shift across operational contexts and so 

to adjust throughput processing in appropriate ways, perhaps resulting in 

persistent self-phenomena e.g. Wozniak’s “delusions”.  

G&dK distinguish between personality and mental disorders according to 

how they develop. Mental disorders involve “temporary” dissolution of 

“high-level (integrative) goal states … e.g. major depression, psychosis, pan-

ic attacks)” while “personality (trait) disorders” or “personality deficits” in-

volve a failure of goal hierarchies to develop normally and to “mature in the 

course of life” (G&dK, 2021a, p.  277). On the relationship between stress 

and different disorders, they point to neuroimaging studies demonstrating 

reduced grey matter volume in the same areas of human brains down-

regulated during stressful episodes, with symptoms including “decreased 

sense of purpose” and involving under-developed “normative functions” as 

well as “self-referential” and “intersubjective” functions and with, in “(bor-
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derline) personality disorder”, “underdeveloped brain areas” involving “the 

same areas that harbor our world models of self, others and global world 

views” accordingly (G&dK, 2021a, p. 276). In the context of their overall 

view, they note that the word “disorder” is “well-chosen” as sensitivity to 

certain stimuli potentiates responses which, through circular causality with 

the triggering environment, “signal a loss of homeotasis” leading to “dis-

ease” and “death” and with such dynamics extending to “any scale level of 

organization, including social levels.” (G&dK, 2021a, p. 277; cf. G&dK, 

2021b) 

G&dK (2021a) point to the promise of research into especially pathologi-

cal interpersonal dynamics emergent in terms of cascades of input-output 

loops as “undercontrolled (stressed) individuals” develop strong co-

dependencies potentiating “a mutual loss of law-abiding and moral behav-

ior” (e.g. Bonny and Clyde, a home-robbing street gang). On their account, 

higher levels of social organization including social network clusters demon-

strate emergent ingroup-outgoup dynamics and in so doing “may follow 

similar rules for network architecture and function (collective inference) as 

shown in hierarchically organized input (perception), throughput (goal set-

ting) and output (action) parts that are engaged in Bayesian inference”  

(p. 276; cf. G&dK, 2021b). As “vicious cycles in social behavior” emerge due 

to “insufficient higher-level control” and “typically require an external par-

ty” to interrupt destructive feedback loops, such studies might constructive-

ly inform social policy (G&dK, 2021a, p. 276). G&dK thus extend the basic 

bowtie model optimizing throughput to group dynamics in which individual 

output serves as input for others. In the case of borderline personalities, for 

example, the general thesis is that stress during critical developmental peri-

ods affects embodied network structure subsequently modulating behavior 

during stressful periods, which then serves as more or less disordering input 

for surrounding bowtie systems, resulting in cascading dysfunction at higher 

levels of organization by way of a mechanisms which may be considered in 

terms of “resonating minds” (as described by Poppel et al., 2021) as higher-

level processes anticipate goal-hierarchical collapse and act accordingly, 

thereby establishing potentially dysfunctional norms at higher levels of so-

cial-political organization, presumably extending to mass psychosis and 

hysteria (cf. Bagus et al., 2021). 

Situated in co-evolutionary time scales with goal hierarchy maturation 

tempered by cultural and historical constraints, G&dK’s view comes closer 

to establishing a constant sense of self within a PC consistent framework, 

one that resists disordering influences. However, holding out for a constant 

sense of self as a sort of highest-order immutable goal-state, in the face of 

contextual especially normative demands, would seem to invite charges  

of personality disorder as the embodied bowtie struggles to maintain such 

goals against normative stressors, resulting in erratic behavior and so  
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apparent dysfunction including norm violation perhaps perceived as im-

moral. “Maturity” thus might involve letting go of for example deeply prin-

cipled self-associations, foregoing pursuit of a moral exemplar in resonant 

attunement to more immediate social expectations. 

It is not clear how and when highest-order embodied goals should be 

foregone due to interests in personal safety, saving others the stress of not 

“going along to get along” to “fit in” perhaps while risking an expert “border-

line personality” diagnosis, especially when trying to account for “evolution-

ary goals” that presumably are not constrained by current cultural-historical 

standards, as do G&dK. Why should an agent attuned to situational con-

straints at evolutionary time-scales give up on these goals, perhaps working 

to ensure not only the survival of but flourishing future humanity, when 

confronted by a contemporary political economy which rewards behavior to 

the contrary, encouraging the exchange of highest-order goals for fiat cur-

rencies and material luxuries simply in order to minimize stress for passing 

personal well-being? Wouldn’t the morally principled thing be to maintain 

those aspirations somehow, suffering the dissolution of lower-level goals 

including perhaps bodily integrity through unjust punishments and loss of 

in-group support of contemporaries, instead?3 This is not clear on G&dK’s 

account, the line between higher-order and disorder. What is missing is an 

account of the retention of higher-order goals in the face of more immediate 

pressures, ideally in the form of a mechanism underwriting motivation to 

order contrary to established norms, that both resists dissolution and that is 

not also evidence of personality disorder or self-delusion. Such an account is 

proposed in the next section. 

 

 

4. SELF PROPOSAL 

 

How might a “metaphysical ‘I’ ” that is not reducible to Wozniak’s “me” 

and that is not constrained to evident norm satisfaction arise in a temporal 

hierarchy such as those discussed so far in this paper, perhaps formalized 

for applications in the context of developmental robotics and AI? Discussion 

left off with bowtie hierarchical goal structures mediating the perception-

action loop through compressed higher-level intentional layers embodying 

goals relatively detached from and invariant to environmental change, and 
————————— 

3 Directly contra Miller et al.’s (2021) recommendation to relax “rigid” associations for long-term 
“well-being” optimizing for “happiness” in the near-term, note that the present paper works from  
a teleological understanding of happiness, Aristotelian purposeful rather than pleasant, reinforcing 
the point that trading principle for personal security may not be of significant value. Summarily, 
where Miller et al. propose that agents seek slopes for informative error reduction via externally 
sourced “affordances” in potential self-realization, their account reflects dynamics associated with 
posterior DMN dynamics but neglects the internal slope corresponding with the metaphysical self as 
global attractor with corresponding affordances “self-affordances” associated with anterior DMN 
(particularly dorsal medial) dynamics as developed in the present paper. 
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with development and ongoing refinement of subservient throughput opera-

tions associated with personality development. Whether rendered in terms 

of enactivist skillful attunement, shortcut throughput layers in human be-

ings or predictive codes passing messages down through computational 

hierarchies in biologically inspired neurorobots, such PC inspired models 

minimize error of fit to environment as agents “attune” themselves through 

enacted prior embodied anticipation in the perceptive enhancement of con-

trol over internal (embodied) and external environment (together, G&C’s 

“situation”). Exercised in the reduction of disease and death inducing stress 

evidenced in the dissolution of higher-order goals due allostatic overload per 

G&dK (2021a), self is revealed in the breakdown (in robots, see Tani, 2017, 

on self-organized criticality and minimal self). G&dK associate resistance to 

“pruning” of such higher-order processes with “maturity” of bowtie goal 

hierarchies, drawing into question when and why such pruning is appropri-

ate. When should such processes be dissolved to ensure bodily integrity, or 

retained through crippling stress in service of progress towards the goal 

states that they represent, e.g. by attuning to a “new” normal or acting from 

moral principle, “autonomously” (a capacity in the exercise of which G&dK, 

2021a, p. 281, suggest that robots may excel; cf. White, 2020; 2021)? 

 With change in response to shifting environmental demands associated 

with Wozniak’s “me” and context invariant goals embodied at higher levels 

of compression of G&dK’s bowtie, context-dependent action proceeds via 

throughput at relatively lower levels, raising the possibility that there might 

be a sense of self apparent as higher-order throughput potential is not exer-

cised, e.g. “I could do more,” or remains yet underdeveloped, e.g. “I can do 

more,” or which most poignantly denies immediate throughput in light of 

such potential, non-reflectively as an aspect of the embodied situation that 

is not context dependent, e.g. in the form of conscientious objection, “I will 

not do that”? A positive answer to this question points to a possible sense of 

self accompanying each intermediate “me” as one of how context-dependent 

instances of objective self-determination contribute to or impede actualiza-

tion of highest levels of a goal hierarchy, aspirations in the realization of 

which we may associate with so-called “metaphysical” self. This possibility is 

explored, now. 

In metaphysical self, briefly, we are looking for an invariant self-relation 

across levels of organization from immediate non-reflective to universal 

moral principle. How might such self-relation manifest in a human being? 

Some information is available, that the systems in question self-organize in 

the reduction of uncertainty and with it computational costs associated with 

tracking unnecessary variables thereby incurring excessive metabolic costs 

and with this allostatic overload, disease and death. What is necessary is 

thus a constraint on computation in the service of active inference over the 

timescales essential to the target architecture, binding personal, intersubjec-
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tive, social, cultural-historical and relatively invariant principled moral lev-

els, with such constraint answering to the metaphysical “I” as constant and 

pervasive, both in a realist neurobiological and in a phenomenal sense of 

always and already accompanying any given instant of self awareness at 

more intermediate levels. 

Consider in this context Ortega y Gasset’s (2002) characterization of self 

as a constant and pervasive phenomena in terms of “vocation” involving the 

sense of a globally orienting purpose in life (p. 135). Consistent with the 

preceding PC inspired review, for Ortega y Gasset (OyG), life is future-

oriented, a purposeful self-seeking “program” in pursuit of a target state, 

“one’s life’s global project” that also serves as the source of value as objects 

and others either assist or hinder this pursuit (OyG, 2002, note 149, p. 214). 

Differently from Metzinger’s minimal envelope, experience of one’s global 

project is both essential to and fundamentally directed for OyG, presenting 

as “pressure” on the “evergoing determination of my present [...] exerted on 

it by my future, i.e. by my vocation or what I have to be, whether I succeed 

in carrying it out or not (even in part).” (note 158, pp. 215) 

Where might such a global project self arise and corresponding phenom-

enology be grounded in human beings? The default mode network (DMN) 

stands out as a candidate as it integrates past (memory, hippocampus and 

related areas) and future (project situations, frontal cortex and related are-

as) in purposeful imagination of possible situations (“complex goal-directed 

… memory-based simulations”) (Schacter et al., 2012) and in autobiograph-

ical memory (Spreng et al., 2009). The “default mode network“ was original-

ly so called due to observed suppressed activity during task engagement, 

with greater suppression during more difficult tasks, and with increased 

activity in non-action contexts, e.g. mind-wandering. Early research charac-

terized DMN activity as an aspect of shifting action across different contexts, 

with such activity consistent with recent enactivist accounts of “real-life 

skilled behavior” in terms of “metastable attunement” as suggested in sec-

tion 2 of this paper, for example. More recent research has investigated task-

related activity in the context of self-appraisal from childhood to adulthood, 

finding less activation of the anterior DMN especially the dorsal medial pre-

frontal cortex (dmPFC) during explicit self-appraisal with increasing age 

corresponding with self-development over the human life course as an as-

pect of increased functional segregation of anterior (future project) and pos-

terior (actional) components of the DMN, concluding that reduced connec-

tivity correlates with developing self-concept (Davey et al., 2019). One idea 

here is that implications of instantial self-determinations require less pro-

spection, as expectations are established through prior routine interactions 

exercised during the life course, as self-concept stabilizes with experience, 

consistent with the execution of OyG’s program as described above and in  

a process that we may associate with G&dK’s (2021a) “maturity.” 
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Adolescent development of the DMN also involves increased segregation 

from task-positive network activity during a period when cortical potential 

is highest, decreasing with adult myelination (Park et al., 2021; cf. Vande-

wouw et al., 2021) i.e. with maturation. Phenomenology characteristic of 

this development includes accounting for one’s self as a social project for an 

“imaginary audience” in the construction of a personal “fable” (Buis, 

Thompson, 1989). Narrative self development has been considered the 

“highest form of cognitive integration” (Hirsh et al., 2013) with “trouble” in 

the form of challenges to personal convictions a defining aspect thereof 

(Bruner, 1997). Interestingly, challenges to “protected” values correlate with 

DMN activity (Kaplan et al., 2017). Recent research distinguishes between 

two dissociable DMN subsystems, one associated with “valence” and value, 

and another with “vividness” and detail of prospective (imagined, possible) 

situations, concluding that the construction of situations (from memory) 

and their evaluation as worth seeking are neurocognitively separable pro-

cesses (Lee, Parthasarathi, Kable, 2021; cf. Pezzulo et al., 2021; also, the 

inchworm and bivalve model of White, 2014). Finally, distinguishable “con-

servative” and “disruptive” processes modulate development of lasting 

brain-wide DMN connectivity during adolescence (Vasa et al., 2020). To-

gether, a relatively radical reconfiguration of the whole brain system is expe-

rienced including the rapid growth of the prefrontal cortex (and associated 

mirror systems) responsible for projections over increasingly distant time 

scales (Fuster, 1989; cf. Pujol et al., 2021). It is worth noting that increased 

segregation of DMN and task-positive subsystems during adolescence is 

associated with higher intelligence (Sherman et al., 2014). Indeed, over-

emphasis on learning engagements with the immediate object environment 

in education may be undesirable for human childhood development, as this 

separation may be inhibited (Immordino-Yang et al., 2012).  

The proposal here is that the differentiation of developing frontal areas 

during adolescence from processes embodying action routines and value 

associations adopted during childhood potentiates the development of  

a relatively detached, globally orienting project future self-situation. This 

proposal is complementary to contemporary work in embodied cognition on 

development of self and consciousness in the context of PC and related ap-

proaches. For instance, Anna Ciaunica and colleagues suggest that embodi-

ment within another body during gestation constitutes an “original prior” 

constraining ongoing development of the organism. On this view, gestation 

serves to prepare the developing organism for “co-homeostasis” during de-

pendent childhood. And, the present view adds to Ciaunica and colleagues’ 

view that adolescence represents an equally necessary stage wherein  

individuality emerges in the projection of a uniquely embodied project  

self-situation (cf. Ciaunica et al., 2021; Ciaunica, Safron, Dellafield-Butt, 

2021). 
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On the present view, life as a global project “I” emerges through more or 

less normal development of especially the valence associated subsystem of 

the DMN as a more or less clearly conceived sense of purpose to realize 

these values in routine interaction with the social and objective world, and 

around which contextually specific, task-positive subsystems thereafter de-

velop and are organized. Practically, each phenomenal “me” enacted during 

particular recurrent contexts in life such as when acting as a researcher,  

a family man, taking care of children, or exercising in a gym, can be repre-

sented as a set of sub-attractors of the DMN (corresponding with various 

bundle accounts surveyed in section 3, above). Valence (answering why 

these operations are worth performing and refining with increasing preci-

sion through directed epistemic agency over the life-course) binding these 

together develops as a global project “I” that can be characterized as a global 

attractor with the corresponding sense of self as purpose in life emergent as 

target valuations segregate from perceptual reality during segregation of 

developing highest-level default mode from task-positive neural processes.4 

Summarily thus, target state conditions embodied in these processes pre-

sent as a life-long global project to bring the perceived reality in line with 

project values, with the felt tension between beginning and end situations 

accounting for phenomenality answering to Wozniak’s “metaphysical ‘I’ ” as 

well as to OyG’s pressure on the present from the future. And, different 

senses of “me” emerge (including common uses of “I” that Wozniak would 

classify “me”) as each uniquely situated self-seeking program is executed in 

circular interaction with the shared, objective world, towards embodied pro-

ject ideals. 

OyG’s “vocation” answers to Wozniak’s metaphysical “I” in the sense of  

a “lifelong persistent stream of consciousness” as it realizes aspects of itself 

as component instances of episodic “me” through interaction with a more or 

less undetermined and under-controlled world. This self-consciousness is 

not limited to the immediately embodied situation including conformity to 

social norms, and rather extends across representational time-spans to in-

clude invariant values and universal moral principles. Recalling G&C’s 

(2020) relational self-positions within the scope of G&dK’s (2021a) evolu-

tionary goals, OyG’s greater philosophy emphasizes that each individual 

occupies a privileged perspective on the shared world with unique potential 

to contribute to its ongoing determination as a common project through 

communication of personal experience, making history. The execution of 

this program, as such, is not a process that is reducible to activities arising 

between some fractions of brain activity such as might be the case with 

Wozniak’s “delusion” or even necessarily within the confines of an individu-

————————— 
4 This is the slope for informative error reduction missing in Miller et al.’s (2021) account of 

“happiness” as global attractor. 
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al organism. Rather, OyG’s vocational self seems to represent that constant 

aspect of self brought forward in G&dK’s concept of higher-level goals estab-

lished by an evolved “active inference engine” (G&dK, 2021a, p. 260) 

amongst other evolved active inference engines with similarly embodied 

aims. 

Interesting in this context, Jesse Bettinger and Timothy Eastman (2017) 

consider biological cognition in terms of anticipation of self characterized as 

“predictive model space” that is “counterfactual” in the sense that “the mod-

el is an imperfect model trying to optimize its predictions and learn about 

the system it is modeling” (p. 114). The idea is already a familiar one, that 

cognition is essentially anticipatory, depending on established neural pro-

cesses to respond to perceived reality—“information is encoded through 

synaptic weighting, and the confidence (or precision) of predictions can be 

altered by hierarchical gain modulation operating as generative models of 

the system regarding incoming sensory data” (Bettinger, Eastman, 2017, p. 

112) — and preparing for most likely outcomes, with “predictions” being 

“contingent on actual sensory data to become active.” (p. 114) Reviewing 

Alfred North Whitehead and the notion of “proposition,” Bettinger and 

Eastman (2017) distinguish between “prehending” (perceiving) subjects and 

“logical subjects” in a way reflecting Wozniak’s distinction between “me” 

and “I” mapped onto the perception-action cycle, with “me” upstream and 

“I” down consistent with preceding discussion (especially of L&F in section 

3). On this account, prediction error is fed upstream, becoming the phe-

nomenal “me” while the “I” is characterized as a “might be” on the proposi-

tional model of putting forward possibilities (predictions) towards which the 

living system then pulls itself through action “to maintain a inner-range of 

state values” evidencing “future-to-present (syntopic, attractor) logic” and 

apparent “backwards-in-time causality” in contrast with non-living physical 

system dynamics characterized in terms of “usual past-to-present” efficient 

causation (Bettinger, Eastman, 2017, p. 117–118), reminiscent of OyG’s vo-

cation. 

In a way, Bettinger and Eastman capture the intention of the present 

proposal, with metaphysical self held out as a position to be realized through 

lifelong self-development. When asking “to what end” such anticipatory 

systems form, they answer to fulfill “existential needs before those needs 

become a crisis” (Bettinger, Eastman, 2017, p. 115, quoting Coffman, Miku-

lecky, 2015) and explore the roles of the salience network in conjunction 

with midline structures to constrain attention in the exercise of control via 

allostasis, but limit discussion to retention of individually embodied bio-

physical integrity. The present view considers the life-course of the organ-

ism as modulated by adolescent development as essentially propositional in 

that a global project ideal is embodied that thereafter serves to constrain 

cognition to temporally extended values in solution of evolutionary prob-
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lems confronting the organism population as a whole, with such ideals in-

formed by development of mirror neural systems thus shaping project ideals 

in a way that these may embody values independent of individual bodily 

integrity e.g. principles worth dying for, altruistic aims, rather than local, 

context-dependent attractors.  

Finally, with this comparative account, Wozniak’s challenge to “prove 

that there is a qualitative difference” and “to demarcate the exact border” 

(Wozniak, 2018, p. 12) between metaphysical subject and its ongoing itera-

tive self-determination can be answered. The image of metaphysical self as 

essentially propositional places a forward project ideal against more imme-

diate lower-level throughput processes satisfying the stipulation for an in-

variant self-relation with which this section began. It associates Wozniak’s 

“I” with the feeling of being always and already in the context of progress 

towards defining values, as a program working to solve what is essentially 

itself as a uniquely embodied potential solution to evolutionary problems by 

bringing the perceived reality in-line with project ideals. Ongoing cognition 

on this model involves testing counterfactuals “as if” actually embodied self-

positions (cf. Bettinger, Eastman, 2017; G&C, 2020) in resolution of this 

embodied project, effectively bridging inherited situations with ideal end 

states as moderated by adolescent development. Here again, it is important 

to emphasize the functional segregation of valence and vividness subsys-

tems. With progress towards embodied project ideal, self is objectively de-

termined, and contextually specific “me” related accessible details are em-

bodied with associated processes maturing through iterative interaction 

toward this end (in this way answering to Wozniak’s intuition that PC in-

spired inquiries into self might focus on so-called “access consciousness” as 

accessible details are encoded in the context of this metaphysical self-

pursuit; cf. Davey et al., 2019). 

 

 

5. DISCUSSION 

 

With OyG’s global project, we have the constant and pervasive sense of 

self answering to Wozniak’s “I” that is objectively determined as an embod-

ied inference engine engaging in “what if” processing over self-delimited 

predictive model space. Why should such higher-level goals develop, out-

stripping given contextual demands? The idea is that the metaphysical self 

as project ideal self-situation develops in response to emerging threats to 

evolutionary goals at levels of organization beyond the individually embod-

ied agent and extending to all similarly embodied (here we may follow Kant 

in saying “rational”) agency not necessarily limited to human agency but 

deriving from a similar process of adolescent development in other living 

systems, also (cf. Ledoux, 2021). Accordingly on the present view, self is 
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essentially purposeful, extending over the course of an anticipated life-span 

with the potential to represent target situations which an agent may not 

realistically anticipate inhabiting, e.g. Kant’s Kingdom of Ends, though ori-

enting intermediate action towards such ends, regardless. 

The notion that the metaphysical self emerges as a globally orienting pro-

ject binding current with ongoing and future actions in iterative self-

determination towards a final project self-position, embodied as a unique 

proposition that “might be” a solution of evolutionary problems, and that 

forms during adolescent (highest-level) neural development, allows us to 

revisit the image of the bowtie. Emphasizing the temporal binding between 

perceptual instances, we may consider a “traveling bowtie” as one that binds 

perception and action in a nested goal hierarchy with throughput traveling 

across levels of processing according to contextual demands and with self 

actualized in this process. Moreover, consider in this context the hetero-

chronic development of human beings i.e. from prefrontal to hippocampal 

processes as mediated by the thalamus perhaps specifically the reuniens 

nucleus (cf. Smaers et al., 2017), alongside changing default and task posi-

tive network connectivity, adding another dimension to the journey of the 

traveling bowtie as it matures over the life-course. 

Recalling G&C’s (2020) analysis in this light, a “realist” view of some-

thing like Wozniak’s metaphysical self is constant in a way that is not cap-

tured in the traveling bowtie and the context-dependent bundle-theories 

that it represents. Rather, the “I” per OyG’s vocation shapes experience re-

gardless of context. One candidate grounds for constancy in the face of con-

textual change exists in L&F’s (2018) “confidence” in project predictions. 

Confidence, though phenomenally context-dependent, is constant in that it 

always involves holding current alongside other, potentially embodied situa-

tions, in a way consistent with G&C’s self-positional and Bettinger and 

Eastman’s propositional selves, with agents constantly coming to terms with 

changing situations in a bottom-up and top-down manner (cf. White, 2010, 

2014). Another empirical approach which touches on the omnipresence of 

metaphysical self is available in Andrew and Alexander Fingelkurts and Tarja 

Kallio-Tamminen’s (Fingelkurts, Fingelkurts, Kallio-Tamminen, 2020, 2021) 

characterization of “witness consciousness” which, like the present view, 

draws on interplay of subsystems of the DMN. What is absent from witness 

consciousness is the sense of orientation and with it purpose and source of 

meaning in life, as with Metzinger’s minimal envelope. Absent from L&F (as 

well as Miller et al., 2021) is how drive to minimize uncertainty informs OyG’s 

vocational call to order apparent disorder from one’s unique place in history 

thereby becoming a solution to G&dK’s evolutionary problems through more 

or less freely directed development of personal potential. 

How might such orientation to work, increasing order at personal ex-

pense, be best compressed and communicated? Consider the model of  



 On a Possible Basis for Metaphysical Self Development in Natural and Artificial … 89 

a Platonic cave in complement to the bowtie model architecture, as it articu-

lates a similar input-throughput-output dynamic while capturing the con-

stant orientation to act towards the highest potential of OyG’s vocation, 

making explicit the uncanny sense of self more or less present during rou-

tine short-circuits characteristic of metaphysical self according to the pre-

sent view. There are three sections to the model. The cave represents routine 

conformity to social norms. The mountain above the cave represents one’s 

highest potential self-situation in the representational space of ideals i.e. 

Mount Olympus, home of the Gods, corresponding to embodied global pro-

ject per OyG. And, the reflecting pool on the plane between them under the 

shade of a tree affords a view of one’s self as an object of reflection in front 

of the mountain behind that “me” representing one’s highest calling, which 

together represent cognizance of purpose in life to achieve that project ideal 

and satisfy the judgement of the Gods. Ascending and descending the cave 

corresponds with input-throughput-output on the bowtie model, with the 

“I” perceived in the difference between the current reflected “me” and who 

one must become through one’s life’s work per OyG. 

When gazing into the reflecting pool, “I” see “me” recalling Wozniak’s 

resurrection of Wittgenstein’s mirror. At the same time, changing focus I 

can see the mountaintop looming above the surveilled object “me” and 

against the ideals of which I can feel the space of my progress in self-

development towards this highest aspiration. Recalling OyG’s pressure from 

the future on the present, to become what I need to be or fail, one can imag-

ine that it pulls the eyes upward and away from the downward gaze in the 

direction of the cave which orients agency in norm-seeking and exercising 

embodied routine per G&dK’s short-circuits, effectively toward procedural 

self-unconsciousness through sufficient precision. G&dK’s “personality de-

velopment” may be seen to involve the balance of forces in either direction, 

with “maturity” involving the pruning of project ideals cognizant of the ho-

meostatic cave environment in the minimization of stress. On Plato’s ac-

count, the philosopher who represents this pressure to look upward, com-

municates the potential above the cave basin and reminds the slaves of their 

inner duties to seek their true vocations through action, is poorly treated by 

norm defenders, as the reminder of neglected higher-order goal-states caus-

es stress, as if the cave environment were the one worth seeking, after all (cf. 

Miller et al., 2021). Here, we may compare Martin Heidegger’s “fallenness” 

to the cave-bound condition, with sense of metaphysical self revealed in the 

call of conscience that he associates with philosophy (Heidegger, 1998). 

The sense of self as outstanding, as propositional, and as represented by 

the distance between reflected “me” before the mountain-top of one’s pro-

ject ideal, is not captured on the bowtie models. The movement up and 

down from cave to reflecting pool may be captured by the traveling bowtie. 

But, the metaphysical self is the view on the present from the summit of 
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personal potential, OyG’s pressure from the future, which on the bowtie 

model may be represented in the information passed upwards through a 

goal-hierarchy beyond short-circuit throughput layer, and downwards in 

comparison of current action against project ideals, delivering OyG’s sense 

of self in the feeling of who “I” must become through a life of directed self-

development. This sense of self is captured in the myth of the cave, in the 

image of the mountain rising above the introspected access of the reflecting 

pool. Moreover, this image indicates a deficiency in G&dK’s assessment  

of self as relative stability with resilience in terms of maturity, as it allows  

a focus on the relationship between currently realized or anticipated and 

highest level project ideals perceived as the pull of OyG’s vocation most ob-

vious when one’s global project is contravened. The cave model thus affords 

a focus on metaphysical self as the difference from norms, not realized in 

norm-seeking entrainment, but in norm-breaking autonomy, instead. 

Recalling the situational self of G&C and other multistable routine bun-

dle theories, cave-life represents routine enaction unaware of guiding norms 

with active and affective mirroring keeping cave inhabitants commonly ori-

ented toward shadows projected by slavers on the cave wall. Given such  

a shared situation orchestrated for the benefit of others (e.g. politicians, 

global economic cabals), we can imagine minds “resonating” in coordinated 

action without prior planning, self-organizing in the common representa-

tional space (cf. Pöppel et al., 2021). Yet, there is a reason why this descrip-

tion of life is intuitively unattractive; it is self-nullifying. Far from evidenc-

ing a sense of self, the cave model illustrates the loss of self as a standing-out 

from routine and established norm. It is conceivable then that perceived 

instability given certain (social) situations is not evidence of mental or per-

sonality disorder, at all, and rather that it points to the existence of an out-

standing sense of self from which a subject feels a frustrating alienation in 

the face of especially social pressures to conform to norms that contradict 

invariant values. This is to say that self as a proposition, in its present situa-

tion, is impeded from progressing toward its project conclusion, and the 

subject may experience debilitating anxiety in the dedication of metabolic 

potential, trying to compute a way out of the cave if not for one’s self then 

for everyone who stands to suffer for the sub-optimal situation. 

In Plato’s allegory, a slave may twist at her or his bindings to catch  

a glimpse of something outside of the play of shadows, to see something of 

the slavers and their useful idiots who project their propaganda on the cave 

wall from above. Bound without hope of freedom to seek one’s project self-

situation, desperation and disorder may result. On this picture, self as pro-

ject presents in the felt difference between established norms and project 

ideal with the tension of the chains experienced as stress. This sense of self 

is directional in that it pulls away from routine expectation, motivating  

the slave to break from habit, and reclaim one’s self from the “they” of  
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a Heidegger or the “herd” of a Friedrich Nietzsche or the mass psychosis of  

a Mattias Desmet. This view is also complimentary to Kant’s on personality, 

evident when action towards highest values runs contrary to established 

routine, and on whose account duty to one’s self is experienced as a felt pull 

upward toward moral perfection, characteristic also of OyG’s vocation.  

It is in this potential to break free from habit, to stand out from norms of 

expectation, and to moreover communicate this potential to others who are 

somehow bound to less, that we may most directly associate the metaphysi-

cal “I.” So, rather than in seeking resonance with established norms and 

contemporary expectations, we may identify the feeling of being an “I” in 

discord, for instance in conscientious objection and the power to say “no” 

through civil disobedience, extending to construction of popularly accessible 

accounts in the forms of myths and moral exemplars who die rather than act 

contrary to highest-order guiding principles, e.g. Martin Luther King Jr., 

Socrates, Christ. Here, we may offer a word on Jeffrey White and Jun Tani’s 

(2016, 2017) notion of “myth consciousness” originally introduced in the 

context of cognitive neurorobotics. In that work, “most consciousness” can 

be associated with Wozniak’s phenomenal “me” whereas “myth conscious-

ness” represents awareness of being a metaphysical “I” in ongoing self-

development toward ideal situations at most invariant levels of organization, 

“embodying history in all of its determinations.” The cave model represents 

such a condition. 

 

 

6. RELIGION, AFFORDANCE AND VALUE ALIGNMENT 

 

The traveling bowtie model emphasizes the temporal binding associated 

with anticipation and prediction, but falls short of shedding light on integra-

tive life-long self-development towards highest-level goal states extending 

past present personal and social constraints as informed by invariant moral 

values. This dynamic is captured on Plato’s cave model, including also the 

sense that one has a duty to moral perfection, as in Kant, and the corollary 

that social norms represent the avoidance of this duty, as in Heidegger’s 

inauthentically “fallen” condition i.e. hiding from one’s highest potential 

behind idle chatter and other distractions characteristic of life in the cave.5 

Self-reflection affords a view on this highest potential, demanding freedom 

to pursue it through directed self-development—escaping from enslavement 

to shadows in the cave—as articulated by Plato with his reflecting pool.  
————————— 

5 Fallenness is natural as routine enaction is not necessarily performed in avoidance of highest 
duties to self; usually, it is necessary, and a condition which may be associated with G&C’s situation-
al self alongside ecological enactivist accounts and other “bundle theories” as surveyed in the  
present paper. Inauthentic fallenness involves active neglect of highest potentials, including for 
example composition of academic, e.g. enactivist papers excusing foregone purpose through lack of 
resolve, the potential for which is not captured on any of the surveyed views.  
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Clarity on such dynamics affords brief consideration of the practice of 

prayer and the purpose of religion. Prayer can be viewed as a directed, medi-

tative reinforcement of highest-level goals and iterative increase in precision 

of ongoing determination of global project-ideal self-situations including 

inventory of current self-position (in the sense of G&C) relative to project 

self-position (in the sense of OyG’s vocation). This characterization natural-

izes prayer as an affirmation of prospects put forward by evolved inference 

engines as embodied propositions. Prayer on this view can be appreciated as 

confirming the sense of metaphysical “I” deflated away on purely analytic 

approaches which fail to capture the intuitive sense of obligation to morally 

optimal outcomes common to human adolescent self-reports. Again, project 

self on the present view is a self-organizing solution to evolutionary prob-

lems, during and after development felt in the variable commitment to di-

recting personal potential to overcome obstacles to evolutionary goals po-

tentially including highest-possible human situations writ large, i.e. those 

associated with invariant values and universal moral principles e.g. Kant’s 

Kingdom of Ends as Heaven on Earth. Thus, prayer as a practice of en-

trainment to evolutionary goals can be seen as prosocial and beneficial to 

the population of agents across generations not limited to the self-sacrificing 

Saint or other moral exemplar including potential artificial agents engi-

neered with such capacities in mind (cf. Goekoop, deKleijne, 2021a, p.  281). 

Ultimately, there is nothing that seems to stand in the way of formalizing 

such processes, with robot religion providing a computational model proof-

of-concept for the importance of faith in human beings (cf. White, 2021). 

Here, some note is appropriate regarding moral consideration of artificial 

agents engineered according to the model of religion as entrainment to pro-

social purposes sketched above. Vincent Muller and Michael Cannon (2021) 

distinguish between context specific “instrumental” and “general” intelli-

gence, and consider that a “superintelligent” general AI may pursue any 

goal, possibly deviating from human goals, generating the “value alignment 

problem.” Their account proceeds from a decision theoretic characterization 

of intelligence as a matter of maximizing expected utility, following Stuart 

Russell (2019). On this view, machines are engineered to optimize perfor-

mance in specific operational contexts according to reward functions. Con-

cerning current and anticipated technologies engineered accordingly, Muller 

and Cannon argue that potential value alignment problems derive from hu-

man rather than from AI initiatives. Though their distinction between gen-

eral and instrumental intelligence is interesting as it can be roughly corre-

lated with the functional orthogonality of value and vividness neurosystems 

considered in this paper, their treatment of “like us” AI reduces to variably 

broad operational contexts, neglecting value-orienting processes empha-

sized, herein (consider in this context results of Lee et al., 2021). Instead, 

their treatment reflects the enactive view from which they build and corre-
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sponding characterization of DMN network functionality in terms of multi-

stable norm-seeking (as introduced in section 3, above). 

The position of the present work is that any intelligence “like us” under-

goes different developmental periods (cf. Ciaunica and colleagues’ gestation, 

adolescent development) and that in the process a uniquely embodied ideal 

goal-state self-organizes in highest-level neural processes that thereafter 

orients context-dependent engagements according to project values over the 

life-course. How this project is shaped determines to which values the agent 

thereafter strives, and what it takes as an opportunity for rewarding action. 

This view differs from for instance ecological enactivism, as to account for 

metaphysical self as proposed herein may require a radical revision of that 

position’s Gibsonian take on affordances. Rather than nascent in the envi-

ronment presenting to clever exploitation, on the present view affordance is 

better characterized as essentially “self-affordance” because the self as pro-

ject exposes any genuine opportunity for progress towards its own ideal end 

as possibly mediated by external-environmental, ecological, factors (cf. 

Uexkull, 2010). Action motivated otherwise may run contrary to uniquely 

embodied goals, and so, though an opportunity for (perhaps expedient, 

norm-satisfying, stress-minimizing) action nascent in the environment, fail 

to be of meaningful value. To co-opt a popular example, so-called “higher-

order” cognition employed to catch a bus to a job in which one is treated 

disposably by selfish men in the service of short-sighted vision, e.g. money 

through fraud, is not an opportunity for integrity-preserving action, and 

rather a chain of enslaving norm. It is not clear thus how ecological enactiv-

ists in particular can accommodate the present view without wholesale revi-

sion of their position, relocating focus to the internal environment and self-

model away from e.g. architectural pre-occupations, relaxing principles for 

passing pleasure.  

Considering “like us” AI in this context invites discussion about freewill 

in robots and recognition of rights typically afforded human beings on pre-

sumption of such potential. Vincent Muller (2021) argues that there is no 

need to consider robot rights, as contemporary model agents lack freewill 

and with it a sense of moral responsibility. With no individual locus of re-

sponsibility to serve as “bearer of moral status” such agents cannot be af-

forded rights. Similarly, Keith Farnsworth (2017) argues that freewill re-

quires self-determination understood in terms of organizational closure 

(being a “Kantian whole”) with an internal means for choosing among (more 

or less available) options according to an agent’s “master function,” and 

Rochat (2019) offers a complementary Kantian view that a sense of self-

unity as organized and distinct from others is fundamental to any possible 

learning and experience (cf. Ciaunica, Safron, Dellafield-Butt, 2021). Farns-

worth argues that contemporary artificial agents are not “Kantian wholes” in 

this way, so do not have freewill and with it moral responsibility, thereby 
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supporting Muller’s view on robot rights. For Farnsworth, the master func-

tion of biological models is reproduction, ostensibly inconsistent with the 

present view of metaphysical self which involves pursuing opportunities for 

action towards an internally self-projected ideal goal-state which may have 

little to do with biological reproduction. The present view is that Farns-

worth’s “master function” is directly comparable to OyG’s vocation, with the 

proposal here being that such developmental processes may be formalized 

for artificial embodiment in the foreseeable future, with robot rights consid-

ered accordingly. And, White (2021) argues directly that robots constructed 

on a Kantian model will be afforded comparable rights when this result is 

achieved. 

 

 

7. CONCLUSION 

 

The purpose of this paper has been to clarify metaphysical self in the con-

text of contemporary predictive processing (PP) and predictive coding (PC) 

inspired accounts, to propose possible neural bases for its biological devel-

opment, to expose how underlying structural dynamics may be represented, 

and to explore some of the implications of the view for ongoing work in dif-

ferent areas. In the survey of complementary accounts, Metzinger’s minimal 

phenomenal experience (MPE) as the non-“egoic” “natural state” of an agent 

“predicting itself into existence” (note 26, p. 38, quoting Friston) was chal-

lenged. In regards to MPE, Metzinger (2020) concludes “the question of 

whether and in what sense it can count as ‘fundamental,’ and whether it is 

the only truly minimal state of consciousness, has not been answered”  

(p.  38). The view developed in response is that Metzinger’s formalism rep-

resents neurosystem dynamics in especially human biological models, 

providing a kind of analytic envelope, but that the minimal conditions for 

self experienced as the target sense of a metaphysical subject “I” demands 

that his MPE envelope be extended in direction of an orienting self-project 

constraining and directing cognition (cf. Williford et al., 2018). We may con-

sider here the image of a letter composing itself as it delivers itself to its 

propositional end, with the address on this letter emergent through devel-

opmental dynamics during adolescence in human beings. Metzinger’s ab-

stract envelope as revealed through meditative practice by developed adults 

with matured goal hierarchies is fundamental in the sense that it describes 

(through interoceptive access) the dimensionality of embodied processing 

associated with enaction, yet it fails to capture that process fundamental to 

the sense of self corresponding with Wozniak’s “metaphysical ‘I’ ” that can be 

associated with the address on an envelope in transit. In the case of AI, the 

view here is that such a sense of self and purpose as source of meaning may 

be formalized in recurrent neural networks constrained by different time-
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scales at different levels, with higher order processes modeling increasing 

invariance associated with context independence and constancy such as in 

the case of moral principles, and with project aim emerging through devel-

opmental processes modeled after those embodied during adolescent devel-

opment in human beings. 

Finally, stepping into the context of current events, it is hoped that this 

work affords some clarity on the development of sense of purpose and 

meaning in life for contemporary young people. Recent OECD polling sug-

gests that many adolescents report deficient sense of purpose (OECD, 2019) 

with nearly half of polled UK adolescents reporting an unsatisfactory sense 

of meaning in life, for example, raising the issue of the role of education in 

development of such a sense. At the same time, sense of purpose in life is 

understood to be protective against developmental disorders and risk taking 

behaviors including alcohol abuse and sexual promiscuity (Gongora, 2014; 

Brassai et al., 2011). Given current events (e.g. mandatory masking effective-

ly obscuring crucially mirrored expressions of affect), current interest in 

understanding human enculturation in order to rectify social injustice for 

instance in resistance to corrupted leadership (cf. Haslanger, 2019), as well 

as potential association with personality disorders such as relative instabil-

ity given changing situations dependent on strength of association with 

most meaningful, higher-order neural processes that rapidly develop at this 

stage of biological maturation in life (recalling discussion of G&dK, 2021a, 

above), policy-makers must be made cognizant of purpose-affirming ends 

consistent with evolutionary goals. The youth of today are the leaders of 

tomorrow, tasked with the construction of order in the face of looming dis-

order at all and increasing levels of organization, from the self on up  

(cf. G&dK, 2021b). It is ill-advised for policy to run contrary to development 

of evolved highest potentials, as such would amount to an evolutionary 

short-circuit and loss of meaning as highest values are contravened, what 

Michelle Maiese considers “moral atrophy” (Maiese, 2021). 

Looking back through history, predictive self-modeling across levels of 

increasing invariance over increasing time-scales as an aspect of embodied 

development has reached high-points in the visions of moral exemplars as 

represented in cultural and mythical heroes and Gods, for example. Pursuit 

of these ideals has delivered human beings to the present stage. Associations 

with these high-points and their expressed ideals are lasting, representing 

invariant values to which persons aspire as propositions and towards which 

they “predict themselves into existence,” thus answering to White and Tani’s 

(2016, 2017) myth consciousness in the felt potential to embody the space of 

history and all of its determinations. Prayer and some forms of meditation 

would seem to reinforce these connections, grounding justified resistance to 

oppression in the call to something greater. The value of such practices to 

these ends deserves more attention in future work, in the context of artificial 
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religion and value alignment in artificial general intelligence, and moreover 

may help to inform current interest of social scientists in ideological oppres-

sion with conformity associated with atrophied moral cognition and the 

correlate dimming of human potential. 
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ABSTRACT 

 

Cognition is meant as the process of acquiring knowledge from the world. This 

process is supposed to happen within agents, which build such knowledge with the 

purpose to use it to determine their actions on the world. Following Peircean ideas, we 

postulate that such knowledge is encoded by means of signs. According to Peirce, signs 

are anything that can be used to represent anything else. Also, for Peirce, to represent 

means to be able to generate another sign, called the interpretant of the original sign, 

which still holds the same power of interpretability, I.e, its power to be transformed 

into a new sign, holding this same power. This happens through a process called semi-

osis, the process by which a sign is transformed into an interpretant. This whole pro-

cess is performed with the aim of subsidizing the agent in deciding its behavior. So, 

even though the semiosis process has the power to continue infinitely, it usually stops 

whenever the generated interpretant brings enough information in order for the agent 

to effectively act in the world. We take signals to be the substract of signs. Signals are 

any physical property, which can be measured and captured by the agent, by means of 

its sensors. This includes any kind of internal memory the agent is able to have access, 

in order to operate. In this sense, signs can be both in the world (if these signals come 

from sensors) and within the own agent’s mind (if signals come from an internal 

memory). We understand an agent’s mind as the agents’ control system. In either case, 

signals can be abstracted as numbers. Not simply numbers, but numbers coming from 

specific sensors or specific memories. Using ideas from Peircean philosophy, in this 

work we postulate a pathway, in which signals, collected by either sensors or memory, 

can be organized in such a way that they can be effectively used as knowledge, in order 

for an agent to be able to decide its actions on the world, on the pursuit of its internal 

motivations. We postulate that agents identify and create a model of the world based 

on possibilities, existents, and laws, and based on this model, they are able to decide 

an action that maximizes the chance for the world to gain a shape, which the agents 

intend for it to be. This theory is postulated particularly for the case of artificial auton-

omous agents, meant to be constructed by engineering artifacts. 

Keywords: Peircean semiotics, knowledge representation, cognitive science. 
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1. INTRODUCTION 

 

Cognitive science is an interdisciplinary scientific field that connects di-

verse but related disciplines such as experimental psychology, theoretical 

linguistics, mathematical logic, and artificial intelligence with the aim of 

understanding how mind works. In this context, according to Bermudez 

(2020, pp.15-35), cognition is a form of information processing that allows 

organisms to interact with their environment to survive. This interaction 

involves a mind that is responsible for representing the world and develop-

ing knowledge about it, providing conditions for the organisms to explore 

and transform their environment. In short, cognition is meant as the pro-

cess of acquiring knowledge from the world by an entity equipped with per-

ceptive and actuation devices. Therefore, adopting the approach of Embod-

ied Situated Cognition, proposed by Francisco Varela et al. (1991), we con-

sider that perception and action instances are two strongly connected parts 

of the whole system (see Figure 1), and following some past insights from 

Gudwin (2014; 2015), we postulate in this work that the study of this kind of 

connection can be supported by the General Theory of Signs of the American 

philosopher Charles Sanders Peirce (*1839, +1914). 

 

 
Figure 1: The scope of cognition based on the Embodied Situated Cognition movement 

 

The concept of relations between an organism and its environment, me-

diated by a mind, takes in account that reality is organized as a system in 

which each organism affects the surrounding environment and is affected 

back by the things of the world, including other organisms. However, the 

presence of a mind must not be considered as an exclusive attribute of bio-
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logical entities. As pointed out by Margaret Boden, “... the relation between 

life and mind is still highly problematic [...]. The common-sense view is that 

the one (life) is a precondition of the other (mind). But there’s no generally 

accepted way of proving that to be so” (Boden, 2006, p. 1443). In accordance 

with a broader concept of mind, Peirce claims that thought and mind are not 

exclusively human attributes and must not be confounded with conscious-

ness. For him, mind is a synonym of representation, and its actuation upon 

the matter occurs by force of certain laws of final causality. Thus, wherever 

there are laws, regularities and potentiality there is also rationality, and this 

should not presuppose consciousness but incorporated knowledge (Santael-

la, 1994). In Peirce’s own words: 
 

“Thought is not necessarily connected with a brain. It appears in the work of 

bees, of crystals, and throughout the purely physical world; and one can no 

more deny that it is really there, than that the colors, the shapes, etc., of ob-

jects are really there. [...] Not only is thought in the organic world, but it de-

velops there. But as there cannot be a General without Instances embodying 

it, so there cannot be thought without Signs. [...] Admitting that connected 

Signs must have a Quasi-mind, it may further be declared that there can be 

no isolated sign. Moreover, signs require at least two Quasi-minds; a Quasi-

utterer and a Quasi-interpreter; and although these two are at one (i.e., are 

one mind) in the sign itself, they must nevertheless be distinct. In the Sign 

they are, so to say, welded. Accordingly, it is not merely a fact of human Psy-

chology, but a necessity of Logic, that every logical evolution of thought 

should be dialogic.” (CP 4.551)1 
 

Peircean semiotics is a kind of phenomenology in which an interpreter’s 

mind is affected by signals coming either from the world and/or from inter-

nal memories. The interpreter has no direct access to real objects (Dynam-

ical Objects), but only to their signs conveyed by the signals (Immediate 

Objects), which means that all representation is due to some kind of collat-

eral experience (CP 8.314). Peirce considers signs as anything suitable to 

represent anything else. Also, for Peirce, to represent means to be able to 

transform a sign into another sign called the interpretant of the original 

sign, which still holds the same power of interpretation. This happens 

through a process called semiosis, the process by which a sign is trans-

formed into another sign. According to Noth, despite sign, representation, 

mediation, and interpretation being the key terms in the study of semiotic 

processes, instead of the term information, Peirce had much more to say 

about how signs convey information than is usually acknowledged in con-

temporary information sciences, and he explains:  
————————— 

1 Citations to Peirce’s works in this paper follow the traditional format used by Peircean scholars. 
So, instead of Peirce (1931–1958, pp. 120–138) for some pages of the Collected Papers of Charles 
Sanders Peirce, the citation appears as CP x.y where: CP indicates the title, x indicates the volume 
and y indicates the paragraph. 
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“Peirce’s information theory does not conceive of information in terms of 

probabilities of the occurrence of signals, words, or sentences in actual utter-

ances. Instead of probabilities, it calculates the logical quantities of extension 

and intension of symbols. Furthermore, it does not only calculate the value of 

the actual information conveyed through new informative propositions but 

also information as it has accumulated through the implications that symbols 

acquire in the course of their history. It is, hence, both a theory of knowledge 

acquisition and a theory of the growth of symbols.” (Noth, 2012) 

 

So, if cognition means the process of acquiring knowledge from the world 

through a form of information processing, and signs convey information 

through semiosis toward knowledge acquisition, we postulate that 

knowledge is encoded through signs, which points to the Peircean semiotics 

as promising grounding for cognition. And finally, we consider here that the 

interpreting mind involved in the semiotic processes could be a computa-

tional device referred to as an artificial autonomous agent, or simply an 

agent which is defined by Russell and Norvig (2020, p. 36) as “anything that 

can be viewed as perceiving its environment through sensors and acting 

upon that environment through actuators.” Thus, in this paper, we consider 

the possibility of an agent, affected by the signals from the world, to use 

these signals in semiotic processes to acquire knowledge, and use this 

knowledge to drive its actions. 

 
 

2. KNOWLEDGE AND CATEGORIES 

 

The general theory of knowledge aims to understand the signification 

processes of human thought and their relations to the objects of the world as 

a whole. In its turn, the special theory of knowledge investigates the most 

elementary concepts used to describe objects, and these concepts are called 

categories. In this sense, the special theory of knowledge is a theory of cate-

gories, and its focus points to the logical origins of the forms of thought and 

how they arise from the essential laws of thought in confrontation with the 

experience data (Hessen, 2003, pp. 133–134). 

Aristotle was the first philosopher to take care of such matters, and had 

used language, particularly classes of words, to frame all elements of reality 

into ten categories: substance; quantity; quality; relatives; somewhere; 

sometime; being in a position; having; acting; and being acted upon. Ac-

cording to Aristotle, words are things that are said, and it is natural to inter-

pret his system as a classification of words. However he was not primarily 

interested in words but in the world to which words correspond (Studt-

mann, 2021). 

Due to the skepticism about our capacity to distinguish precise divisions 

in reality, an important shift from Aristotelian realism to what was called 
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categorial conceptualism was promoted by Kant. Unlike his precursor, he 

established his system based on the idea that human thought has no access 

to the thing in itself but only to its appearance or phenomena, which leads 

to the essential categories that govern human understanding or judgement, 

and judgement is the basis for any possible cognition of phenomena. Thus, 

to enumerate the forms of possible judgement, he used Aristotelian logic to 

determine four respects in which one can classify any judgement: quantity, 

quality, relation, and modality. Moreover, in respect to each class of judge-

ment, Kant recognized three subdivisions leading to twelve categories: 

Quantity (Unity, Plurality, and Totality), Quality (Reality, Negation, and 

Limitation), Relation (Inherence and Subsistence, Causality and Depend-

ence, and Community), and Modality (Possibility, Existence, and Necessity) 

(Thomasson, 2019). 

The third great system of categories in the history of philosophy was pro-

posed by Charles Sanders Peirce. In his intent to describe the most universal 

and elementary categories of all possible experiences he followed the same 

terminology of Aristotle (hai kategoriai) and Kant (die categorien), but the 

result he achieved was even more radical than that of his predecessors. 

Based on the semiotic processes, he has found only three categories in which 

all phenomena can be divided, leading to a logical and social theory of sign 

(Santaella, 2000, p. 7). The following section presents a panoramic view of 

Peirce’s work on semiotics. 

 
 

3. BASIC NOTIONS OF PEIRCEAN’S SEMIOTICS 

 

Semiotics denotes the study of signs and significant processes (semiosis). 

In modern semiotics, the general theory of signs of Peirce postulates semiotics 

as a universal science, not restricted to human communication. In such sense, 

signs do not correspond to a specific class of phenomenon but are the elemen-

tary components of a kind of phenomenology (Noth, 1995, pp. 39–41) or 

phaneroscopy, which aims to study the universal categories of the phanerons 

(from the greek phaneros: visible, manifest, evident, apparent): 

 
“What I term phaneroscopy is that study which, supported by the direct ob-

servation of phanerons and generalizing its observations, signalizes several 

very broad classes of phanerons; describes the features of each; shows that 

although they are so inextricably mixed together that no one can be isolated, 

yet it is manifest that their characters are quite disparate; then proves, be-

yond question, that a certain very short list comprises all of these broadest 

categories of phanerons there are; and finally proceeds to the laborious and 

difficult task of enumerating the principal subdivisions of those categories.” 

(CP 1.286) 
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Peirce’s efforts have reduced all phenomena to only three ontological cat-

egories: 

— Firstness as “the mode of being of that which is such as it is, positively 

and without reference to anything else” (CP 8.328). Firstness is relate to the 

ideas of simple potentiality, possibility and independence, a feeling not yet 

converted to reflection, just a glimpse of reality in the state of pure indeter-

mination. All ideas that are absolutely independent of further ideas to sub-

sist are related to Firstness; 

— Secondness as “the mode of being of that which is such as it is, with re-

spect to a second but regardless of any third” (ibidem). Secondness points to 

the experience of space-time, to action, to the experiential reality, to fact, to 

a perceptible consistency without purpose or judgement, because all these 

ideas require a relation to other ideas in order to be conceived—any point in 

space or time requires a connection to another point in space or time in or-

der to be space or time, any action requires an actor, a fact requires an exist-

ence where the fact materializes, a consistency requires a reference to what 

it is consistent to. This is the category for ideas that can only make sense 

while relating to another idea; 

— Thirdness as “the mode of being of that which is such as it is, in bring-

ing a second and third into relation to each other” (ibidem). Thirdness cor-

responds to mediation, to law or habit, to continuity, to purpose and judge-

ment, to thought, and representation because all these ideas are, in them-

selves, relations between other ideas: mediation is the relation between two 

other things, a law puts under relation all its possible instances, a habit is 

nothing more than a learned law, continuity is the principle of recursive 

mediation between two others, purpose is a glimpse of the future mediating 

the flow of past to present. Thirdness is the category for ideas that are the 

own relation between two other ideas or, in other words, when the own rela-

tion of two other ideas becomes an idea. 
 
 

For Peirce, the three categories are related in a triadic way and this rela-

tion is irreducible, without boundaries between them: “Not only does Third- 

ness suppose and involve the ideas of Secondness and Firstness, but never 

will it be possible to find any Secondness or Firstness in the phenomenon 

that is not accompanied by Thirdness” (CP 5.90). From this phenomenolog-

ical framework, Peirce creates the notion of genuine sign, an ingenious ex-

planation conceived from the concepts of thought and representation pre-

sent in the category of Thirdness: 
 
 

“A Sign, or Representamen, is a First which stands in such a genuine triadic 

relation to a Second, called its Object, as to be capable of determining a Third, 

called its Interpretant, to assume the same triadic relation to its Object in 

which it stands itself to the same Object. The triadic relation is genuine, that 
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is its three members are bound together by it in a way that does not consist in 

any complexus of dyadic relations” (CP 2.274). 
 

As pointed by Adele Queiroz (2004, p. 53), the tripod is the best repre-

sentation of a sign. However, due to the purpose of making explicit some 

specific aspects of semiosis, this work uses a slightly modified tripod to rep-

resent the sign, but, despite its unbalanced form, no dyadic relation must be 

interpreted (See Figure 2). 
 

 

 
Figure 2: From the tripod to a modified tripod as sign representations 

 
 

With our modified tripod, we want to emphasize that the sign/represen-

tamen, corresponds exactly to the relation between the object and the inter-

pretant, detached as an entity in itself. Or, in other words, the sign is the 

third that connects the object to the interpretant, mediating between these 

other two, being the logic mediator between them. 

Furthermore, Noth (1995, pp. 43–44) claims that Peirce considers two 

types of objects: the Dynamical Object corresponding to the object outside 

the sign, something near to the real object, and the Immediate Object corre-

sponding to the object inside the sign, near to the representation itself; 

Moreover, Peirce also considers three types of interpretants, the Immediate 

Interpretant as a semantic potentiality, the Dynamical Interpretant as the 

direct effect produced by a sign in the interpreter which can lead to an ac-

tion in the world, and the Final Interpretant as the one carried so far that an 

ultimate conclusion was reached, which signifies the possibilities of contin-

uous learning. Peirce used the three categories (Firstness, Secondness and 

Thirdness) and the triadic relation (Representamen, Object and Interpre-

tant) to create a typology with three trichotomies, as shown in Table 1. 
 
 

Table 1: Peircean typology of signs, based on Noth (1995, p. 45) 
 

Trichotomy 

Category 

of the representa-
men 
 

of relation to 
object 
 

of relation to interpre-
tant 
 

Firstness Qualisign (Tone) Icon Rheme 

Secondness Sinsign (Token) Index Dicent 

Thirdness Legisign (Type) Symbol Argument 
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With this typology, Peirce had conceived 10 possible classes of signs: 

With this typology, Peirce had conceived 10 possible classes of signs:  

1. (Rhematic Iconic) Qualisign,2 e.g. a non-specific feeling of red; 2. (Rhe-

matic) Iconic Sinsign, e.g. a particular drawing of an ox, carved in a stone, in 

a cave, recognized by its similarity to an ox; 3. Rhematic Indexical Sinsign, 

e.g. a subtle non-identified cry, attracting our attention to the person crying; 

4. Dicent (Indexical) Sinsign, e.g. a weathercock, as affirming the wind di-

rection here and now; 5. (Rhematic) Iconic Legisign, e.g. a generic diagram, 

apart from its factual individuality;3 6. Rhematic Indexical Legisign, e.g. the 

general idea behind a demonstrative pronoun like “this,” or “that;”4 7. Di-

cent Indexical Legisign, e.g. a recognized traffic sign, planted in the ground, 

specifying that a particular traffic law is applied there;5 8. Rhematic Symbol-

ic (Legisign), e.g. a common noun; 9. Dicent (Symbolic Legisign), e.g. an 

ordinary proposition; and 10. Argument (Symbolic Legisign), e.g. a syllo-

gism.6 

Following the unbalanced tripod representation introduced here, and 

considering that each element in the tripod can be either a possibility, an 

existent or a law, Figure 3 shows the diagrams corresponding to each one of 

the ten classes of signs proposed by Peirce. White circles in dashed lines 

means that the element is a mere possibility (Firstness), while grey circles in 

continuous line correspond to elements that are true existents (Secondness), 

and black circles in continuous line correspond to elements that are consid-

ered as laws (Thirdness). 

In addition to the classification of the signs, some important relations be-

tween them must be considered, mostly, the relations concerning composi-

tion and government. Composition means that a more complex sign might 

incorporate other less complex signs. In other words, if a sign might be bro-

ken into parts, these parts compose the sign as a whole, e.g., for the Dicent 

Indexical Sinsign, Peirce says that “[...] is any object of direct experience, in 

so far as it is a sign, and, as such, affords information concerning its Object. 

[...] Such a sign must involve an Iconic Sinsign to embody the information 

————————— 
2 Parenthesis indicates that some terms can be omitted due to redundancy, e.g, a Qualisign must 

be Rhematic and Iconic, so it can be referred simply as a Qualisign. 
3 This is the case every time an Iconic Sinsign is recognized as an instance of a more general law 

ruling every single instance of it. The Iconic Legisign is the interpretant of the Iconic Sinsign. 
4 Do not confound that with the words “this” or “that”, which are Rhematic Symbolic Legisigns. 

In a technical sense, the Rhematic Indexical Legisign is the interpretant of a Rhematic Symbolic 
Legisign, after its interpretation. In fact, when we are reading a text and the word “this” appears, it is 
first an Iconic Sinsign (the ink at the paper), which is then interpreted as an Iconic Legisign (a re-
cognized word), which is further interpreted as a Rhematic Symbolic Legisign, which is finally inter-
preted as a Rhematic Indexical Legisign. 

5 The traffic sign, in itself is just a Rhematic Symbolic Legisign, interpreted in the sense of a traf-
fic law. What constitutes the Dicent Indexical Legisign is the fact that this traffic sign is planted in 
the ground, providing an affirmation that the traffic law, represented by the Traffic Sign (just  
a Rheme composing the Dicent) is ruling at this location. 

6 Examples adapted from (Noth, 1995, p. 45). 
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and a Rhematic Indexical Sinsign to indicate the object to which the infor-

mation refers.” (CP 2.257). So, every Dicent might be decomposed into a 

particular set of Rhemes (fragments of the Dicent), which, as a whole, com-

pose it. And government means that all Legisigns (Types) exist through 

their Sinsigns (Tokens or Replicas), e.g., Peirce claims that  
 
 

“An Iconic Legisign (e.g., a diagram, apart from its factual individuality) is 

any general law or type, in so far as it requires each instance of it to embody  

a definite quality which renders it fit to call up in the mind the idea of a like 

object. [...] Being a Legisign, its mode of being is that of governing single re-

plicas, each of which will be an Iconic Sinsign of a peculiar kind.” (CP 2.258)  

 

 

 

Figure 3: The ten classes of Peircean semiotics according to the proposed diagrammatic  

representation 

 

Taking into account these relations, Figure 4 aims to represent all possi-

bilities for the ten classes of signs. In this figure we adopted the following 

convention: 
 
 

— Continuous arrows stand for composition and dashed arrows stand 

for government; 

— Legisigns are divided into three types, embracing: LI (Laws of Instan-

tiation), LC (Laws of Coding), and LR (Laws of Reasoning); 
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— In the composition scheme, black arrows (a) mean ordinary composi-

tion, purple arrows (b) represent the arbitrary associative laws of cod-

ing and orange arrows (c) represent agglutination of sentences to form 

an argument; 

— In the government scheme, blue arrows (1) represent genuine necessi-

ties, green arrows (2) represent arbitrary necessities and the red ar-

row (3) represents meta-necessities (laws of laws). 

 

Figure 4: The ten classes of signs and their relations of composition and government  

(based on Camargo, 2018, p. 45) 

 

Composition and government relations will be resumed in the next sec-

tions where LI, LC and LR will be clarified. For now, it is necessary to intro-

duce the notion of semiosis as a process. This means that in the space-time 

framework, a sign can be interpreted into another sign called its interpre-

tant, and this interpretant, for its time, keeps the same potential of inter-

pretability (to be interpreted into a further sign), making the process con-

tinuously going on in the direction of the Final Interpretant. This direction 
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is merely a tendency as the Final Interpretant cannot be really reached be-

cause, if so, it would mean that the absolute truth concerning the object was 

obtained, which is impossible. Even so, as signs grow, the knowledge about 

the object increases more and more (see Figure 5). Peirce said about the 

Final Interpretant that: 

 
“... We must also note that there is certainly a third kind of Interpretant, 

which I call the Final Interpretant, because it is that which would finally be 

decided to be the true interpretation if consideration of the matter were car-

ried so far that an ultimate opinion were reached.” (CP 8.184) 
 

 
 

Figure 5: Representation of the semiotic process (semiosis) 

 

Finally, it is important to understand the dynamics by which a Dynamical 

Object, present at the environment, becomes known by an interpreter’s 

mind (see Figure 6). The interpreter does not have direct access to it. In-

stead, this access is always mediated by a sign. But a single sign cannot bring 

a full acquaintance of the Dynamical Object. It can only bring a partial facet, 

a particular aspect of this object, which is called the Immediate Object, the 

parcel of the Dynamical Object, which is conveyed by a single sign. This par-

ticular aspect of the Dynamical Object, is consolidated internally in the in-

terpreter’s mind by the generation of the Immediate Interpretant, during  

a semiosis process. As soon as many different signs bring different aspects of 

the same Dynamical Object, they are integrated into the Dynamical Inter-

pretant, which can be viewed as the ongoing, best understanding of the  

Dynamical Object, as long as the interpreter receives signs related to this 

Dynamical Object. The Final Interpretant is just an ideal target, which will 

never be achieved, supposing that an infinite number of signs related to this 

same Dynamical Object could provide a complete understanding of the Dy-

namical Object. This process is detailed in next section. 
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4. FROM SIGNALS TO KNOWLEDGE 
 

Considering an agent (at this moment, natural or artificial) in relation to 

its environment, we assume here that there is a world outside the agent that 

cannot be reached by direct access, but only indirectly by means of signs, 

provided by sensors or internal memories. The agent is equipped with sen-

sor devices that can capture and measure certain signals coming from the 

world or, most precisely, signals that correspond to partial properties of the 

objects of the world that can be possibly sensed. Thus, a signal is considered 

here as the substrate of signs, or as “the vehicle of semiotics” which “is op-

posed to the sign since it is only its physical embodiment” (Noth, 1995,  

p. 80). In this sense, a signal is a term of information theory and should not 

be confused with the signs themselves. 
 

 
 

Figure 6: The semiotic dynamics between the interpreter’s mind and the environment 

 

The environment is populated by things that will be referred to as  

presumed existents or simply existents, which corresponds to the Dynamic 

Objects, or the real objects that will be represented by a sign.7 When an 

agent captures the signals coming from a presumed existent and uses them 

to determine its actions, it plays the role of an interpreter. The term “pre-

sumed” is used to reassure that it is impossible to claim its real state of ex-

istence. 

————————— 
7 In Peirce’s words, “That thing which causes a sign as such is called the object (according to the 

usage of speech, the ‘real,’ but more accurately, the existent object) represented by the sign: the sign 
is determined to some species of correspondence with that object.” (CP 5.473) 
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The agent, or interpreter, has a mind that, in the case of artificial agents, 

corresponds to its control system and memory, which are used to turn sig-

nals into signs, transforming the signals information into knowledge (Gud-

win, 1999, 2001). Sensors and/or internal memories can be used as sources 

of signals, by agents, to identify and create compatible models of the world. 

Besides existents and their properties, things in the real world must actuate 

following natural regularities or necessities. 

Sensors are sources of signals, which should be considered regarding 

three relevant aspects: Transduction, Intensity and Position/Orientation. 

Transduction is a unique capability of sensors, in establishing a natural 

analogy between different properties of existents with a prototypical proper-

ty to be used internally by an agent, for processing information within the 

agent’s mind. For each different sensor, a certain kind of property is being 

measured and translated to this prototypical property, which can be stored 

and interpreted, e.g. chemical-electric sparks in biological organisms or 

digital numbers stored in computer memories. Intensity corresponds to the 

magnitude of the signal, compared to a reference physical property, which 

can be understood as relative numbers that can change as time passes. Fi-

nally, Position/Orientation has to do with the fact that sensors are space 

located, so the signal they generate maintains a spatial relation between 

sensed properties and the agent’s own position/orientation. Thus, at each 

time step, each sensor generates a signal integrating intensity combined to 

position/orientation, which is then accumulated in a windowed queue, in 

order to register the passage of time, creating a spatial-temporal dynamics 

in the manifold of senses. In the interpreter’s mind, these signals are con-

veyed into signs. The most elementary ones are the Qualisigns, which stands 

in isomorphic relation to the properties of the presumed existents,8 remem-

bering that this is always a partial process as the presumed existent cannot 

be captured in its wholeness. 

 
 

4.1. Indexicality and iconicity in sensors 

Most Peircean semioticians consider sensors as sources of indexical 

signs. And there is a reason for that. Peirce himself had written that: 
 
 

“For the acceleration of the pulse is a probable symptom of fever and the rise 

of the mercury in an ordinary thermometer or the bending of the double strip 

of metal in a metallic thermometer is an indication, or, to use the technical 

term, is an index, of an increase of atmospheric temperature, which, never-

theless, acts upon it in a purely brute and dyadic way. In these cases, howev-

————————— 
8 The terms property and quality can be used to the same signification, but in this paper, the 

term property is used in reference to the features of the existents of the real world and the term 
quality is used in reference to the signs 
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er, a mental representation of the index is produced, which mental represen-

tation is called the immediate object of the sign; and this object does triad-

ically produce the intended, or proper, effect of the sign strictly by means of 

another mental sign; and that this triadic character of the action is regarded 

as essential is shown by the fact that if the thermometer is dynamically con-

nected with the heating and cooling apparatus, so as to check either effect, we 

do not, in ordinary parlance speak of there being any semeiosy, or action of  

a sign, but, on the contrary, say that there is an ‘automatic regulation,’ an idea 

opposed, in our minds, to that of semeiosy. For the proper significate outcome 

of a sign, I propose the name, the interpretant of the sign.” (CP 5.473) 
 
 
 

Nevertheless, in this work, we postulate that, regarding sensory process-

es, there are two possible interpretations about the types of signs sensors 

can produce. The first interpretation matches the general consensus of in-

dexicality: it is evident that a mercury thermometer acts indicating another 

object’s temperature (the temperature of the air surrounding the thermome-

ter). But what can be told if we are feeling this temperature by ourselves, 

using the ability of our skin to feel it, for that purpose? It is important to 

understand that both the mercury thermometer and our skin cells are tem-

perature sensors. In fact, they are both thermometers, maintaining certain 

isomorphism between the properties of the world and the qualities per-

ceived. The difference is that the mercury thermometer is an external sen-

sor, to which I might have my attention driven, while in the case of my skin, 

I am directly connected to it. So, sensors might differ depending on the fact 

of being (or not) a part of the agent. Under this particular perspective, sen-

sors can also be understood as sources of Iconic Signs (Gudwin, 2014). Even 

when thinking about thermometers and measured temperatures, both in-

stances can be detected. If one looks to a mercury thermometer and starts 

making conjectures about the intensity of the measured temperature, com-

paring the size of mercury column to the temperature being felt by their 

skin, they are involved in an indexical process, but if one touches a hot sur-

face with their own hands, some similar conjectures could be done, but they 

would have started from a different type of signs, the Iconic Sinsigns. 

In a very careful analysis of Peirce’s extensive and intricate system of 

signs classification, Santaella (2020, pp. 293–306) enhanced her earlier 

concept of the six degrees of iconicity (Santaella, 1996), which lead to the 

correspondence with three of the ten classes of signs, the Qualisigns, the 

iconic Sinsigns, and the iconic Legisigns. From her point of view, the iconici-

ty degrees go from Pure Icons (one degree) to Actual Icons (two degrees), 

and from them to Hypoicons (three degrees). 

Following Santaella, the Pure Icon is a quasi-sign, or a sign reduced to  

a monadic state as it is something merely mental. It’s something that does 

not even become realized as an idea, it stays in the undefined realm of mere 
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possibility, and she points to Peirce’s own words “For in precision of speech, 

Icons can represent nothing but Forms and Feelings. [...] No pure Icons 

represent anything but Forms; no pure Forms are represented by anything 

but Icons” (CP 4.544). However, when considering outward objects present-

ed to one’s mind, a dyadic relation is established through perception pro-

cess, and this change represents the passage from Pure Icons to Actual 

Icons. Now, it is not a case of merely mental action but a connection be-

tween outer and inner worlds that brings into relation the objects of the 

world and the mind, it is an act of perception. In this scheme, both Pure 

Icons and Actual Icons are related to Qualisigns (Santaella, 2020). 

On the other hand, the Hypoicons are Iconic Signs operating in the level 

of Secondness and Thirdness (Sinsigns and Legisigins). The Hypoicons can 

be divided into Images, Diagrams, and Metaphors according to the mode of 

Firstness they participate in. Images are the signs that participate in simple 

qualities (Firstness); Diagrams are those signs that represent relations 

(Secondness); and Metaphors are those signs that represent parallelism in 

something else (Thirdness) (CP 2.277). Stjernfelt (2007, pp. 293–306) in-

troduces the instances of hypoicons as follows: 
 

“Images in this restricted, technical meaning of the word are similar to their 

object due to some simple quality (color, shape, tonality, size ...); diagrams 

are all similarity-based signs which refer to their object by means of some 

skeletal analysis of the object into mutually connected parts. The diagram 

consists of a sketch-like anatomy of its object—as the most ordinary examples 

one may point to function diagrams, cake diagrams, column diagrams, matri-

ces—but also, cf. below, a much larger set of icon types. Metaphor, finally, is 

the picture type which refers to its object via the intermediary of a third  

object.” 

 

An important aspect of Hypoicons is their condition of compositionality. 

An image can be understood as a topological composite of qualities, or  

a bundle of qualities that, acting together, shapes the objects of the world;  

a diagram, in its turn, is a composite of relations between different parts of 

an object; and, finally, a metaphor exposes some kind of parallelism compo-

sition represented by a certain type of law that connects objects not by direct 

affection, but through some kind of idea. 

In this context, embodied sensors can be understood as source of Iconic 

Metaphors, mapping the objects of the world as an analogy of the properties 

of such objects (Gudwin, 2014). Figure 7 represents the action of a generic 

sensor functioning as an interface between the world and the interpreter’s 

mind. 

Thus, we might consider icons as the most basic bricks of knowledge that 

can affect an agent and, as pointed by Peirce: “For a pure icon does not draw 

any distinction between itself and its object. It represents whatever it may 
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represent, and whatever it is like, it in so far is. It is an affair of suchness 

only”(CP 5.74). Being so, the evanescent background of Qualisigns must be 

developed to most complex signs, first to Hypoicons, which represents fig-

ures detached from the background, and from them to even more developed 

signs as indexes and symbols. 

 

 
 

Figure 7: The process of signal transdution and its sign representation in the interpreter’s 
mind. Transduced signal occurs on a material substrate according to the nature of the agent  

(chemical-electric sparks, electric pulse, discrete numbering, etc) 

 

 
4.2. Indexicality and iconicity in sensors 

4.2.1. Firstness 

Nothing can be claimed for sure about both the existents and the laws 

ruling their natural interactions. But, due to these laws, existents show some 

properties and regularities that produce a signal set that, possibly, can be 

captured by agents equipped with appropriate sensors, e.g., an existent that 

has the property of reflecting electromagnetic waves in a band between the 

infrared and the ultraviolet can be perceived by a regular human being.  

Human eyes have the capacity to transduce photon beams to chemical-

electric pulses (transduced signal) that subsidize the agent to create a men-

tal map of the existent. This representation is not a high fidelity copy of the 

original, but, as written by Vieira (1994, p. 16): “the more an organism can 

generate environment isomorphic mapping the more it will be near of ‘ideal 

objectivity’, and more capable of surviving it will be.” 

Thus, considering Peircean semiotics, the mapping process generates the 

Immediate Objects, but, in this first moment, it is just a glimpse of the 

world, a diffuse background where no detached figure is yet in mind. At this 
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moment, only Qualisigns affect the agent mind. This is the domain of First-

ness, where everything is a mere possibility. It represents the most basic 

agent–environment interface, and it is the first step of the process toward 

getting knowledge about the world, e.g., someone stands on an open field 

with a small house at the left and there is a weathercock on the house’s roof, 

but at this first moment, the eventual interpreter is only able to feel sensory 

traces of them, through the manifold of senses. Everything is just a diffuse 

background of evanescent qualities (See Figure 8). 

 

 

Figure 8: Representation of Firstness, when only Qualisigns affect the interpreter’s mind, which is 
surrounded by a diffuse background of evanescent qualities that generate only Immediate  

Interpretants as semantic potentialities 

 
 

4.2.2. Secondness 

If Firstness corresponds to mere possibilities, the domain of Secondness 

is where existents became actualized as figures detached from the back-

ground. Now, there are three classes of sinsigns affecting the interpreter’s 

mind: the Rhematic Iconic Sinsign, the Rhematic Indexical Sinsign and the 

Dicent In- dexical Sinsign. The first one corresponds to the impressions of 

an existent (a thing is perceived), it is a Sinsign because it is, in itself, a part 

of existence, but the Object and the Interpretant remain as mere possibili-

ties. It is an Icon because it is recognizable due to its similarity with its ob-

ject. And it is a Rheme, because it is only a part of a possible proposition; the 

second corresponds to the apprehension of the existent and to the relations 

that this existent maintains with other existents. It is an Index because it 

drives attention to the existent it indicates, but the Interpretant remains as  
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a mere possibility; and the third, finally, turns the Interpretant into a fact, or 

a judgement (about something), it is the expression of the existent’s predi-

cates, a composition that leads to an episode of knowledge.  

Then, considering the process of impression-apprehension-expression in 

the example of a distracted person standing on an open field, suddenly,  

a gentle breeze moves the arrow of the weathercock and a brief high-pitched 

metallic sound reaches the agent’s ears. The sound makes something to be 

detached from the background. It is just the primary manifestation of an 

existent represented by Rhematic Iconic Sinsigns (impression). On a second 

moment, the attention of the interpreter turns his eyes to the weathercock, 

Qualisigns and Rhematic Iconic Sinsigns still actuate but now they are in-

volved by Rhematic Indexical Sinsigns that maintain the semiotic process 

going on: the sound points to the weathercock, which points to the wind 

(apprehension). Now, the interpreter’s mind are populated by Dicent Index-

ical Sinsigns, which allow the mind to start making judgements about the 

wind, about its speed and direction, possibly, its temperature could indicate 

a change in the weather conditions and the necessity to find a shelter, etc 

(expression). Semiosis keeps going on as new Sinsigns affect the agent, 

working in the composition of an episode of knowledge (See Figure 9). 
 

 

Figure 9: Representation of the Secondness, a perceived sound makes a figure to detaches from  
the background (the weathercock), which leads the attention of the interpreter to make judgements 

about the weather. At this moment Immediate Interpretants persist but they are accompanied  
by Dynamical Interpretants as the direct effect produced by a sign 

 

However, if all fact that takes place in the Secondness just represent un-

precedented events with no possibility of new occurrences in the future, no 

regularity, or law, would be recognized, and, consequently, nothing would 
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be converted to knowledge. In this sense, each Sinsign must be a replica (or 

a Token) of a Legisign. “The Replica is a Sinsign. Thus, every Legisign re-

quires Sinsigns. But these are not ordinary Sinsigns, such as are peculiar 

occurrences that are regarded as significant. Nor would the replica be signif-

icant if it were not for the law which renders it so” (CP 2.246). Therefore, 

judgements are possible only due to the actuation of another category: 

Thirdness. 

 
4.2.3. Thirdness 

Recurrent events actualized in Secondness are specific instances of gen-

eral laws. Sinsigns (Tokens) are governed by Legisigns (Types). There are six 

classes of Legisigns, and they will be introduced here divided into three sub-

classes in accordance with the types of laws they represent: Laws of Instan-

tiation (LI), Laws of Coding (LC) and Laws of Reasoning (LR). 

Laws of Instantiation are represented by Rhematic Iconic Legisigns, 

Rhematic Indexical Legisigns and Dicent Indexical Legisigns, each of them 

corresponding respectively to the types of their tokens: Rhematic Iconic 

Sinsigns, Rhematic Indexical Sinsigns and Dicent Indexical Sinsigns. These 

laws represent one dimension of what Hoffmeyer calls code-duality, the 

dimension of the continuous: 
 

“As analog [continuous] codifications, organisms recognize and interact with 

each other in ecological space, whereas as digital [discrete] codifications  

(genome), they are passively carried forward in time from generation to  

generation [...]. Seeing from this perspective, life must be understood as se-

miotic survival—survival via a fundamental code-duality” (Hoffmeyer, 2008, 

p. 80) 
 

If the continuous dimension is represented by the Laws of Instantiation, 

the discrete dimension of code-duality—which Hoffmeyer exemplifies 

through genome—is represented by the Laws of Coding: Rhematic Symbolic 

Legisigns and Dicent Symbolic Legisign. The rhematic character of the first 

one indicates one unique piece of information as a word, and the dicent 

character of the second demonstrates the connection of particular pieces of 

information to a predicate as a sentence. The Laws of Coding can be taken as 

the elements of a table, where two columns contain, each one, two different 

sets of terms—set T1 containing the terms t11, t12,... t1n, that correspond to 

words; and T2 containing the terms t2i, t22,... t2n that correspond to predicates, 

and each line represents the imposed, or arbitrary, relation between these 

terms (t11 points to t21, t12 points to t22,..., t1n points to t2n). Finally, the Laws of 

Reasoning, Argument Symbolic Legisigns, are responsible to mediating the 

associative relations between continuous and discrete codes, acting as a set 

of meta-laws to consolidate knowledge and to allow learning of new habits 

(See Figure 10). 



120 Eduardo Camargo, Ricardo Gudwin 

 

Figure 10: Representation of the Thirdness, and its three types of laws: Laws of Instantiation 

(continuous, classification), Laws of Coding (discrete, consolidation) and Laws of Reasoning  

(continuous/discrete, learning, laws of laws). It is the moment for the presence of the  

Final Interpretants that work as a tendency that will not be achieved but promote knowledge 

 

 

5. THE WHOLE PROCESS OF KNOWLEDGE ACQUISITION 

THROUGH SIGNS: FROM THE THREE WORLDS OF POPPER  

TO THE WORLDS OF IDEAS AND THE FRAGMENTS OF REALITY 

 
This section introduces some preliminary thoughts about reality based on 

possible relations between Popper and Peirce. It presents a digression that 

would help future development in Artificial Intelligence. Despite its specula-
tive character, we consider it relevant to introduce the theme in this paper. 

 
 

5.1. The three worlds of Popper 

Trying to represent reality, Karl Popper introduced the concept of three 

worlds, which were called world 1, world 2, and world 3. The original idea of 

Popper was not to establish three independent parts of reality, but three 

levels of it that interact and affect each other. In his own words: 
 
“There is, first, the world that consists of physical bodies: of stones and of 

stars; of plants and of animals; but also of radiation, and of other forms of 

physical energy. I will call this physical world ‘world 1’. [...] There is, secondly, 

the mental or psychological world, the world of our feelings of pain and of 

pleasure, of our thoughts, of our decisions, of our perceptions and our obse-

rvations; in other words, the world of mental or psychological states or pro-

cesses, or of subjective experiences. I will call it ‘world 2’.[...] By world 3 I 



 From Signals to Knowledge and from Knowledge to Action: Peircean Semiotics … 121 

mean the world of the products of the human mind, such as languages; tales 

and stories and religious myths; scientific conjectures or theories, and ma-

thematical constructions; songs and symphonies; paintings and sculptures. 

But also aeroplanes and airports and other feats of engineering.” (Popper, 

1972, p. 143) 
 

Popper divides world 1 into the world of non-living physical objects and 

the world of biological objects, claims that world 2 could be subdivided in 

various ways, e.g. into conscious experiences and dreams, and points that 

from world 3 many possible sub-worlds can be distinguished, e.g. the world 

of science from the world of fiction; and the world of music and the world of 

art from the world of engineering. 

If the idea of knowledge is conceived as the set of representations that 

can map reality to the agent’s mind, and this knowledge is the element that 

allows cognition to perceive the world and transform it in the benefit of the 

agent, then the three worlds of Popper can be understood as the things that 

can be the objects of cognition and also everything that can be known, being 

the world 1 as the world of knowable things, world 2 the world of the things 

already mapped inside the human mind, and the world 3 as the result of the 

human cognition that affects back the world 1. 

The three worlds of Popper, in some sense, correlate to the categories of 

Firstness, Secondness, and Thirdness of Peircean semiotics since world 1 

points to the objects of the reality that can be possibly perceived, world 2 to 

things that take place inside the human mind, and world 3 to things that can 

be created by humankind and creation presupposes the use of laws to com-

pound complex objects. But, the similarity ceases immediately as Popper 

considers these worlds in a pluralistic scheme: 
 

“What have I as a pluralist to say to the materialist monist and to the dualist? 

First of all, I am, like the dualist, prepared to agree with much that the mate-

rialist monist says; in fact, with everything except his denial of a world 2 of 

experiences and of a world 3 of abstract objects such as the Fifth Symphony. 

And similarly, I agree with all that the dualist says, except with his implicit 

belief that the Fifth Symphony is to be identified with our experiences of hea-

ring it, or of remembering it.” (Popper, 1972, p. 148) 
 
 

Peirce’s understanding of reality, instead, claims absolute continuity. He 

says that “yet, the reality of continuity once admitted, reasons are there, 

divers reasons, some positive, others only formal, yet not contemptible, for 

admitting the continuity of all things” (CP1.170). And claims that “now the 

doctrine of continuity is that all things so swim in continua” (CP 1.171). So, 

considering Popper’s effort to divide reality into worlds, but trying to com-

plement this approach with Peirce’s categories in continuous relations, next 

subsection will propose another division of reality into worlds. 



122 Eduardo Camargo, Ricardo Gudwin 

5.2. The Worlds of Ideas and Fragments of Reality 
 

All systems of categories are attempts to classify the kinds of elements 

that appear in the mind. These elements can be addressed, individually, as 

ideas, and elementary ideas can be linked together in order to generate more 

developed ones. Considering Peircean semiotics, signs are the elements that 

allow ideas to appear in the mind, and semiosis is the process that relates 

one idea to another. Popper’s world 1 (and possibly part of world 3) can be 

viewed as the world around us, our environment. Both world 2 and (part of) 

world 3 can be viewed as worlds related to things appearing in our mind. 

World 2 include the elements in our mind that can be put in correspondence 

with elements in world 1. World 3 include the creations of our mind that 

extrapolate world 1. In this work, we propose a different (but somewhat re-

lated) conceptualization, inspired in Peircean ideas. We focus first on what 

we might refer to the three Worlds of Ideas, categorizing the three different 

kinds of ideas that can appear in our mind. 

These are the World of Possibilities (related to the category of Firstness), 

the World of Existence (related to the category of Secondness) and the 

World of Laws (related to the category of Thirdness). Within each of these 

worlds, we also have embedded three other worlds that are related to three 

different levels in which we can describe the reality around us (Popper’s 

world 1). These are the World of Senses, the World of Things, and the World 

of Scenes. Figure 11 aims to represent this intricate organization. 
The World of Existence is somewhat equivalent to Popper’s world 1. In 

fact, it is not exactly world 1, but the ideas in our mind regarding world 1. It 
includes everything we believe is really happening around us, our best guess 
of what is real, things we may repute as real facts, what we might call “the 
truth”. Feelings of this world are feelings we really felt, or feelings we are 
currently feeling. Things of this world are things we believe are really there, 
things we believe are real, in the past or in the present. Scenes of this world 
are scenes we experienced by ourselves, or which by the testimony of others 
we believe they really happened, or are happening right now. In summary, 
the World of Existence includes our naive understanding of what we might 
call reality, or the real world, but which might better be called actuality or 
existence. We decided to start our description of the three Worlds of Ideas 
by the World of Existence, because usually this is the point of contact of our 
mind with reality. But, as pointed out by Peirce, the reality is more than the 
World of Existence. It includes also the World of Possibility and the World 
of Laws. In fact, according to Peirce, the World of Existence is related to 
Secondness. 

Now let’s investigate the other two worlds of ideas. The World of Possi-

bility (domain of Firstness) is the world including everything that is possi-

ble, or at least we believe is possible, in the world of existence. It includes 

imagination, speculation, hypothesis, plans for the future, exploration of 
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scenarios, etc. The World of Possibility is the world where fiction and imagi-

nation take place. It is the world that works as the playground of the mind, 

where we situate things we know are not part of existence, but (we specu-

late) might be. Feelings in this world are just possible feelings, not those that 

really happened, or are happening. We can think of the World of Possibility 

as either atemporal, out of time, or as in the future, something that might 

possibly happens in the future. Things in the World of Possibility are just 

imaginary things, things that might exist, but without any commitment with 

things that really exist. Scenes in the world of possibility can be the recrea-

tion of scenes that really happened at the world of existence, but without any 

implication that they really happened. The World of Possibility is where we 

situate our interpretations, when we read a book of fiction, when someone 

tells us an invented story. We know they are not real, even though, they 

might be. While interpreting text, the World of Possibility is where we situ-

ate things when we talk about “a horse,” or “a red apple.” It is not a particu-

lar horse we get in touch during our life, but just a possible horse. It is not a 

particular apple we found, or might find, nor with a particular kind of red, 

but just any possible red. 
 

 

 
Figure 11: The worlds of ideas and the fragments of reality 

 

Sane persons, while thinking, are fully capable of making the distinction 

of what pertains to the World of Existence, and what pertains to the World 

of Possibility. Illusions are things we erroneously situate in the World of 
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Existence, but are actually part of the World of Possibilities. Also, people 

with mental problems might make a confusion between these two worlds. In 

fact, anyone might be subject to this mistake, in some situations. Neverthe-

less, in its process of interpreting signs, an agent should be always classify-

ing things as being either a part of the World of Existence, or of the World of 

Possibility. Besides that, everything in the World of the Existence might 

have a dual in the World of Possibility, as everything that really is, must 

first, be possible. 

Finally, the last of the three Worlds of Ideas is the World of Laws (do-

main of Thirdness). There reside all the ideas regarding concepts, catego-

ries, types, habits of behavior, patterns, learning algorithms, rules, etc. Even 

though the concept of law is something that we can intuitively understand, 

at the same time it is quite difficult to precisely define. A law is a generic 

term we use to abstract an idea that mediates the relation between other 

ideas. A law is the reason by which many other different ideas are bounded 

together in becoming instances of it (the law). In set theory, it is the mem-

bership rule that defines if an element is (or is not) a member of a set. In 

physics, laws capture the generality of phenomena and allow them to be 

described in terms of things that keep repeating themselves in different sit-

uations. In human social interactions, laws are human arbitrations for en-

forcing certain habits of conduct among a group of people. The concept of 

law embraces the idea of generality, of an implicit reason for putting togeth-

er things that might have their own individuality, but at the same time share 

some kind of commonality. Thus, in the World of Laws we locate all the con-

cepts governing all other kinds of ideas. 

These concepts govern both the ideas pertaining the world of possibility 

and the World of Existence. These are meant to be instances of these  

concepts. So the feelings in the World of Laws are all the categories of  

feelings (or senses) that are related to the feelings in the World of Possibili-

ties and the feelings in the World of Existence. The things in the World of 

Laws are all the categories of things that are related to the things in the 

World of Possibilities and the things in the World of Existence. And the 

scenes in the World of Laws are all the categories of scenes that are related 

to the scenes in the World of Possibilities and the scenes in the World of 

Existence. 

Given that, we can see that the same three Worlds of Senses, Worlds of 

Things and World of Scenes do appear in the World of Possibilities, the 

World of Existence and the World of Laws. But the ideas there, besides shar-

ing some commonality, are not the same. We refer to these three worlds as 

the Fragments of Reality, in three different contexts. In terms of existence, 

the existence can be fragmented (segmented) into scenes, involving different 

things, where different (sensed) properties might change (or remain con-

stant), along time passes. 
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Now, permeating all the three Worlds of Ideas (and their Fragments of 

Reality), we have signs, representing the different aspects of reality. The 

identification often classes of signs, separated into three categories, presup-

poses that all types of ideas can be encoded to express these different as-

pects of reality. 

In a natural or artificial agent, all these signs are supposed to manifest 

themselves either on signals coming from sensors and actuators, or in sig-

nals stored into internal memories. In natural agents, these signals might be 

chemical/electrical signals located in specific body cells, like e.g. neurons, or 

muscular cells. In artificial agents, we might generalize that all the signals 

are stored into computer memories, given that some memory addresses are 

in fact mapping into the agent’s sensors/actuators. Through its sensors and 

actuators, the agent can only reach the World of Senses, leaving the World 

of Things and the World of Scenes to be always presumed, even in the World 

of Existence and in the World of Possibilities. Also, not all of the possi-

ble/existing properties can be captured by the agent. So, depending on the 

nature of the agent and the capacity of its sensors, different properties might 

be sensed/represented. The property in itself will depend on the sen-

sor/actuator where the signal comes from. 

In this scheme, the signals coming from the agent’s sensors represent dif-

ferent features of the Dynamical Objects supposed to exist in the reality. 

These dynamical objects are the fragments of reality being represented by 

signs. They might be senses, things or scenes, depending on the signs repre-

senting them. The most basic kind of sign, the Qualisign, is only capable of 

representing a sense in the World of Possibility. It is used to represent just  

a hypothetical sense (an imaginary or generic one). In order to represent  

a sense that was really sensed, by an agent, a sense at the World of Exist-

ence, we might require a Rhematic Iconic Sinsign, governed by a Rhematic 

Iconic Legisign (which represents a law at the World of Laws). When an 

agent captures, in a given instant of time, a particular measuring from  

a particular sensor, this causes the creation of a Rhematic Iconic Sinsign at 

the agent’s internal memory. As soon as this Rhematic Iconic Sinsign is rec-

ognized as an instance of a Rhematic Iconic Legisign, the dynamics of the 

World of Senses is completed. Despite the status of Secondness of the Rhe-

matic Iconic Sinsigns, their presence as mere possibilities, as becoming from 

a hypothetical Thing, from the World of Possibilities, denotes their iconic 

condition. 

Things can be represented as bundles of properties. So, in order to repre-

sent things, either from the World of Possibilities or from the World of Ex-

istence, we need to use Rhematic Indexical Sinsigns governed by Rhe matic 

Indexical Legisigns. They are indexes, because they do not have in them-

selves the properties, but they point to icons that represent these properties. 

So, each Rhematic Indexical Sinsign will be pointing to multiple Rhematic 
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Iconic Sinsigns, if this thing is from the World of Existence, or Qual- isigns, 

if it represents a thing at the World of Possibilities. So, in fact, a Rhematic 

Indexical Sinsign is a bundle of Rhematic Iconic Sinsigns, representing mul-

tiple senses at the World of Existence, or a bundle of Qualisigns, represent-

ing multiple senses at the World of Possibilities. Rhematic Indexical Legis-

igns are laws, from the World of Laws, used to represent classes of things. 

Finally, the agent can make judgements about the things, their properties 

and how these properties change over time forming scenes. In order to rep-

resent these scenes and other kinds of judgment about the particular state of 

any particular thing being a part of a scene, we might use Dicent Indexical 

Sinsigns governed by Dicent Indexical Legisigns. These are indexes because 

they point either to Rhematic Indexical Sinsigns representing the things 

participating at the scene, or to Rhematic Iconic Sinsigns or to Qualisigns 

representing a particular sense, from the World of Possibilities or the World 

of Existence, while being used or not to characterize the scene. This scene 

might be from the World of Possibilities, while being a hypothetical (generic 

or imaginary) scene, or from the World of Existence, while being a scene 

that really happened. Dicent Indexical Legisigns are laws representing the 

many classes of scenes sharing some kind of commonality. While perceiving 

a scene evolving in time, the agent creates a Dicent Indexical Sinsign. As 

soon as this Dicent Indexical Sinsign is recognized as being an instance of  

a Dicent Indexical Legisign, the class of scene just happening is recognized. 

This dynamics makes the World of Scenes. 

The three worlds representing the Fragments of Reality: the World of 

Senses, the World of Things, and the World of Scenes are not confined to  

a specific World of Ideas. They can be perceived inside the World of Possi-

bilities, the World of Existence, and the World of Laws. What differentiate 

the Fragments of Reality inside each World of Senses and the World of 

Things is the combined status of all necessary sensed qualities needed to 

generate the representation of specific things, and then how these things are 

involved in the representation of scenes. For example, the idea of a horse 

involves a bunch of qualities, like form, color, being located in a specific 

space-time, etc. When all (or at least some of) these qualities are undefined 

or vague, the idea represents a horse in the World of Possibilities. This 

might be a generic indefinite horse, or maybe a fictional horse. When all 

these qualities are defined, the idea represents an existent horse, or a specif-

ic horse in the World of Existence. 

Rhematic Iconic Legisigns, Rhematic Indexical Legisigns and Dicent  

Indexical Legisigns are all cases of Laws of Instantiation. These laws are 

used to represent classes or types, governing instances of different frag-

ments of reality. Beyond the Laws of Instantiation, there are two other clas-

ses of signs, the Rhematic Symbolic Legisigns, and the Dicent Symbolic 

Legisigns that are cases of Laws of Coding. They govern their Replicas in 
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such a way that the first represents symbols to other things around (like  

a word or a group of words not forming a complete sentence), and the sec-

ond represents symbols of judgments about scenes, things and senses (like  

a complete sentence). The first governs Rhematic Indexical Sinsigns, and 

the second governs Dicent Indexical Sinsign, which makes to place them, 

respectively, in the World of Things and in the World of Scenes. Finally, 

rests the Arguments (Argument Symbolic Legisigns), which are learning 

rules (Laws of Reasoning) that govern Replicas of Dicent Indexical Sinsigns, 

which corresponds to the Worlds of Scenes. 

The result of the division of reality into worlds based on the theory of 

signs of Peirce, even being a bit intricate, introduces a new approach to 

study knowledge acquisition in a continuous framework, which can direct 

the researchers’ attention to once hidden pieces of evidences to conceive 

better models of the mind. 

 

 

6. FROM KNOWLEDGE TO ACTION 
 

6.1. Energetic Interpretants, Actions and Creativity 
 

In last section, two levels of knowledge, based on Peircean Semiotics, 

were considered: one driving the acquisition and establishment of 

knowledge, mediated by Laws of Instantiation and Laws of Coding, and one 

allowing learning, mediated by Laws of Reasoning, leading to habit changes. 

Now it is time to address how semiosis can be related to actions. 

Semiosis is the process by which a sign causes an effect, its interpretant. 

According to Peirce’s earlier ideas, this interpretant was supposed to neces-

sarily be another sign, generating a scheme of infinite semiosis, in which an 

interpretant is also a sign and, being so, another interpretant should be pre-

sent in an unending process. But Short (2004) points out that, after 1904, 

Peirce expanded his original point of view, proposing that an interpretant 

need not always be another sign. In this expanded comprehension, even 

though the genuine effect of a sign is to generate another sign (a thought-

sign), degenerate cases of interpretants might be actions or feelings as well. 

Peirce’s claims that: 
 

“... Taking sign in its broadest sense, its interpretant is not necessarily a sign. 

[...] We may take a sign in so broad a sense that the interpretant of it is not  

a thought, but an action or experience, or we may even so enlarge the mean-

ing of sign that its interpretant is a mere quality of feeling. A Third is so-

mething which brings a First into relation to a Second. A sign is a sort of 

Third. How shall we characterize it? Shall we say that a Sign brings a Second, 

its Object, into cognitive relation to a Third? That a Sign brings a Second into 

the same relation to a first in which it stands itself to that First? [...] A sign 

therefore is an object which is in relation to its object on the one hand and to 



128 Eduardo Camargo, Ricardo Gudwin 

an interpretant on the other, in such a way as to bring the interpretant into  

a relation to the object, corresponding to its own relation to the object.  

I might say ’similar to its own’ for a correspondence consists in a similarity; 

but perhaps correspondence is narrower.” (CP 8.332) 

 

Following Short (2004) explanation, Peirce established a new classifica-

tion of the interpretants, considering that feelings are monadic, actions are 

dyadic, and signs are triadic, and, in 1907, Peirce called these types of inter-

pretants emotional, energetic, and logical. In Peirce’s words: 

 
“This ‘emotional interpretant,’ as I call it, may amount to much more than 

that feeling of recognition; and in some cases, it is the only proper significate 

effect that the sign produces. Thus, the performance of a piece of concerted 

music is a sign. It conveys, and is intended to convey, the composer’s musical 

ideas; but these usually consist merely in a series of feelings. If a sign produ-

ces any further proper significate effect, it will do so through the mediation of 

the emotional interpretant, and such further effect will always involve an ef-

fort. I call it the energetic interpretant. The effort may be a muscular one, as it 

is in the case of the command to ground arms; but it is much more usually an 

exertion upon the Inner World, a mental effort. [...] In advance of ascertai-

ning the nature of this effect, it will be convenient to adopt a designation for 

it, and I will call it the logical interpretant, without as yet determining whet-

her this term shall extend to anything beside the meaning of a general con-

cept, though certainly closely related to that, or not.” (CP 5.475-6) 

 

So, following this new trichotomy introduced in 1907, we can assume 

that every action is the energetic interpretant of a previous sign, processed 

by an agent in its behavioral process. We can split the process of action into 

three different moments or stages. In the first moment, an action is pro-

posed. In a second moment, an action might be selected, among many pos-

sible actions, which might have been first proposed. Finally, the selected 

action is then performed. 

Considering the different means by which an action might be proposed, 

and applying Firstness, Secondness and Thirdness, we might reach three 

different kinds of actions: 
 

— Actions of Firstness are spontaneous kinds of actions, usually embed-

ded with some sort of randomness with an exploratory disposition. 

This kind of actions induces strategies of trial and error that lead to 

start finding solutions to unknown situations. The main characteristic 

of an Action of Firstness is that its proposal (or determination) is 

completely independent of the present situation. 

— Actions of Secondness are reactive actions triggered by a sensor or an 

internal signal. They are reactions to either external or internal stimu-

li, usually the fruit of a habit of conduct, triggered only due to the per-
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ception of an immediate present. So, its proposal (or determination) is 

a function of the present situation. 

— Actions of Thirdness are motivated actions, which are the most com-

plex of them, requiring both the perception of the immediate present 

and an expected desired future state, which the agent is supposed to 

achieve. In order to perform Actions of Thirdness, an agent needs to 

have at least some model of the effect of possible actions when applied 

to the present state, and the new state to be achieved if these actions 

are applied. Then, a path of actions (a plan) might be conceived, mov-

ing the present situation to the future desired state. So, its proposal 

(or determination) is a function both of the present situation, and the 

desired future state the agent is supposed to reach. 

 

We assume that multiple processes of semiosis happening inside an 

agent’s mind might propose a whole set of actions, which will compete to 

each other in order to be selected, such that the chosen one, in any particu-

lar instance of time, will then be performed, or executed. Actions of First-

ness will be proposed every time a certain level of doubt is achieved, or the 

agent is engaged into some sort of exploratory behavior, particularly when 

the current situation is unclear, or the agent is not certain in what to do. 

Actions of Firstness might be important during the process of learning by 

trial and error, such that the agent can build a behavioral model, and create 

internal habits of conduct. Actions of Secondness usually are the case when 

such habits are already defined, and the agent now knows how to act, based 

on the present situation. Actions of Secondness are very useful when the 

agent does not have time for thinking, but previous experiences have created 

a set of rules relating specific situations to specific reactions. In this case, 

they might be proposed in order to repeat a behavior already performed in 

the past, which might have been proven useful. Instead of simply trying eve-

rything, like with the Actions of Firstness, Actions of Secondness might go 

straight to the point, regarding the current situation. But even though an 

agent might achieve interesting behaviors with just Actions of Firstness and 

Actions of Secondness, only with Actions of Thirdness an agent might really 

succeed in shaping the environment into a future desired state. The problem 

is that Actions of Thirdness might be very costly to propose. They require  

a good model for the effect of different actions, and might require elaborate 

planning strategies in order to move from the current present situation up to 

the desired future state. Also, if unexpected changes at the environment do 

appear, they might require some sort of re-planning in order to be successful. 

Different strategies might be used to generate Actions of Firstness,  

Actions of Secondness and Actions of Thirdness. Boden (1998) introduces  

a very interesting typology of creativity that can be used to propose new ac-

tions. In her words: 
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“There are three main types of creativity, involving different ways of generat-

ing the novel ideas. The first type involves novel (improbable) combinations 

of familiar ideas. Let us call this ‘combinational’ creativity. Examples include 

much poetic imagery, and also analogy-wherein the two newly associated ide-

as share some inherent conceptual structure. [...] The second and third types 

are closely linked, and more similar to each other than either is to the first. 

They are ‘exploratory’ and ‘transformational’ creativity. The former involves 

the generation of novel ideas by the exploration of structured conceptual spa-

ces. This often results in structures (‘ideas’) that are not only novel, but unex-

pected. [...] The latter involves the transformation of some (one or more) di-

mension of the space, so that new structures can be generated which could 

not have arisen before. The more fundamental the dimension concerned, and 

the more powerful the transformation, the more surprising the new ideas will 

be. These two forms of creativity shade into one another, since exploration of 

the space can include minimal ‘tweaking’ of fairly superficial constraints. The 

distinction between a tweak and a transform is to some extent a matter of 

judgement, but the more well-defined the space, the clearer this distinction 

can be.” 
 

It is interesting to notice that Boden’s typology intrinsically follows 

Peirce’s ideas of Firstness, Secondness and Thirdness. Exploratory creativity 

is clearly an instance of Firstness, as it requires nothing to create a new one, 

using only the structure of the conceptual space. Transformational creativity 

is an instance of Secondness, as it requires a first in order to transform it 

and create a new one. And Combinational creativity is clearly a Thirdness, as 

it requires both a first and a second in order to create a new one. Assuming 

now that the conceptual space is the actuation space, each of the kinds of 

actions (of Firstness, of Secondness, and of Thirdness) can be created using 

either exploratory, or transformational, or combinatorial strategies. 

Now, after possibly a set of actions was proposed (and among them, there 

might be Actions of Firstness, Actions of Secondnesss, and Actions of Third-

ness), the agent needs to select one of them to be executed. Again, in the 

selection process, we might have three different strategies for action selec-

tion, based on Firstness, Secondness and Thirdness. The simpler selection 

strategy is a non-deterministic selection, a strategy using Firstness. This can 

be a completely random selection, or follow some statistical distribution, 

based on a set of priorities related to action selection. The main characteris-

tic of the non-deterministic selection is that, following the same principle 

used in action proposal, the selection does not use the present state for mak-

ing the choice, but just some fixed a priori set of preferences for doing so. 

The second selection strategy, now a strategy of Secondness, uses the pre-

sent situation as parameter for choosing the action. In this case, the selec-

tion is some function of the present situation, the reason we are calling it the 

deterministic selection, as it is determined by the present situation. Finally, 

a strategy of Thirdness is the one that performs the choice using both the 
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present situation and a desired future state the agent is supposed to reach, 

which we are calling a goal-based selection. 

After an action is finally chosen, it can be executed, by applying the cho-

sen action parameters to the actuators. 

 

6.2. Back to signals 

 

Now, it’s time to close the loop. At first, sensors capture and measure the 

signals coming from the world, allowing the agent to be aware of partial 

properties of the Dynamical Objects. The signals are transduced to a specific 

material substrate according to the nature of the agent, which maps the 

properties of the world into Qualisigns. According to the doctrine of signs of 

Charles Sanders Peirce, semiosis occurs through the growth of signs, from 

the most elementary of them, the Qualisigns, to the most developed, the 

Arguments. This process is not necessarily an infinite one, but it can also 

end on actions induced by Energetic Interpretants (connected to certain 

types of creativity). After a set of actions is proposed, one of them is select-

ed, based on some algorithm of action selection, and finally, the action can 

be executed, by setting up the actuators with a determined set of signals, 

which might cause a possible change in the environment. This change upon 

the world makes the sensors capture new signals, making the whole process 

of cognition go on and again. 

This loop is in accordance with Noe. To him, perceiving is a way of acting 

and perception is not something that happens to us, or in us, but something 

we do. And he claims that: 
 

“To be a perceiver is to understand, implicitly, the effects of movement on 

sensory stimulation. [...] An object looms larger in the visual field as we 

approach it, and its profile deforms as we move about it. A sound grows lou-

der as we move nearer to its source. Movements of the hand over the surface 

of an object give rise to shifting sensations. As perceivers we are masters of 

this sort of sensorimotor dependence. This mastery shows itself in the 

thoughtless automaticity with which we move our eyes, head and body in tak-

ing what is around us. [...] The central claim of what I call enactive approach 

is that our ability to perceive not only depends on, but is constituted by, our 

possession of this sort of sensorimotor knowledge.” (Noe, 2004, pp. 1–2) 

 

The sensorimotor approach depends on two complementary instances of 

the whole process. First, it depends on a feedforward instance that will re-

sult in some immediate effect on reality, and, second, it depends on a feed-

back instance that changes the state of the process based on the effect 

caused by the first instance. A similar approach is being addressed by Haw-

kins (2004, 2021) since 2002. He developed a new type of artificial neural 

network, called Dynamic Sparse Network that is not only inspired by biolog-
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ical features but also tries to reproduce the structure of the neocortex, re-

sulting in the HTM technology (Hierarchical Temporal Memory). 

The network model proposed by Hawkins is a structure of various corti-

cal columns disposed side by side. These columns have two layers, the input 

layer, and the output layer. Each column is responsible to receive feedfor-

ward sensory input from a specific sensor, e.g., from each finger of a hand in 

a typical position of grabbing an object (See Figure 12). There is combined 

information on the input layer composed by the sensory input itself and the 

location from which this sensory input is collected, sensed by means of pro-

prioceptive collateral sensors. This combined representation allows the cap-

ture of features at specific locations at the original object being sensed, 

providing collateral information, which is essential during sign interpreta-

tion. Also, the output layer receives feedforward inputs from the input layer, 

converging to stable patterns representing the object that the hand has 

grabbed, such that the object can be mapped in the agent’s mind. There are 

two ways to reach this convergence in the second layer: 1. By integration 

over time as the sensor moves relative to the object; and 2. By modulatory 

lateral connections between columns that are simultaneously sensing differ-

ent locations on the same object. Finally, feedback from the output layer to 

the input layer allows the input layer to predict what feature will be present 

after the next movement of the sensor (Hawkins et al., 2017). 

Hawkins experiment provides an insightful evidence for what we have al-

ready proposed in figure 7: that the location (position/orientation) from 

which a sensed signal comes from is fundamental for a proper representa-

tion of the world by means of signs. It is only due to this collateral infor-

mation that signs might act as indexes, realizing its full-fledged semiotic 

potential for representing the world. 

 

 

Figure 12: Hand in a grabbing position 
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7. SEMIOTICS OF ARTIFICIAL AGENTS 

 

So far the analysis regarded a generic agent. Now we introduce some 

thoughts about the consequences of a semiotic approach to artificial agents 

based on digital technology such as a computer or a robot. 

Each artificial agent must be programmed in such a way that a proper 

semiotic process can emerge, in order to build knowledge from data, allow-

ing its use by the agent in the pursuit of its goals and purposes. Semiosis 

promotes the growth of signs, first from Qualisigns related to the World of 

Senses, towards Sinsigns and Legisigns related to the World of Things, and 

later to the World of Scenes. By creating a proper representation for the 

World of Existence, and abstracting the laws regulating it (forging a repre-

sentation for the World of Laws), the agent is able to build a representation 

for the current situation, and with that explore alternative scenarios in the 

World of Possibilities such that possible courses of action leading to a de-

sired future state might be planned. These dynamics make the system deal 

with increasingly developed signs, which the most developed of then are the 

Argument Symbolic Legisign, or simply the Argument. 

Following Peirce’s categories, an artificial agent is primarily in contact 

with the signs of Firstness, coming from its sensors, which provide hints 

about the actual state of the world, what can both be used to drive the agent 

actions immediately or to evolve more complex signs in memory, to be used 

in the future. What a sensor senses is different from what the sensor is, and, 

for an artificial agent, the signal set corresponding to the measurable prop-

erties of the world can only be transduced in numbers representing these 

properties. So, in the inner world of an artificial agent, all qualities of First-

ness are numbers, and we assumed here that these numbers are in isomor-

phic relation to the entities of the world. Moreover, as the properties change 

in time according to natural laws the set of all measures obtained (numbers 

in relation to other numbers) also reflect an isomorphic relation, this time 

with laws, and laws as a generalization can be understood as concepts. 

In the context of artificial agents, all concepts can be addressed as data 

that is used as a substrate for different kinds of signs, as time passes. The 

process of data flow can be represented by the ultimate techniques of artifi-

cial intelligence, such as neural networks, from conventional approaches of 

Deep Learning to the previous mentioned Dynamic Sparse Networks. No 

matter which kind of representation is picked, it must have the capacity to 

computationally model two kinds of laws: 1. The laws that, given a specific 

representation, can generate replicas of such representation; and 2. Laws 

that, given a possible replica, verify if it belongs to a general type, and, if so, 

to which law it corresponds. 

So, as isomorphic structures induce the idea of iconicity, these numbers 

can be taken as icons of the existents, and, for this, the raw data collected by 
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sensors can be used to create a representational map of the world. But, in 

Firstness, the set of data is just a “background” of possibilities and some 

Firstness exploratory actions must be performed to find some coherent pat-

tern that reflects an isomorphic structure to the world. This type of strategy 

is used in the field of artificial intelligence, mostly when techniques of neu-

ral networks and deep learning are used. Obviously, all process of construct-

ing such architectures is mediated by human beings, and terms as “machine 

learning”, and even artificial intelligence can induce the wrong idea of genu-

ine machine intelligence compared to human intelligence. But the essence of 

Firstness actions allowed by the background of raw data can be addressed to 

the artificial intelligence field, as it deals with possibility, probability, and, in 

some sense, with a non-deterministic approach, which is very useful in ex-

ploratory behavior. After an artificial intelligence model is developed, its use 

no longer implies possibilities, but conventional computation with deter-

ministic relations between inputs and outputs, which points to Secondness, 

the domain of dyadic relations. If some aspects of artificial intelligence can 

be related to Firstness, and conventional computation to Secondness, Which 

aspects of the computational field could be addressed to Thirdness? E.g., is 

it possible to address artificial creativity? Returning to Boden, she claims 

that: 
 

“Computer models of creativity include examples of all three types. As yet, 

those focused on the second (exploratory) type are the most successful. 

That’s not to say that exploratory creativity is easy to reproduce. On the con-

trary, it typically requires considerable domain-expertise and analytic power 

to define the conceptual space in the first place, and to specify procedures 

that enable its potential to be explored. But combinational and transforma-

tional creativity are even more elusive. The reasons for this, in brief, are the 

difficulty of approaching the richness of human associative memory, and the 

difficulty of identifying our values and of expressing them in computational 

form. The former difficulty bedevils attempts to simulate combinational cre-

ativity. The latter difficulty attends efforts directed at any type of creativity, 

but is especially problematic with respect to the third.” (Boden, 1998) 

 
 

8. CONCLUSION 

 

The difficulties pointed by Boden can be found in all attempts to create 

precise models of the mind that could be reproduced in a computational 

environment, including the ones inspired by biological entities such as the 

human brain. Lindsay (2021, pp. 360–364) points that even the most ex-

pensive models are not perfect replicas of the object of inspiration. Due to 

the great complexity involved, the creators of these models need to choose 

what to include and what must be left outside the model, in other words, 

what the scientists aim to explain and what they can ignore. 
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In order to face this challenge, this article tried to expose some principles 

of the General Theory of Signs developed by Charles Sanders Peirce that can 

address a new vision about how the minds possibly work. Bringing semiotics 

to the cognitive science field could be a very fruitful effort in the task of 

planning and building more efficient artificial agents. To do so, this work 

proposed a diagrammatic representation of signs, of semiosis, and of the 

relations between Qualisigns, Sinsigns, and Legisigns that can help re-

searchers to find the essential informational process involved in the sensing-

actuating loop that leads to the capacities of getting knowledge about the 

objects of the world and of actuating back changing these objects. 

This interaction starts with the sensor devices that capture and measure 

signals from the environment, such that these signals must be encoded into 

signs: first into Qualisigns, and, as the semiotic process goes on, these signs 

grow in the direction of most developed signs, in order, from Qualisigns to 

Sinsigns, and from Sinsigns to Legisigns. Thus, semiosis is responsible for 

increasing the knowledge about the world. Finally, from the knowledge ac-

quired, the agent can act upon the world, changing it and making new signs 

available. When considering an artificial agent, the implementation of the 

whole process can be possibly addressed through Dynamic Sparse Networks 

that conjugate feedforward and feedback treatment of the signals trans-

duced by sensors. 

At this moment, the semiotic approach proposed here represents the pre-

liminary efforts in the direction of planning and building Semiotic Artificial 

Agents. We believe that this is the beginning of a very promising path of 

research. 
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ABSTRACT 
 

I consider the problem of existence of virtual objects, mainly their mode of exis- 

tence, while omitting the issue of the criteria of their existence. I present and analyze 

the concepts of modes (forms, kinds) of existence of virtual objects proposed in the 

literature of the subject, and then I demonstrate my own position on the issue. My 

position on the existence of virtual objects has certain points coinciding with the 

already postulated views, but at the same time it differs from them in some basic 

aspects. In my view virtual objects are “born” in human individual consciousness as 

the objects of specific creative states of the mind. So initially they are private objects 

belonging to the individual subjective sphere. However, their final and ready forms 

emerge in complex processes of objectifying and autonomizing the respective private 

conscious states and their objects. In these processes the private objects are trans-

formed into objects intersubjectively accessible and existing in the collective cultural 

sphere. In both their forms, initial and final, virtual objects are non-material enti-

ties: first subjective, then objective. The ontic status of virtual objects is very similar 

to the status of intangible ideas and all the non-material objects created by the hu-

man mind. The main difference consists in that virtual objects are expressed by the 

use computers programmes, while other non-material objects created by human 

beings are expressed by use of words, pictures, literature and art works, etc. 

Keywords: ontology, virtual existence, virtual objects, artefacts, fictions. 

 

 
VIRTUAL OBJECTS AS IMMATERIAL ENTITIES.  

MICHAEL HEIM’S POSITION 
 

Michael Heim in his work The Metaphysics of Virtual Reality1 describes 

and analyzes in detail the concepts related to virtual reality, such as: virtual, 

virtual reality, and virtual environment or virtual world. These terms are 

related to Heim’s concepts of virtual entities and the primary world. When 

————————— 
1 M. Heim, Methaphysics of Virtual Reality, Oxford University Press, Oxford 1993. 
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presenting Heim’s concept, it is worth recalling the etymology of the very 

notion of virtuality, which comes from the Latin “virtus”—meaning virtue, 

strength, valor. “Virtual” means not existing in the empirical reality, but can 

exist—being potential and possible. The concept of virtuality in its general 

meaning is related to the auxiliary terms, such as: apparentness, imaginabil-

ity, invisibility. The meaning of adjective “virtualis” would correspond to the 

meaning of today’s adjective “potential,” i.e. carrying the possibility of real-

izing some action (both adjectives contain Latin stems meaning power and 

strength—virtus and potentia).2 
The essence of the virtual object is that it does not exist in a material way, 

but still functions in the reality accessible to the human senses. The virtual 
character of an entity or object means that its image or effects can be per-
ceived by our senses, but not the entity or object as such. With the emer-

gence and spread of computers the term “virtuality” began to be commonly 
used in the context of information technology rather than philosophy. This 
notion is particularly related to the development of the so-called virtual 

memory. In the case of computers, e.g., virtual memory can be part of the 
RAM. The expansion of memory does not require an additional space on the 
hard disk when using it. A virtual disk can be used in the same way as a hard 

disk, but it does not have its physical limitations. As computers have contin-
ued to evolve, especially the spread of the Internet, the term “virtuality” has 
expanded its meaning. Analogous to the concept of virtual disk, any entity or 

object is referred to as virtual when it functions in a manner devoid of the 
dimension of materiality. 

The ontological consequences of this state of affairs directed the author 

of The Metaphysics of Virtual Reality’s attention from computer science to 
philosophy, from which the term “virtuality” is derived.3 A special role in 
Heim’s analysis falls to issues central to the dispute over universals that took 

place in the Middle Ages. As Heim writes, the debate about virtual existence 
runs throughout the history of philosophy, but it gained particular signifi-
cance in the writings of John Duns Scotus, whose views were a response to 

the system of Thomas of Aquinas, who referred to St. Augustine. 

According to Heim, Duns Scotus created the discussed notion of virtuali-

ty (Latin: virtualiter), which is particularly important for understanding the 

theory of reality created by the medieval philosopher. It refers, in the writ-

ings of Duns Scotus, to the way in which form is connected with the physical 

attributes of things.4 Thomas of Aquinas argued that the existence of extra-
————————— 

2 A. Pawłowski, Wirtualizacja – historia i próba rekonstrukcji pojęcia [Virtualization—History 
and an Attempt to Reconstruct the Concept], in: L. W. Zacher (ed.), Wirtualizacja problemy, 
wyzwania, skutki [Virtualization Problems, Challenges, Implications], Poltext, Warszawa 2013, p. 12. 

3 M. Heim, Methaphysics of Virtual Reality, op. cit., p. 132. 
4 Ibidem, p. 132. According to Heim, it was not until the Renaissance that the exclusive status of 

reality was first attributed to things perceivable by the senses. However, modern science rejects such 
conditioning of the definition of what is real, proving that the component and basis of reality are 
things and phenomena intangible to the senses, such as elementary particles or energy.  
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sensory entities (e.g. God) could be inferred from the facts of sense experi-

ence. On the other hand, Duns Scotus, who believed that philosophy should 

first of all deal with the generalized notion of being, was of the opinion that 

the knowledge of extrasensory being can be reached only without the testi-

mony of senses and reason, through direct cognition of the essence of this 

being, which is infinite and brings into existence a universe of finite beings. 

Being, in Scotus’ view, can refer both to God and to the universe of created 

beings.5 Thus, in Duns Scotus’ view, neither the testimony of the senses nor 

rational cognition can determine whether any object is called being or 

whether its existence is rejected. Duns Scotus never separated the notion of 

essence from existence, as Thomas did, and the notion of being in Scotus’ 

view had a wide meaning—it included “everything that is not a thing,” i.e. 

according to Heim’s commentary, everything that exists in any way, also in  

a disembodied form, i.e. virtually. 

According to Heim, the distinctive feature of the contemporary under-

standing of the term “virtuality” is specifically interdisciplinary. The concept 

was originated and functioned within philosophy, then entered computer 

science, and now it returns to philosophy. For this reason it has at least two 

basic meanings, which—however, in the language of different disciplines—

seem to define the same phenomenon. Referring to Plato’s thought, and 

especially inspired by Duns Scotus’ definition of being, Heim combines 

philosophical and IT traditions of understanding the concept of virtuality 

and postulates calling objects existing in virtual worlds as virtual entities. 

Generally understood entities in his view are “all objects that can be registered 

as ontologically present or influencing the world.”6 Starting from this defini-

tion, Heim further narrows it down for the purposes of philosophical reflec-

tion on virtual reality. The entities that can be observed in this specific envi-

ronment, which, as Heim emphasizes,7 need not reflect any entities that exist 

in the material world, are all virtual objects (avatars, pictorial virtual repre-

sentations, the so-called agent, i.e. an autonomous software-like object that is 

active in virtual worlds and can spontaneously change, evolve, or “learn”). 

On the other hand, virtual reality according to Heim, “is […] a specific 

experience that gives the participant the impression of being in a different 

place than the one in which his body is currently located.”8 Heim associates 

the issue of virtual reality with computer technology, treating virtual reality 

as an area where processes similar to those occurring in empirical reality 

can take place through the use of three-dimensional digital graphics and 

electronic devices.9 

————————— 
5 Ibidem, p. 117. 
6 Ibidem, p. 151. 
7 Ibidem, p. 147. 
8 M. Heim, Metaphysics of Virtual Reality, op. cit., p. 147. 
9 M. Heim, Virtual Realism, Oxford University Press, Oxford 2000, p. 6. 
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Heim indicates the following characteristics of virtual reality: (1) artifici-
ality—conceived in terms of human presence in cyberspace, e.g., when the 

user’s body and reactions are correlated with computer-generated images  
to give the impression of presence in the virtual world; (2) interactivity, i.e., 
the ability to engage into the virtual environment, e.g., by moving the cursor 

on a computer screen; (3) immersion—namely, using the computer to 
stimulate sensory experience, e.g., putting a helmet on the head with  
a screen on which a three-dimensional image appears. At the same time, the 

way in which the sense of presence and immersion simultaneously interpen-
etrate remains an open question of research on virtual reality; (4) communi-
cation in the network—consisting, among others, in the fact that different 

users can “enter” at the same time; (5) telepresence (telepresence; from 
Greek “tele”—“at a distance”)—i.e., “presence at a distance”—an operation as 
a result of which the user feels present in a simulated area of virtuality, alt-

hough he remains physically present in the material world, while the devices 
remotely transmit his actions.10 

A certain shortcoming is that Heim’s rather detailed characterization of 

virtual reality and the objects within it evades—as it seems—a definitive 
statement what modus of existence they have. It is not even known whether 
virtual objects are material (although strong suggestions indicate that they 

are not), and if the supposition of immateriality is correct, then the question 
arises as to where they are located, where they are present, and how they 
affect a material user (human). These and other problems that arise here 

cannot be solved by using the philosophical instrumentarium that Heim 
introduces. On the one hand, Heim invokes Plato’s complex and rich meta-
physics, but on the other hand, he does not effectively “adapt” it to the con-

cept of virtual objects. The point is that the reference to Plato suggest that 
virtual objects are something like Platonic ideas. But it is only a suggestion, 
which is immediately objectionable: a cardinal difference is, among others, 

that virtual objects are created by man or by computer, while Platonic ideas 
are eternal, subjective, not founded anywhere.  

 
 

DO VIRTUAL OBJECTS EXIST IN REALITY? 
 
As regarding its mode of existence, virtual reality is treated in opposition 

to material reality (the natural world), thus the problem of virtual reality’s 
existence is related to one of the oldest ontological problems, i.e. the issue of 

distinguishing what is real and what is not real. Speaking of real existence, it 
is meant—as it seems—that what exists in external reality in relation to the 
mind of the subject creating or operating virtual objects, and thus—as a phi-

losopher from the transcendental current would say—in reality transcendent 
to the subject. 
————————— 

10 M. Heim, Metaphysics of Virtual Reality, op. cit., pp. 109–110. 
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According to the definition contained in the Polish Scientific Publishers 

(PWN) Encyclopedia, virtual reality is understood as: 
 

“… computer programs synthesizing sensations received by human senses 

(most often sound and image, but also touch), e.g. in flight simulators or 

computer games. In virtual reality systems, communication with the comput-

er takes the form of visual (creating realistic, stereoscopic images of the  

simulated environment using computer graphics), audio, and tactile (using 

physical force to move in and control the simulated environment and to move 

simulated objects).”11 
 

Here the question arises: Does the virtual reality understood in this way 

have to be created by computer? Is it reasonable to limit virtual objects only 

to computer creations? Is it advisable to follow a specific set of hardware 

and software, chosen arbitrarily, in order to define what virtual reality is? It 

seems that such definitions may become outdated with the development of 

computer technology and the emergence of new devices. Moreover, they 

omit the user, who not only handles the computer (operates it uncreatively), 

but above all creates virtual reality. 

There is quite a large consensus of opinions that virtual reality is not  

a completely new phenomenon. New are only the means (keyboard, screen) 

by which we obtain, record and transmit information to others in this reali-

ty. Jeri Fink, author of Cyberseduction: Reality in the Age of Psychotech-

nology, rightly notes that: “… virtual reality is not a revolution but an evolu-

tion, a space occupied by humans since the first awareness of the qualitative 

difference between mind and body.”12 Theatrical performance, art, litera-

ture, and cinema are also ways of generating virtual reality (different from 

the “ordinary” reality experienced every day), but constructed with the use 

of other, traditional props. Fictional characters from books, movies, myths, 

and cultural symbols are also immaterial objects of reality, but constructed 

with the use of other, namely traditional tools (pen, pencil, paper), making 

more use of social and cultural contexts. The computer, sheet of paper, 

typewriter are only instruments, technical ways of expressing the thoughts 

of the entity that creates these objects, the same tool as the pen. The basis of 

all this is the human mind that invents and creates them. 

If it is assumed that virtuality has little to do with the physical dimension 

of reality, it is perhaps much easier to relate it to its ideal or conceptual di-

mension. Fink expresses such suggestions when he writes: 
 

“… the virtual is generally defined as something that exists in the mind with-

out reference to any physical fact, form, or feature. Virtual images are the 

————————— 
11 https://encyklopedia.pwn.pl/haslo/wirtualna-rzeczywistosc;3996681.html (accessed: 05.12. 

2021). 
12 J. Fink, Cyberseduction: Reality in the Age of Psychotechnology, Prometheus Books, New York 

1999, p. 16. 
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product of human creativity, insight and imagination. They emerge from  

conscious or unconscious processes, the activity of which constructs mental 

images.”13 
 

Fink also emphasizes that: 
 

“… a proper definition of virtual reality must go beyond simulations. It re-

sembles looking at two mirrors reflecting each other—it is possible to see an 

endless series of similar images disappearing into infinite space. Logic sug-

gests that this is a flat, hard piece of glass. It actually does not look flat. It 

does not feel like something flat. But if we touch it, we find a cold, hard sur-

face with no depth, color or philosophy. What is more real? Glass or this im-

age?”14 

 

It may be assumed, following Fink, that virtuality is much more related 

to the ideal than to the material (physical). As long as we are dealing with  

a private, individual “mental image” of something that does not exist in any 

other way (already or yet), the “virtual” can mean the same thing as the 

“ideal,” in the subjective sense. On the other hand, where we are dealing 

with already objectified creations of imagination, intersubjectively accessi-

ble and reproduced, for example via the Internet in any number of copies, 

which—what is important—can be contacted in an interactive way, virtual 

objects—as can be suspected—acquire additional properties or change their 

status. They become intersubjectively accessible, non-private objects, which 

is not the case with subjective mental images in the mind of their creator, 

i.e. in the immanent sphere.  

 

 
VIRTUAL OBJECTS AS MIRROR REFLECTIONS 

 

The subject literature includes the view that virtual objects are in many 

ways similar to mirror reflections.15 In such case, the criterion for distin-

guishing the virtual from the real should be found in considerations of dis-

tinguishing real objects from their mirror images. The issue of distinguish-

ing real objects from their mirror images has been considered by philoso-

phers for a very long time, definitely longer than the concept of virtual reali-

ty exists. Already Plotinus in the Enneads16 analyzed the problem of mirror 

reflections and claimed that in most cases it is quite easy to distinguish  

a reflection from a real object. However, he agreed that under certain condi-

————————— 
13 Ibidem, p. 22. 
14 Ibidem. 
15 D. Stanovsky, Virtual Reality, in: L. Floridi (ed.), The Blackwell Guide to the Philosophy of 

Computing and Information, Black-well Publishing, Oxford-New York 2004, pp. 167–177. 
16 Plotyn, Enneady [Enneads], vols. I–II, A. Krokiewicz (trans.), PWN, Warszawa 1959, pp. 204–

269. 
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tions (if the reflection in the mirror is permanent and the mirror alone can-

not be seen) these reflections can deceive us. 

It is easy to distinguish an object from its image in the mirror. This is be-

cause such a reflection is transient, fleeting, temporary, impermanent in 

time, and sometimes even inconsistent with other perceptual impressions. 

Moreover, in most cases the mirror does not go unnoticed; its structure, 

which reflects light, and its frame are visible. Moreover, the objects in the 

mirror are always depicted on a plane, and thus touching them makes it 

possible to distinguish the object from its reflection. It seems that virtual 

reality is more complex than mirror images and in some aspects different. 

The objects in it are not usually confined to a two-dimensional graphic, as is 

the case with the image reflected in the mirror, nor are they impermanent – 

they can last as long as real objects or events. Moreover, the mirror reflects 

only objects that exist in the present, while virtual reality objects may not 

have their real counterparts, they may exist only in virtual reality. Fictional 

characters in computer games do not copy any real objects, but are only 

creations of the human mind realized with computer techniques. Therefore, 

the concept, semi-metaphorical, of mirroring is not a satisfactory solution to 

the issue regarding the existence of virtual objects. 
 
 

VIRTUAL OBJECTS AS SIMULATIONS 

 

The word “simulation” is derived from the Latin simulatio, which means 

“pretense,” “a false representation of reality in order to mislead someone.”17 

Colloquially, simulation is understood as imitating, mimicking, or replicat-

ing some original. In a particular case, simulation can be manipulative, 

when the imitated behaviors or roles are intended to falsify the image of 

reality. In a colloquial sense, simulation is merely an effort to fully conform 

to the original. 

Virtual objects are often treated as computer simulations of real ob-

jects.18 Simulation is then defined as an approximate reproduction of a phe-

nomenon or behavior of a given object by means of its model. In this sense, 

a special (modern) kind of model is a model written in the form of a com-

puter program, but it sometimes happens to use a physical (not virtual) 

model at scale. 

It is reasonable to claim that computer program is a scheme of thinking, 

possibly of inference, of processing information realized with the use of  

————————— 
17 Z. Rysiewicz, Słownik wyrazów obcych [Dictionary of Foreign Worlds], Warszawa 1955, co-

lumn 694. 
18 A. Latawiec, Rola symulacji w kreowaniu świata wirtualnego [The Role of Simulation in Crea-

ting the Virtual World], in: A. Kiepas, M. Sułkowska, M. Wołek (eds.), Człowiek a światy wirtualne, 
wirtualne [The Human Being and Virtual Worlds], Wydawnictwo Uniwersytetu Śląskiego, Katowice 
2009, pp. 50–58. 
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a computer. It could also be argued that it is not human thinking, but  

computer thinking—artificial intelligence. For example, a virtual object is  

a bridge design formed in a given program, but not, as it seems, that such an 

object is a representation of a program. A computer program is a tool 

(scheme for producing) virtual objects. This object is not a simulation of any 

existing object, but a design of such an object. In other words: it is a simula-

tion of a potentially existing object. 
Apart from the colloquial understanding of simulation in science, the 

term has many other meanings. Anna Latawiec divides it into two groups.19 

In addition to the already mentioned reproduction of the original material 

object, usually derived from empirical reality, simulation is referred to as  

a method of investigating reality by a specific algorithm. It consists in verify-

ing or discovering features of reality using its immaterial model in virtual 

reality. In order to verify a certain phenomenon or process, usually not di-

rectly verifiable (e.g. the danger of spreading a virus), their immaterial mod-

el is created, which is subjected to verification in a computer environment 

(after writing an appropriate program, running it, verifying and interpreting 

its results). It is a kind of experiment in which the features of reality, but not 

of the virtual world, are discovered—this kind of simulation occurs in the 

imagination, e.g. at the creation of a research project. 

In relation to simulation in the first sense (representation of reality),  

a man cannot act as a creator of virtual reality, but only as a reproducer. 

However, in relation to simulation in the second sense (creating a model 

and experimenting on it), the man is a creator of the virtual world—such  

a situation occurs in the case of film scripts, works of art in the project 

phase, musical works, computer games, thoughts, imaginations realized by 

means of visualization. The virtual world understood in such a way is a work 

of man, but the source of its creation is not only technology and knowledge 

about the known reality, but also the creator’s own experience, the world of 

dreams, imagination and fantasies. Due to the fact that our knowledge about 

reality changes over time, the virtual reality evolves as well. From this we 

can conclude that the primary source of virtual reality is empirical reality (or 

the world of abstract objects, concepts, ideas) and the secondary source is 

the world of thought.20 

Simulation is also defined—more specifically, more narrowly—as “the re-

production of properties of real objects in a digital environment,”21 where  

“a perfect simulation is one that makes it impossible to know that we are 

————————— 
19 Ibidem, p. 54. 
20 Ibidem, p. 56. 
21 J. Gurczyński, Czym jest wirtualność. Matrix jako model rzeczywistości wirtualnej [What is 

Virtuality. Matrix as a Model of Virtual Reality], Wydawnictwo Uniwersytetu Marii Curie‐ 
Skłodowskiej, Lublin 2013, p. 125; See: D. Chalmers, The Virtual and the Real, Disputatio, 9 (46), 
2017, pp. 309–352. 
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dealing with a simulation.”22 The concept of simulation is most often associ-

ated with systems called simulators (flight simulators, driving simulators), 

in which a faithful representation of reality is even essential. 

If simulation is understood as imitating, mimicking or replicating some 

original, then it becomes problematic to define the case when there is no 

such original, i.e. when virtual objects or events do not have their real coun-

terparts. As Richard Crandall and Marvin Levich23 note, in virtual experi-

ences we are dealing with real simulations and sometimes with fictional 

ones. A flight simulator—as its name implies—simulates actual flight. In 

contrast, experiences with fictional characters in virtual reality have little to 

do with experiencing reality (realness). It is also pointed out that what is 

attempted to be simulated in virtual reality are not only the objects as such, 

but also the occurrence between the perceived object and the cognitive enti-

ty of certain conditions under which the entity will experience it in a manner 

similar to that in which it experiences in reality. 

Assuming that virtual objects are simulations of real objects, new ques-

tions arise that need to be answered. How and where do virtual objects 

arise? What is their ontic status? Are they as real as the objects of the world 

around us? From a materialist point of view, virtual reality is just a product 

of circuits and wires. However, it can be understood more broadly, not lim-

ited to the realm of technology: “… the virtual world consists not only of 

computer productions […] but also of the world of art, movies, music, com-

puter games, research projects, thoughts, and imaginations realized through 

visualization.24 

It is worth noting that this understanding of the simulation concept is not 

a new phenomenon. Simulations of certain phenomena are simply well-

known representations from empirical sciences. The way they are created—

by means of a computer—is not particularly important. 

Moreover, simulations understood as representations of phenomena  

that do not exist yet but will exist in the future (either as human creations  

or as predictions of future events), also in this computer simulation, are  

not a new phenomenon at all. Earlier, when there were no computers, weath-

er forecasters used a piece of paper and a pencil, but the principle was the 

same: they took the current weather condition, wind directions, pressure lev-

els and applying the laws of physics (more precisely geophysics, including 

meteorology) when calculating, they deductively gave the weather condition 

for the near future. Therefore, the computer plays here the role of only a faster 

and more efficient calculating and thus forecasting instrument. 
————————— 

22 Ibidem, p. 126. 
23 R. Crandall, M. Levich, Virtual Reality, And All That, in: A Network Orange. Logic and Re-

sponsibility in the Computer Age, R. Crandall, M Levich (eds.), Springer, New York, 1998, pp. 85–
107. 

24 A. Latawiec, Rola symulacji w kreowaniu świata wirtualnego [The Role of Simulation in Cre-
ating the Virtual World], op. cit., p. 53. 
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Finally, it is worth noting that in recent years quite popular is the concept 

of augmented reality25, referring to computer mediated experience in which 

the signals coming from the real physical world are supplemented by virtual 

signals in real time, performing simulation functions. Appropriate synchro-

nization and coordination enable, e.g., a surgeon to operate on a live patient 

using a computer simulation of invisible internal organs. The opposite situa-

tion is also possible: a medical student, using an authentic scalpel, can oper-

ate on a virtual patient and thus gain experience. 

 

 
VIRTUAL OBJECTS AS FICTIONS 

 

Virtual objects (particularly characters from computer games, books, and 

myths) share many characteristics with fictional objects.26 Fictional objects 

are usually understood as characters, objects or events that appear in myths, 

literary or film works (Zeus, Pegasus, Sherlock Holmes, the flying carpet).27 

Fictional objects are contrasted with real, actual objects (e.g., historical fig-

ures).  

As Jacek Gurczyński notes: 

 
“… fictional objects are necessarily non-existent (real) objects, but this claim 

should be distinguished from the assertion that fictional objects have no on-

tological status. The basic assumption that allows to grant fictional objects 

some existential status […] is Franz Brentano’s thesis that every act of con-

sciousness has an object, i.e., in other words, every act of consciousness is in-

tentional. Whenever we speak, we talk about something, our fantasies are 

about something, we look at something, we think about something—any con-

scious experience is always ‘consciousness of something’.”28 

 

The property that distinguishes virtual objects from other fictional ob-

jects is the interactive mode of telepresence of the former. Interactivity is  

a broad phenomenon, occurring not only in relation to computer technolo-

gies. We also deal with it during videoconferences, in radio and television 

programmes using, e.g. telephone or audiovisual communication with the 

audience. 

————————— 
25 See: T. Metzinger, Why Is Virtual Reality Interesting for Philosophers? Frontiers in Robotics 

and AI, 5, 2018, pp. 101-120. 
26 https://plato.stanford.edu/entries/fictional-entities/ (accessed: 05.12.2021). 
27 https://plato.stanford.edu/entries/nonexistent-objects/ (accessed: 05.12.2021). It is worth to 

note here that the authors do not refer at all to older, classical concepts of existence—which is sur-
prising—and they conduct their considerations mainly on the basis of works from the last few dec-
ades, which are limited to modern concepts, very specialized, above all, deeply entangled in logic, 
and not in classical philosophical solutions. Meanwhile, the problem of existence has been present 
in philosophy since the time of Plato. 

28 J. Gurczyński, Czym jest wirtualność. Matrix jako model rzeczywistości wirtualnej [What is 
Virtuality. Matrix as a Model of Virtual Reality], op. cit., p. 183.  
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Piotr Sitarski describes it in a similar way, claiming that the most im-

portant distinctive feature is the interactive way of obtaining the feeling of 

telepresence, thus emphasizing that such a feeling may be obtained in many 

ways. This author writes: 

 
“Thus, the specificity of virtual reality is that the impression of being in an-

other world is achieved through the interactivity of the system. The user feels 

present in the mediatized environment not as a result of sensory illusion or 

narrativization, but as a result of the possibility of action, analogous to action 

in the normal world. Virtual reality is based on interaction that immerses the 

participant in a fictional world.”29 

 

Virtual objects, like fictional and real objects, are intersubjectively acces-

sible—they are not private experiences of the entity, such as dreams. Per-

ceived from the outside, they are also characterized by two levels of deter-

mination. Consider, for example, computer game characters. They are char-

acterized by two types of features: internal as elements of the virtual world 

(game world)—appearance, character traits, skills, gender, etc.—and exter-

nal, attributed to them from the perspective of reality (outside the game)—

being an object of the game, being virtual, being created by the creators of 

the game. According to Gurczyński, this two-level determination can be  

generalized: “whenever the world s2 is superstructured over (is ontically 

dependent on) the world s1, then objects from the world s2, perceived from 

the level of the world s1, will be characterized by a two-level emplace-

ment.”30 Then this characteristic is a common property of fictional and real 

objects. 

The objects of computer games change as they are manipulated by the 

player (according to the rules set in the program that defines the game 

rules). A computer game can be compared to a movie (moving pictures). 

One of the main game attractions is the ability to stop time at any time and 

speed it up to achieve certain goals faster. Time can flow just like the real 

one, but it can also be reversed, allowing you to cancel selected events that 

have already occurred. 

However, there is a difference—games, unlike movies, are to a greater ex-

tent interactive, i.e. their user constantly participates in their course and has 

influence on what is happening. The user shapes the game course within the 

set rules (he can make only such interventions in the action that are de-

signed). The person watching a movie is passive, while the player continual-

ly creates the plot of the computer game, because games, unlike movies, are 

————————— 
29 P. Sitarski, Rozmowa z cyfrowym cieniem. Model komunikacyjny rzeczywistości wirtualnej 

[Conversation with Digital Shadow. A Communication Model of Virtual Reality], Rabid, Kraków, 
2002, p. 42. 

30 J. Gurczyński, Czym jest wirtualność. Matrix jako model rzeczywistości wirtualnej [What Is 
Virtuality. Matrix as a Model of Virtual Reality], op. cit., p. 199. 
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interactive, their very essence is the participation of players (their participa-

tion in virtual reality), and this causes players to accept the game and virtual 

reality in general as equally real and of the same ontic type as their everyday 

lives. It is worth noting here that we come to a certain paradox, as from the 

point of view of the criterion of interactivity—that what is virtual is some-

times more real than that what is physical. 

In the case of movies, the carrier of content (storyline) is film stock, and 

nowadays it is a camera and an electronic medium (e.g. a computer disk or  

a telephone disk). The material medium of a computer game, on the other 

hand, is a computer or other device (telephone). They are the material 

means of transmission and dissemination of content, film plot, etc. 

 

 
VIRTUAL OBJECTS AS ARTIFACTS 

 

The identification of the category of virtual objects with the category of 

artefacts usually means that virtual objects as artefacts belong to the artifi-

cial world created by man who is separate from the natural world. There-

fore, it should be assumed that they are also separate from nature.31 This 

position is proposed, among others, by Józef Lubacz and Krzysztof 

Brzeziński, for whom “virtuality and its objects are artifacts, i.e. intentional 

creations of people.”32 Despite the fact that the ways of creating virtual ob-

jects and material artifacts are similar, i.e. man-made, the ontic status of 

both types of objects seems to be different. 

Risto Hipelin states that the artifact is “an object that has been created or 

produced for a given purpose.”33 Etymologically, the word “artifact” comes 

from Latin words “arte” (“skill,” also “art,” “technique”) and “factum” (“to 

make”). Artifact is a concept that is increasingly being used in both aesthet-

ics and technology, and is more likely to refer to material objects (e.g., works 

of art, telephones). Recently, the concept of artifact has been introduced into 

epistemology;34 in general, it becomes more fashionable, and its scope suc-

cessively increases. The Mirriam-Webster Dictionary states that an artifact 

is a characteristic product of human activity. Artifacts may include tools, 

————————— 
31 M. Krueger, Artificial Reality II, Addison-Wesley Publishing Company, Massachusetts 1991; E. 

Margolis, S. Laurence, Creations of the Mind. Theories of Artifacts and Their Representation, 
Oxford University Press, Oxford-New York 2007; P. Sitarski, Rozmowa z cyfrowym cieniem. Model 
komunikacyjny rzeczywistości wirtualnej [Conversation with Digital Shadow. A Communication 
Model of Virtual Reality], op. cit., p. 42; M. Heim, Virtual Realism, op. cit., p. 6; idem., The Meta-
physics of Virtual Reality, op. cit., p. 131. 

32 K. Brzeziński, J. Lubacz, Ska ̨d sie ̨ biora ̨ przedmioty wirtualne [Virtual Objects and Where 
They Come From], in: Przedmioty wirtualne [Virtual Objects], P. Stacewicz, B. Skowron (eds.), 
Virtual Objects, Warsaw University of Technology Publishing House, Warsaw 2019, pp. 11–23. 

33 https://plato.stanford.edu/archives/sum2018/entries/artifact/ (accessed: 05.12.2021).  
34 M. Trybulec, W stronę epistemologii artefaktów poznawczych [Towards the Epistemology of 

Cognitive Artifacts], Filozofia i Nauka. Studia filozoficzne i interdyscyplinarne, 9, 2021, pp. 195–223. 
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works of art, especially archaeological objects.35 Artifacts are also defined as 

something created by humanity, which does not belong to nature, which is 

not nature.36  

If we accept the standard definition of artifacts as material objects, then 

identification of virtual objects as artifacts seems to be incorrect (artifacts 

are material, and virtual objects are immaterial). In the broadest sense of 

the term “artifact,” the class of artifacts is rich and diverse. As a result, in-

cluding virtual objects in this class does not tell us much, especially if it is 

not clear whether the artifacts are material or immaterial as well. If man-

made immaterial objects are also included in the set of artifacts, then it can 

be argued that virtual objects are artifacts, and form its special class. How-

ever, the mere inclusion of virtual objects in the (extended) set of artifacts is 

not very informative, because—it does not indicate the specificity of virtual 

objects that differentiates them from other artifacts, in other words, it does 

not specify its subtype among the whole kind of artifacts. It would be neces-

sary here to specify the attributes that differentiate them from other arti-

facts. Otherwise, saying that virtual objects are artifacts (in these extended 

senses) is to state the obvious, which in fact provides little information 

about the existence of virtual objects. If, on the other hand, only specific, i.e. 

man-made, material objects are considered artifacts, then virtual objects are 

not artifacts at all. Such a classification is erroneous. 

Already Aristotle divided and described the difference between what ex-

ists naturally and artificial creations created by other causes, noting that: 

 
“ ‘By nature’ exist animals and their parts, as well as plants and simple bodies, 

such as earth, fire, air, and water—as these and the like are said to exist ‘by 

nature.’ It further appears that all the things mentioned are different from 

those which are not products of nature. For every object of this kind bears  

a principle of motion and rest: some due to place, others due to growth and 

decay, and finally others due to qualitative change. On the contrary, a bed,  

a robe, and other things of this kind, insofar as they are entitled to such gen-

eral predicates, and insofar as they are products of craftsmanship, do not re-

veal any natural tendency to change. However, if by chance they are made of 

stone or of earth or from a combination of both, then they reveal such a ten-

dency, but only in this respect: indeed, ‘nature’ is the principle and intrinsic 

cause of movement and rest in things in which it exists intrinsically and not 

accidentally.”37  

 

Although the contemporary concept of artifact can be understood more 

broadly than Aristotle proposed (who, of course, did not use this term), his 

————————— 
35 https://www.dictionary.com/browse/artefact (accessed: 05.12.2021). 
36 https://www.merriam-webster.com/dictionary/artifact (accessed: 05.12.2021). 
37 Arystoteles, Fizyka [Physics], Księga II [Book II], K. Leśniak (trans.), Warszawa 2010, pp. 87–

88. 
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observation, pointing to two kinds of material things, has not essentially lost 

its validity. 

Currently, attention is paid mainly to the problem of intention and sub-

ject (author) than to the way of existence, although both approaches are 

related. Risto Hilpinen, referring to the term proposed by Wendell Oswalt, 

naturefacts, which refers to “things existing by nature,” proposes a dichoto-

my similar to the Aristotelian one, pointing to the existence of artifacts that 

are the result of human activity. He notes that the creation of something 

requires an intentional action—with the term “intentional” being under-

stood as a conscious action with a specific purpose. 

 
“Technical artifacts, such as typewriters, hammers, copying machines, or 

computers, differ from social artifacts—such as laws or money—in that the 

realization of their function depends fundamentally on physical structure. 

They also differ from physical or natural objects in that they are produced in-

tentionally and used by human beings to achieve certain goals.”38 

 

Artifacts so defined have two essential characteristics: (1) they are mate-

rial objects the properties of which determine the performance of a function, 

and (2) they have been produced for certain purposes. Therefore, it can be 

stated that they have a dual nature. It seems to be a common belief in the 

literature that artifacts have such a dual nature.39 On the one hand, they are 

material, their structure providing the possibility to perform certain func-

tions, while on the other, these functions refer to something immaterial—

human intentions. It should be noted that this identification of artifacts as 

both material and intentional objects is problematic. Something that is cre-

ated intentionally can be both material and immaterial. It is possible to nar-

row the extensiveness of an artifact to material objects only, as proposed, 

e.g., by Wendell Oswalt in one of his definitions, according to which an arti-

fact is “an end product resulting from the modification of a physical mass in 

such a way that it can fulfill a purpose and become useful.” Such a general 

definition that an artifact is “an object created intentionally or for a specific 

purpose” raises problems. An object that has been created intentionally can 

be both material and immaterial in nature. From the anthropological research 

point of view, which was the subject of his interest, it may be adequate, but 

from a philosophical perspective it seems far too narrow. It is possible to 

make a general statement that what cannot be defined as a natural kind (un-

derstood broadly) is an artefact, thus also an immaterial product. 

————————— 
38 P. Kroes, A. Meijers, The Dual Nature of Technical Artefacts, Studies in History and Philoso-

phy of Science, 37 (1), 2006, p. 1. 
39 L. R. Baker, On the Twofold Nature of Artefact, Studies in History and Philosophy of Science, 

37, 2006, pp. 132–136; W. Houkes, A. Meijers, The Ontology of Artefacts: The Hard Problem, 
Studies in History and Philosophy of Science, 37(1), 2006, pp. 118–131; P. Kroes, A. Meijers, The 
Dual Nature of Technical Artefacts, op. cit., pp. 1–4. 
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Amie Thomasson highlights this point, indicating that the role of human 

intention in the process of creating artifacts is different from that of creating 

social and institutional objects. Unlike the latter, the existence of an artifact 

does not assume any collective intention40, but it is necessary that the action 

(leading to the creation of artifact) be conscious. Although Thomasson does 

not deny the possibility of the existence of artefact’s essence, he points out 

that in the case of artifactual kinds it is constituted precisely by the intention 

of their creators, which clearly distinguishes them from natural kinds.41 

It is also worth noting that in contemporary analytical philosophy, the 

above problem is also discussed, as by A. Thomasson, in the form of refer-

ring to the terms “natural kind” and “social kind.” The first of these terms is 

used in many contexts and its use is controversial. Basically, it refers to clas-

ses of naturally existing elements of reality, studied by natural sciences.42 

Artifacts can thus be considered social types in the sense that they are pro-

duced by society. It is easy to recognize that such a term is quite close to 

Aristotle’s conception. 

However, no universally accepted theory of artifacts has been developed 

that would combine both of their inherent aspects: material and intentional 

(functional). The greatest difficulty of existing concepts seems to be defini-

tion of the concept of artifact function. After all, on the one hand, if one un-

derstands function as possible in material objects, the question arises how 

this function is related to states of human mind. However, if to assume that 

function is a certain state of mind, then it exists only in the imagination of 

designers and users of artifacts. Then it is difficult to explain how it is relat-

ed to the material substance that makes up a particular artifact. Hence, the 

notion of an artifact’s function is a key concept for its description, linking 

the material and intentional domains.43 

In summary, if it is assumed that artifacts are immaterial man-made ob-

jects (like all cultural creations), then the specificity of these objects is not 

given and the concept of artifice is not a differentiating feature. It is also 

false to assume that they have an author—they are often nameless creations 

that have been created by someone—it does not matter that they are human 

creations (for example, mythical figures do not have an author—they grow 

out of tradition and culture, were passed down through word of mouth, and 

then passed on by others—they do not have a specific author, and there are 

often many creators of an artifact). 

In general, it is unacceptable to attribute a material form to virtual ob-

jects. It seems that this misidentification of virtual objects as artifacts results 
————————— 

40 A. Thomasson, Artifacts and Human Concepts, in: Creations of the Mind, E. Margolis, S. Lau-
rence (eds.), Oxford 2007, p. 52. 

41 Ibidem, p. 53. 
42 https://plato.stanford.edu/archives/win2016/entries/natural-kinds/ (accessed: 05.12.2021). 
43 P. Kroes, Technical Artefacts: Creations of Mind and Matter. A Philosophy of Engineering De-

sign, Springer, Dordrecht 2012. 



152 Mariusz Mazurek 

from confusing them with images (e.g., on computer screens), depictions in 

the material world. 
 

“The [virtual – MM] object is one of the elements of produced implementa-

tion. It can be passed on for further use in a permanent tangible form (an im-

age in a frame), or in a form hidden in the construction of other elements of 

the implementation, and physically appear when these elements are used (an 

image on a computer screen, which first had to be turned on and run the ap-

propriate program on it).”44 
 

The quotation is a statement in favor of material existence of virtual ob-

jects. However, it is worth noting that the sense of this statement is not un-

ambiguous. It can be interpreted as a statement in favor of permanent mate-

rial existence of virtual objects (it has a permanent tangible form, the au-

thors write) or conditional material existence (it becomes physical when it 

appears on the computer screen at the moment when we turn on the com-

puter and run an appropriate program). Whereas when, it may be added, 

the computer is switched off, the virtual object loses its material modus of 

existence, but it is not known whether it passes into another way of exist-

ence. As can be seen, the declaration concerning material existence of virtu-

al objects leads to difficulties, which—not difficult to show—are growing in 

the course of their further consideration. 

 
 

VIRTUAL OBJECTS AUTONOMIZED (OBJECTIFIED)  
PRODUCTS OF CONSCIOUSNESS  

 

The standpoint on the existence of virtual objects that I propose has 

some convergence points with the views already presented in the subject 

literature, but I add important aspects to them. Signally, I consider the gen-

esis of virtual objects in human individual consciousness, and their final, 

ready-made form emerging in the process of objectification of relevant con-

sciousness states. This objectification is accompanied by the autonomization 

of virtual objects—they cease to be the private property of the individual 

human subject, who is the creator of the virtual object. 

The ontic status of virtual objects is similar to the status of immaterial 

ideas that appear in the mind of the subject who produces them. It can be 

stated that an idea, which is an element of knowledge or its immaterial sub-

ject, represents an object that does not exist at the moment of its creation, 

but is an object, an entity, a potential or pure form in the sense already 

formed by the Greek philosophers. 

The virtual object is created by the subject and in the first phase of crea-

tion process it is a subjective invention of the subject, a private object of his 

————————— 
44 K. Brzeziński, J. Lubacz, Ska ̨d sie ̨ biora ̨ przedmioty wirtualne [Virtual Objects and Where 

They Come From], op. cit., pp. 19–20. 
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consciousness, inaccessible to anyone except the creator, i.e. existing only in 

the private immanent sphere—as transcendental philosophers would say. 

Then there is an objectification process of this invention and, at the same 

time, its autonomization. This phase is based on the communication of the 

subjective creation to other subjects. In this communication, the desubjec-

tivization of the virtual object takes place. In the course of intersubjective 

communication it penetrates into the consciousness of other subjects and 

thus loses its character of an exclusively private object, belonging only to the 

consciousness of its creator. It becomes the property of other subjects, par-

ticipants in the communication process, penetrating into their conscious-

ness, and finally a common, collective property. After dissemination and 

desubjectivation (i.e. after the information about the virtual object has been 

communicated to other subjects) the object of individual consciousness of 

the subject-creator becomes independent of the creator in a sense that its 

consciousness is irrelevant to the way it functions and exists. The virtual 

object exists and functions in an objective cultural reality. It becomes, in  

a way, a common property of many subjects, eventually also a public proper-

ty, an object of collective consciousness or, in other terms, an object of the 

third world—if we use here the notion from Karl R. Popper’s conception of 

three worlds. 

When the creator of a virtual object makes the content of the virtual ob-

ject accessible to other users through communication and dissemination, 

the object becomes objectified. Inspired by Popper’s concept of three worlds 

cited above, it can be assumed that virtual objects, which in the first phase of 

their creation are private, subjective objects, autonomize and at the same 

time objectivize when they become available in the processes of communica-

tion by means of computers, including the dissemination of computer pro-

grams and content transmitted via the Internet and other computer infor-

mation carriers. Therefore, in conclusion, there are simultaneously occur-

ring and interrelated processes: desubjectivation, objectivization and auto-

nomization. In these processes, the virtual object is finally formed from the 

private ideas of individual subjects. 

Virtual objects are located in an intangible, objective, man-made world. 

It can be called the world of cultural objects (in the broad sense of the term 

“culture”). They affect human consciousness, and thus—by initiating human 

activity in the material sphere—the physical world. For example, virtual 

house designs are the basis for building real houses. Virtual objects in com-

puter games influence the users of these games by, among others, increasing 

their imagination, teaching them, and inducing aggressive behavior. 

Virtual objects are realizations of ideas appearing in the individual con-

sciousness of their creators. At first they are immaterial objects, sometimes 

they are materialized (e.g. a house built according to its virtual design), of-

ten they remain immaterial (e.g. characters from computer games). Between 
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the idea and the immaterial object of this idea there is a relation of represen-

tation: immaterial (virtual) object represents the idea. However, when the 

object of this idea is materialized, it can be stated that this material object 

represents the idea and at the same time represents its virtual project. Tak-

ing this together, it can be seen that there are several mutually different re-

lations of representation: between the idea and the (intentional) virtual ob-

ject corresponding to this idea, between the virtual object and its material 

realization, between such realization and the idea. 

In this case, representation is a relation between the idea and the corre-

sponding object or, most often, the whole set of objects—both existing and 

not yet created, but only possible, in the sense that they are designed, i.e. 

have an idea or model. The set of objects representing a given idea (repre-

sented) should include both created objects and potential objects. Therefore 

the set of objects representing an idea is ontologically complex. It includes 

objects of two modes of existence: the objects existing at present in virtual 

reality and the objects existing potentially, which are to be created in the 

future. This set changes in time, i.e. it is temporal, unstable, changeable, ex-

panding. In other words, objects representing a given idea constitute an open 

set. It includes realized objects, produced in immaterial form equivalents of 

the idea, and possible objects, not yet created. The complication is that the 

represented objects, or ideas, exist in the immaterial world, while the objects 

representing them exist in material reality and in potential reality. 

Certain aspects of the view presented above, i.e. those which proclaim 

that the virtual world is the work of a man (and not of the computer) as well 

as the position that it is the human subject who creates virtual objects, can 

be found in the literature in Elisabeth Reid’s views: 
 

“Virtual worlds do not exist in the technology used to represent them or solely 

in the mind of the user, but in the relationship between internal mental con-

structs and technically produced representations of those constructs. The il-

lusion of reality lies not in the apparatus, but in the users’ desire to treat the 

products of their imagination as if they were real.”45 
 

This is also pointed out by Tadeusz Miczka, who states: “virtual reality is, 

after all, an artificial creation that exists intentionally because a person 

wants to endow it with existence,”46 as well as Anna Latawiec, who claims: 
 

“By virtual world I mean the image of reality created or discovered by man on 

the way of intellectual or technical simulation. The world understood in this 

way is a creation of man. It has its source in widely understood reality. By re-

————————— 
45 E. Reid, Cultural Formations in Text—Based Virtual Realities, PhD Thesis, University of Mel-

bourne, Melbourne 1994, pp. 6–7. 
46 T. Miczka, Czysta iluzja i testowanie realności: dwie rzeczywistości wirtualne – dwa uczest-

nictwa [Pure Illusion and Testing Reality: Two Virtual Realities—Two Participations], in: Człowiek a 
światy wirtualne [The Human Being and Virtual Worlds Worlds], A. Kiepas, M. Sułkowska,  
M. Wołek (eds.), Wydawnictwo Uniwersytetu Śląskiego, Katowice 2009, p. 19. 
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ality I mean both the empirical reality, which is accessible only to a limited 

extent to the observer, and ‘reality itself,’ i.e. existing beyond the observer’s 

reach.”47 
 

However, in the aforementioned positions of Elizabeth Reid and Anna 

Latawiec, there is no explanation of how objects become public and in what 

reality they are located. I believe that some modification of Popper’s concep-

tion of the third world and the hypothesis of how the process of transition 

from a private creation to an objectively existing object occurs is a necessary 

part of the image regarding the existence of virtual objects. 

In conclusion, virtual objects are immaterial objects, which in the phase 

of their creation are private objects of individual consciousness of their crea-

tor, and finally—after their desubjectivation, objectivization and thus auto-

nomization (from their creator) are objectively existing objects in immate-

rial cultural reality. Sometimes the way of existence of virtual objects is con-

fused with the criterion of their existence. At the same time, some philoso-

phers claim that there is no possibility to inquire what existence is (i.e., in 

fact, what is its modus), as it is an ontological mystery. This is, as it seems, 

an escape from the problem, and there are, after all, useful inspirations for it 

in the philosophy of various schools, since antiquity. It is possible to discuss 

only the criteria of existence, namely, the methodological or epistemic prin-

ciples by means of which we affirm that something exists—thus not getting 

into the question of what this existence is and what it consists of. Ancient, 

medieval, and modern philosophy have developed various deep and elabo-

rate classifications of existence modes.48 This problem cannot be considered 

within the framework of a materialist ontology, which postulates the reduc-

tion of everything that exists to material objects.49 
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ABSTRACT 

 

The 4th Space concept is a very challenging and puzzling one. The tremendous 

technological progress of Information and Communication Technologies (ICTs) or 

Computer-Mediated Communication (CMC), ubiquitous computing, and Extended 

Reality (XR) make the Gibsonian Cyberspace Matrix an imminent reality in the 

future. Although, some features can be made more salient, the structure, but most 

importantly, the effects of living in such environment for human consciousness and 

morality is almost impossible to predict. Hence, the requisite of a proactionary and 

comprehensive scientific and technical paradigm for designing the 4th Space, in 

order to facilitate the adaptation of human species to the brave new technological 

world, while preserving the humanness and humanism of the humans.  

Keywords: 4th Space, cyberspace, Information and Communication Technolo-

gies (ICTs), rhizome, autopoietic systems, ubiquitous computing, ISelf, infraethics, 

dispersion of responsibility.  

 

 

INTRODUCTION 
 

This article outlines an epistemological and conceptual framework for 

understanding the envisaged 4th Space as the “onlife” living environment. 

The 4th Space will be analyzed based on the homology and continuity be-

tween physical, psychological, social and cultural spaces. In the beginning, is 

highlighted the foundational role of the space in the genesis of the Self and 

personal identity. After this, it will be presented the hybrid nature of the  

4th Space based on the latest conceptualizations draw from ICTs, technolog-

ical extended reality (XR), virtualization, ubiquitous computing, and psy-

chology. It is argue that the paradigm of autopoietic system is the most suit-

able for understanding the formation personal and moral identity within the 

4th Space. In addition, the particular processes affecting the personal identi-
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ty within the 4th Space onlife environment are discussed in terms of the 

rhizomatic model of development and using phenomenological approach. In 

the proposed framework, are made salient the limitations of the current 

scientific paradigm in terms of its inability to ensure control and safeguard 

the humanness from the blind consequences of technological progress. In 

the end, will be discussed some epistemological, methodological and educa-

tional challenges and are proposed paths for future researches.  

The notion of 4th Space is definitely a romantic one, in a double sense. 

Firstly, because it is an idea that “release[s] from, or transcendence[s] over, 

ignominious or uncomfortable circumstances” (Smith, 1996, p. 6). It ele-

vates our imagination above our mundane condition of beings who adapt 

themselves to an external environment. It feeds the need of self-improve-

ment and self-development of human soul, its poietic sense of the world, 

because the world ceased to be a given thing in itself, but it is how we expe-

rience and co-create it. It is a promise of enhancing our social world and 

fulfilling our innate need for relatedness. Secondly, because its conceptual-

ization doesn’t withstand yet the rigors of social sciences analysis. Its  

conceptualization is still about a prospective reality. And this, is not just  

a limitation, but both a sign and a warning. A sign that, in our increasingly 

technological environment dominated by scientific paradigm of understand-

ing the world, we need the humanities to keep our humanness alive. A warn-

ing, but also an opportunity, for the modern science paradigm to become 

aware of the necessity to acquire the near future and the forthcoming states 

of the world as a legitimate object of study. Otherwise, it risks being each 

time one step behind the social and technological advancement and its 

knowledge to be always outdated. Most important, it risks to be unappropri-

ated and even harmful to our self-understanding.  

 

 

SPACE AS THE FOUNDATION FOR SUBJECTIVITY  
 

The physical space is the condition sine qua non for living in the world 

that precedes thinking: hence it is very opaque to analysis. The cognitive 

development and the psychological space are build based on concrete opera-

tions and movements in physical reality (Piaget, 1952). Even though psycho-

logical space (and time) are subjective conditions of knowledge and mental 

life, they must have “objective” value, i.e. they are valid for all individuals, 

because they were shaped in the environment-organism interaction that 

necessarily imprinted on us the features of objective reality. It would be  

impossible for the human species to survive if its subjective forms constantly 

and completely distorted the data of the objective world” (Joja, 1971, p. 190).  

Space perceived as given reality for a consciousness is not an empirical 

concept or representation because it is already presupposed at the ground of 
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things represented as being outside. It is a condition of possibility of all ex-

perience (appearances) given as outside reality and we cannot imagine 

there is no space (Kant, 1781). Although space, as a subjective condition of 

conscious sensibility, is a necessary representation at the ground of all expe-

riences, its a priori-ness does not exclude a genesis and an unceasingly and 

unconsciously process of reinstating. The individual perceives and recogniz-

es the world as a given environment and “materializes” it as stable or as giv-

en reality by manipulating objects and making movements in space. The 

sense of reality is given by the unconscious and continuous connection with 

the environment/objects.  

At its origin, space is related with the human body. As John Eliot (1987) 

shows, the space as psychological reality is the result of a combination of 

visual perception, touch, and movements: sensory integration, perceptual 

awareness, bodily awareness and the coordination of physical movement, 

skillful performance of spatial tasks, conceptual experience that transcends 

the perceptual moment and provides direction to our behavior. The 4th 

Space concept deepens the psychological integration and upholds the defin-

ing role of psychological space for human life to the detriment of physical 

space. The 4th Space is a mental-virtual-physical space and from here the 

vital importance of and effect on psychological processes. The plasticity and 

dynamics of virtual space, that can be construct and change in unimaginable 

ways the context of communication and perception pose a great challenge 

for human psychic. Reality and its spatial aspect/dimension are our percep-

tual awareness of relationships surrounding us and our thinking about them 

are independent but related aspects of human cognition. Also, perception 

and cognition are largely independent, but still affect each other in system-

atic ways (Montemayor, Haladjian, 2017). 

In this context, the question of the 4th Space announced itself from the 

beginning to be very intriguing. As it emerges both as environment and an 

extension of the psychological space (thoughts, memory, representations, 

knowledge and so forth) it will be dissimilar to the physical space of things, 

people and places, to which we are evolutionarily adapted. It is a space in 

continuous dynamics, updating its forms, a relational mobile space based on 

communication and virtual representations. Such characteristics will chal-

lenge the human evolutionary ability to orient and locate in “reality.” 

This is so, because the fundamental importance of space is not limited to 

the physical aspect of the human body. It is at the origin of human subjectiv-

ity, too. Primary and even deeper beneath of the self-consciousness (or tran-

scendental ego) the subjectivity is based on the relation to the environment, 

perception and movements Kimura (2000). Any living being is formed by 

reactive modification of the inner world and consequently to unceasing 

modifications in the external world. Subjectivity as such is made possible by 

the permanent interconnection between the living organism and the envi-
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ronment. This subjectivity, basically, “unrelated to consciousness, is what 

we call “self” (jiko), a principle of the connection which is established be-

tween the individual and the world and which is to be thought of as an ex-

tension of the physiological subject.” (Kimura, 2000, p. 85, my translation) 

The conscious living presumes incessantly recognitions of the perceived 

objects as a given reality. But it also relates with them preconsciously, prior 

to recognizing them as real. This unconscious virtual perceptions of the 

things relentlessly emerges contingently in the conscience. The process is 

made possible by the pre-personal bodily self when they become individuat-

ed through actualization, adding the key input for realizing the sensation of 

actuality at any given moment of life. This phenomenological process is 

more fundamental and parallel with cognitive operation of consciousness 

and able to accommodate any type of space as being real, i.e. being experi-

ence as “given real space.” It also opens up the possibility for different forms 

of transcendental conditions for the possibility of things. Likewise, it be-

comes more significant for the 4th Space reality where the relations between 

things are overpassed and lessened by the relations between persons, virtual 

persons, and artificial “persons” intelligences.  

The seemingly familiar physical space is, in fact, very difficult to be de-

scribed, as long as it is both reflected and constructed as psychological 

space. What people believe that they understand or experience by physical 

space is already a psychological construct, and usually is confounded with 

its abstract geometrical representation, i.e. a classical “category mistake” 

(Ryle, 1938). What we “thought” of being physical space is ontological and 

epistemological hybridization of human bio-physiology and physical reality. 

It is one of the multiple entities that form the psychological space. And the 

task of describing psychological space is almost impossible at this moment 

in spite of its apparent familiarity. We don’t have a suitable language system 

able to represent and convey the complex interplay of mental and physical 

elements, we can only asses a very limited range of spatial phenomena with 

available measuring instruments or procedures of spatial behaviors and “we 

lack a construct which accounts for both our awareness of the relational 

distribution of things and our use of this awareness to solve problems” (Eli-

ot, 1987, p. 6).  

At the same time, it is certain that there is nothing in human experience 

that can remain purely abstract as there are ideal abstract concepts from 

Mathematics or Physics, for example. People can think the abstract, but they 

cannot live (in) it. Human thinking appeals to the concrete that is mostly 

based on representations and images. In addition, people cannot think and 

feel value-free or emotionless. Any experienced reality is appropriated by 

their lived experience. The living physical space becomes place (“own 

space”), due to its familiar psychological dimension, which implies orienta-

tions, repeated actions, organization of representations, utility and memory.  
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“Physically, a place is a space which is invested with understandings of behav-

ioural appropriateness, cultural expectations, and so forth. We are located in 

‘space,’ but we act in ‘place.’ Furthermore, ‘places’ are spaces that are valued. 

The distinction is rather like that between a ‘house’ and a ‘home;’ a house 

might keep out the wind and the rain, but a home is where we live.” (Harri-

son, Dourish, 1996, p. 69)  
 

In order to understand the notions of space and place, the current main-

stream paradigm of psychology should incorporate elements for phenome-

nological approach. Otherwise, it provides only an illusion or, at least, an 

insufficient knowledge of what is space for a human being, an essential ele-

ment of Self formation. 

 

 

THE 4th SPACE: SPACE OR PLACE? 
 
It has become clear now why the concept of the 4th Space seems so natu-

ral, but so hard to grasp. Its origins are to be found in the Ray Oldenburg’s 

influential book The Great Good Place (1989), in the domain of communi-

ties building. This is the first trace in its conceptualization. The 4th Place 

(Space) is depicted as a heavenly communicational and relational place that 

fosters and grows human communication, relationships, works, facilitating 

access to and exchange of knowledge etc.  
 

“The fourth place blurs the frontier, within the same space, of the first 

(home), second (work), and third place making the space, a place in itself. 

The function of the 4th Space is to foster networking, to promote mingling, 

and to favor collaboration, face-to-face interactions, and the exchange of tacit 

knowledge.” (Morrison, 2019, p. 448)  
 
This conception bestows space with human attributes and unavoidable 

changes it into more than a simple space, a place. 

The distinction between space and place is a very interesting and com-

plex one. Place is an anthropomorphic space. Unlike space, the place has 

meaning, history, implies knowledge, attitudes and feelings. We can speak 

about a sense of place, but not about a sense of space (Tuan, 1979, p. 421). 

The 4th Space, as computer-supported cooperative work (CSCW)  
 

“is rooted in sets of mutually-held, and mutually available, cultural under-

standings about behaviour and action. In contrast to ‘space,’ we call this  

a sense of ‘place.’ Our principle is: ‘Space is the opportunity; place is the un-

derstood reality’.” (Harrison, Dourish, 1996, p. 67)  

 

Hence, despite our endeavor to conceptualize and understand the 4th 

Space in itself, in real experience it will never exist separately from how it is 

felt. 
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Any space is impersonal, the place has identity. Space means order, place 

means familiarity. The space is common, neutral and imposed, and lack of 

any sense of belonging. A place, formed by actual living or by any other sig-

nificant form of contact, is always unique, personal and created. The space is 

abstract, the place is lived. In space things are unrelated and indistinct, 

while the place involves connectedness and distinction. In any spatial locat-

ed human interactions, from physical intercourse to computer mediated 

communication or cooperative work, the space is made by interconnection 

and communication. Its “ontic” multi-dimensionality (the three physical 

dimensions, parallel virtual space, or multiple, in extended reality) forms its 

appearance: an empty condition of possibility. The 4th Space is formed in 

actual intercourse of people, when its condition of possibility is converted in 

a communication place, because the space itself is meaningless and has no 

proprieties useful as such for human actions.  

In addition, the social and cultural spaces subtly interweaved within the 

psychological sense of space and make it more difficult to understand. Any 

organism “takes its place within, toward, against an environment.” Humans, 

in addition, once they achieve humanity, occupy their place in a world de-

fined by roles, responsibilities and institutions. “All his life, his existence as 

a person is constituted by such ‘place-taking’.” (Grene, 1968, p. 173).  

The mental spaces differ from individual to individual according to per-

sonal experience. And every culture draws different mental topographical 

spaces (Hall, 1966). Moreover, people are also actively “position takers.”  
 
“The most characteristic thing people do as persons is to take positions or 

stances toward the elements of their experience. People take positions on 

events, others, issues, policies, attributes, actions, themselves, and on the po-

sitions they take. People take positions on concrete aspects of an immediate 

situation, on life as a whole, and on the cosmos.” (Cochran, 1985, p. vii) 
 
The continuous virtualization of the social and communicational space, 

technologically mediated by digital and augmented reality, amplifies all the 

aspects of psychological space. “The construct of psychological space refers 

to such an amalgam of physical capacities, mental processes, learned skills, 

forms of representation, and dimensions of thought at different levels of 

awareness for different tasks in changing surroundings.” (Eliot, 1987, p. 6). 

It includes has some important characteristics relevant to the future devel-

opment of human psychology in its dialectical process of human-living envi-

ronment co-creation. Beside its common characteristics as mental basis for 

a set of behaviors at different levels of knowing, multimodal form of repre-

sentation, a form of behavior related to the awareness of the limits and posi-

tion in different environments, psychological space is also: a pervasive cog-

nitive phenomenon, a form of symbolic processing, an expression of intelli-

gence intricate in the higher and complex knowledge and responses to spa-
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tial tasks, implied in daily activities, and even a possible dimension in many 

kinds of thought (Eliot, 1987, p. 6). 

 

 

THE HYBRID ONTOLOGY OF THE 4TH SPACE 

 

So, what is it, a space or a place? The term “4th Space” instead of “Place” 

is supported as an analogy with physical space, but only if it is conceived as 

an ontological reality where things are located and processes take place and 

because they can be “represented,” localized, and become visible and por-

trayed through three axis: place, medium and time (Hardegger, 2021). In 

this framework, the “Place-Axis” represents the grounded connection or 

anchor into physical of the real word place, the localization of the people 

immersed in the virtual cyberspace. The “Medium-Axis” represents techno-

logical supporting infrastructure, hardware and software. The “Time-Axis” 

represents the timeframe coordinate of user presence within the 4th Space, 

where the physical time distinction of synchronic/asynchronic interactions 

dissolves. All three dimensions form a new reality in which their corre-

spondent from the physical reality is transfigured. In the 4th cyberspace, the 

physical space location of the user intertwines with its location in the digi-

tal/virtual space. The medium is both the interface and the sensorial consti-

tution of the user. 

This image is useful for theorizing on the 4th Space as epistemological 

entity. It provides a suitable framework for organizing the research both 

from different disciplines and interdisciplinary approach. However, it can 

still uphold a deceptive image of what cyberspace reality is by perpetuating 

an image of it as a preexisting territory and a metrical space. Its medium-

axis component presupposes already the engineered devices and mathe-

matical algorithms and this reduces the 4th Space to “a set of objects and 

rules of interaction.” Its ready-made nature, “waiting to be filled” and the 

topographical description induces a false and apparently stark division be-

tween “real” and “virtual” worlds which is simple not true” (Mihalache, 

2002).  

The essence of the 4th Space is communication. In the physical space, 

things, states and processes are interpretations, signs, landmarks and so 

forth. But the 4th Space is in itself no other thing than information and 

communication made possible by digital virtualization. The process is simi-

lar to the cosmogenesis where the universe appears with space and time and 

not in space and time (the cosmic metric expansion of space-time). In the 

case of the 4th Space we cannot talk about a space filled with information, 

but about a space of information. Its very nature is information and com-

munication.  
 



164 Bogdan Popoveniuc 

“The structure of cyberspace represents a hierarchy-based system of technical 

and semantic layers (physical, logical, information, and human) that are 

heavily linked to each other. The most important goods in this space are in-

formation, which is used by people, thus creating their new living space.” 

(Gálik, Tolnaiová, 2019) 

 

The 4th Space is one of the multiple types of culture-generated spaces as 

are the economic or social spaces and cannot be reduced neither to the men-

tal space or external space. It is rather an (collective) extension of psycho-

logical space (Suler, 2016). The 4th Space completes (and at the same time 

modifies) Karl R. Popper’s (1968) idea of three worlds, filling the point of 

interaction between World 2 (the realm of natural states and processes of 

ICTs devices) with World 3 (the objective realm of the “products of 

thought”). Reality, subjectivity, and representation become a triune compo-

site. The field of reality (the physical world), the field of representation (the 

virtual reality) and the field of subjectivity (the individual) merged in a con-

tinuum subject-object-context of onlife living. The tension between connect-

edness and distinction dissolves. Technological progress made possible the 

extensions and substantiations of human imagination.  

 
 

4TH SPACE AS TECHNOLOGICAL EXTENDED REALITY (XR) 

 

The 4th Space ontology is hard to be conceived (represented or imag-

ined) because it has a very heterogeneous, complex and dynamic nature. It 

is more than people using and communicating on their laptops and 

smartphones. The 4th Space has an insidious ubiquity and from this the 

difficulties to understand what its reality is. In XR, we find the second trace 

for the 4th Space conceptualization. Here, all the human functions, abilities, 

potentialities are transformed, magnified, extended, augmented and medi-

ated. CSCW is accomplished as the 4th Space in the framework of ubiqui-

tous computing (or pervasive ambient computing). It comprises an en-

meshing of the properties of various types of intelligent devices that unfold 

the physical world in an ameliorated virtual reality of communication, inter-

relations and perceptions permeated with huge amounts of collective 

knowledge. However, even the nature of pervasive ambient computing is 

difficult to grasp in a clear-cut image. Stefan Poslad (2009) observes that 

the definitions and descriptions of pervasive computing are overlapping and 

puzzling. Therefore, he proposes that it can be better understood by a taxo-

nomic systematization of its proprieties: distributed system properties, im-

plicit human device interaction, context aware, autonomy, and intelligent 

system properties.  

The proprieties of the 4th Space result from the synergy of ubiquitous 

computing individual devices, programs, networks and multiple agent sys-
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tems. Like the less practical endeavor to define ubiquitous computing, the 

4th Space reality can be better understood as the result of the dynamic sys-

tem of myriad of artificial (intelligent) entities with mixed and diverse pro-

prieties. The distributed system properties can be universal (seamless or 

heterogeneous), networked, synchronized (coordinated), open (transparent 

or virtual), or mobile (nomadic). The implicit human device interaction 

covers proprieties as non-intrusive (hidden, invisible or calm computing), 

tangible (natural), anticipatory (speculative or proactive), affective (emo-

tive), user aware, post human, or having a sense of presence immersed (vir-

tual or mediated reality). According to their capacity to be context aware, 

the systems can be sentient (unique, localized or situated), adaptive (active 

context aware), person aware (user aware, personalized or tailored), envi-

ronment aware (context aware or physical context aware), or ICT awareness. 

From the point of autonomous system properties they can be automatic, 

embedded (encapsulated or embodied), resource constrained, untethered 

(amorphous), autonomic (self-managing or self-star), or emergent (self-

organizing).  

The artificial intelligence can be individually or collectively distributed. 

The individual intelligent systems can be reactive (reflex), model based 

(rule/policy based or logic/reasoning), goal oriented (planned or proactive), 

utility based (game or theoretic), or learning (adaptive). Multiple intelligent 

systems (collective or social intelligence) can be cooperative (collaborative 

or benevolent), competitive (self-interested, antagonistic or adversarial), 

orchestrated (choreographed or mediated), task sharing (communal, shared 

meaning or knowledge), speech act based (intentional or mentalistic) or 

emergent (Poslad, 2009, pp. 17–22). 

The 4th Space arises from the synergy of the diverse proprieties of vari-

ous devices and systems and creates a novel dimension for human existence. 

The ubiquitous computing does not only create a space but, by customized 

adaptation to user preference, builds a new place.  

 

 

VIRTUALIZATION AS CULTURAL  

EVOLUTIONARY PROCESS 

 

The third trace for understanding the nature of the 4th Space is its virtu-

ality. Virtuality is another key element for understanding the 4th Space, but 

more in the sense of communicative structures, not in that of artificial reali-

ty. In this sense, the 4th Space history and genesis is longer than many may 

think. The communicative virtual communities existed long time before the 

Internet (Stone, 1991, pp. 94–95). Its origin can be found in the first virtual 

communities created by the invention and dissemination of the texts. Textu-

al virtual communities fostered a community of like-minded persons 



166 Bogdan Popoveniuc 

through intellectual interchange mediated by books. It has endured today in 

the network of scholarly publications. The next stage of building virtual 

community was the rise and spread of mass media. Early electronic virtual 

communities (made possible by radio and television) connected people syn-

chronously and made it possible for many people to be transposed and being 

“present” in the same informational location from remotely physical space. 

The next stage, the era of information technology of the World Wide Web 

represents the true birth of active virtual communities. The commonality 

fostered by passive reading community of knowledge became active and 

interactive, “a participatory social practice in which the actions of the reader 

have consequences in the world of the dream or the book.” In the third 

stage,  

 
“… the older metaphor of reading is undergoing a transformation in a textual 

space that is consensual, interactive, and haptic. […] The boundaries between 

the social and the natural and between biology and technology are beginning 

to take on the generous permeability that characterizes communal space in 

the fourth epoch.” (Stone, 1991, p. 95)  

 

The last epoch, that of “real” virtual reality, is thought to be fully accom-

plished in a space akin to Gibsonian Matrix (Gibson, 1984). In the maturat-

ed 4th Space the real and virtual will merge in an inter-psychic network of  

a communicational field that extends the physical reality in a new one.  

In contradistinction to virtual reality, which evokes artificiality, the bogus 

or constructed character, the non-real, and hence emphasizing reality, the 

cyberspace highlights inclusively the actual place. The 4th Space is rooted in 

cyberspace and even opposed to virtual reality because it “does not rely 

mostly on a deception of senses to create the illusion of an integral realism,” 

but it is a space for computer mediated communications (Holmes, 1997,  

p. 234). The cyberspace exists only as a communicative function of its in-

habitants. A single person exists only in virtual reality, but not in cyber-

space, because the critical element cyberspace is community (Ostwald, 1997; 

Benedikt, 1991).  

Due to its particular characteristics, communicational nature, pervasive 

computing, and XR, it is more than a reasonable expectation that the new 

onlife living to have a meaningful effect on the basic sensory-psychological 

coordinates of space and time on which personal identity is initiated. The 

prolonged onlife living (Floridi, 2015) within the 4th Space will definitely 

have dramatic effects on the personal identity construction, as long as living 

“in reality” is based on cognitive operations and bodily actions.  

 



 Personal and Moral Identity in the 4th Space 167 

LIVING IN 4th SPACE EFFECTS ON PERSONAL IDENTITY 

 

The difficulties in crystalizing a coherent personal identity in modern 

world are illustrated by the big challenge in understanding the living envi-

ronment, i.e. the dynamic enmeshing of physical, augmented and virtual 

reality of onlife world (Floridi, 2007). Personal identity is much deeper 

molded by our new “onlife” way of living, embedded in ICT’s technology and 

digital relationships, which changes “our self-conception (who we are);  

our mutual interactions (how we socialise); our conception of reality (our 

metaphysics); and our interactions with reality (our agency)” (Floridi, 2015, 

p. 2).  

In order to prospect how the prolonged living in 4th space can alter the 

personal sense of identity, we cannot rely solely on current mainstream psy-

chology because the algorithmic structure, methodological quantitativism 

and underlying computational paradigm, though very useful for some epis-

temological goals, are of little use for catching the dynamic process of per-

sonal identity formation. The (post)modern identity needs to employ a more 

complex approach and conceptualizations, although not as simple to under-

stand and impossible to be algorithmically modeled. I am referring to the 

rhizomatous conceptualization and the phenomenological approach.  

 

 

THE RHIZOME AND RHIZOMIALITY 

 

During these times of technological changes and challenges, understand-

ing the systemic factors contributing to the transformation of the personal 

and moral identity of nowadays person(s) is a very difficult task because the 

formation is not a linear and homogenous process. The difference in Self-

formations becomes increased because the changes brought by onlife living 

in personal identity are facilitated both by rhizomatous characteristics of the 

self (Baldwin, Greason, Hill, 2018) and by the “rhizomality” (Deleuze, Guat-

tari, 2005; Deleuze, Guattari, 2005) of the contemporary (digital) social 

space (Kalantzis-Cope, Gherab-Martín, 2010). In my view, the rhizomatous 

pattern of conceptualization is a more suitable framework for grasping the 

formation of the 4th Space inhabitants’ personal identity. 

A rhizome is an onto-epistemological model of heterogeneous multiplici-

ty in which the organization of the elements does not follow a subordination 

line. “A rhizome is not amenable to any structural or generative model. It is 

a stranger to any idea of genetic axis or deep structure” (Deleuze, Guattari, 

2005, p. 8). Connection, heterogeneity, multiplicity, asignifying rupture, 

cartography and decalcomania makes rhizomatous representation the best 

candidate for understanding the dynamic of identity and moral development 

of digital natives (Deleuze, Guattari, 2005). The dialogical, relational and 

file:///M:/In%20progress/PROIECTE/CHANSE/Materiale/Exploring%20the%20Rhizomal%20Self.pdf
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hybrid nature of interactions in the 4th Space are reflected in the construc-

tion of the personal identity as narrative ISelf (Popoveniuc, 2017). We are 

permanently connected in physical and virtual life with others by 

knowledge, interpreting and applying rules, norms, and different values. 

Living onlife means a heterogeneous life where the virtual and physical 

realms dialectically reinforce each other. In the 4th Space, physical reality 

and extended reality intermingles in a uniform hyperreality where human 

and artificial intelligence fuse (Tiffin, Terashima, 2005). The seamless fu-

sion of the physical and the virtual and of the digital semantics and human 

cognition is facilitated by the rhizomatous proprieties of the mind and the 

cyberspace.   
 
“Any point of a rhizome can be connected to anything other, and must be. […] 

A rhizome ceaselessly establishes connections between semiotic chains, or-

ganizations of power, and circumstances relative to the arts, sciences, and so-

cial struggles. A semiotic chain is like a tuber agglomerating very diverse acts, 

not only linguistic, but also perceptive, mimetic, gestural, and cognitive: there 

is no language in itself, nor are there any linguistic universals, only a throng 

of dialects, patois, slangs, and specialized languages. There is no ideal speak-

er-listener, any more than there is a homogeneous linguistic community.” 

(Deleuze Guattari, 2005, p. 7) 
 
The very nature of the 4th Space embodies a real multiplicity of states, 

realities, knowledge and values. There is no fixed point, be it ontological, 

axiological or semantic, to support the complete division of subject and ob-

ject. Individual humans become only parts of the multiplicities of semantics, 

virtual and cognitive realities in the vast networks of multi-agent system. In 

the rhizomatous paradigm, “the multiple is effectively treated as a substan-

tive, ‘multiplicity,’ that it ceases to have any relation to the One as subject or 

object, natural or spiritual reality, image and world” (Deleuze, Guattari, 

2005, p. 8).  

And there is another reason why the rhizome model fits better to under-

stand the contemporary reality. The fast pace of digital transformation, 

augmentations and amelioration of humans, environment and culture puts 

us on the progression path toward “trans” and “post” humanity. It is conso-

nant with the transhuman state of modern man which is significantly tech-

nological (bio)ameliorated (by taking pills, wearing glasses, cognitively ex-

tended capabilities etc.). The prefix “trans-” acquires and expresses the dy-

namic processual state of “meta-” being “in the middle of” but at the same 

time “beyond” and “between” (Sorgner, 2020). The 4th Space expresses 

both, in its ontological reality, the “trans-” or “meta-” space of reality and, in 

its sociological nature, the “trans-” or “meta-” sociality. Similarly, “a rhi-

zome has no beginning or end; it is always in the middle, between things, 

interbeing, intermezzo” (Deleuze, Guattari, 2005, p. 25). 
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The consequences of living and thinking in such rhizomatous environ-

ment are far more thoughtful. The virtualization of technics and technology 

in the forms of digital and XR, as a process of reversal exteriorization of 

autopoietic human cognition into the environment, accomplished the “clo-

sure of the cortical evolution of the human” and opens the way for the pur-

suit of the evolution of the living by other means than life (Stiegler, 1998, p. 

135). 

 

A PHENOMENOLOGICAL APPROACH OF THE 4TH SPACE 

 

Any living beings maintains the continuous contact with its environment 

in order to survive. This is also true for the groups of any species. The con-

tact can be represented by physical surface of the body or by any of its sur-

rogate a cane, car body, computer screen, VR glasses etc.  
 
“Our self-awareness, our experience of the ‘I’, is based on the Tatsache—an 

expression literally meaning ‘the thing of acting’—that is, things or objects 

perceived in the outer world or imaged in the inner world, are associated with 

a quality of actuality, Wirklichkeit, which endows the perceived objects or 

imaged with a sense of reality, and the perceiving or imaging subject of expe-

rience, an ‘I’.” (Kimura, 2008; cf. Kimura, 1963, p. 391) 
 
 When this phenomenological character of qualia is disturbed, the patho-

logical state of personalization can occur. The sense of reality of the external 

world and the sense of [its] own existence results from the same processes. 

The individual subjectivity, understood as a “continuous discontinuity” 

relation with the surrounding environment, is doubled by collective subjec-

tivity of appurtenance group (and groups). “This fusion of the human I with 

the auto-affection1 of life in general, constitutes a necessary condition of  

a healthy mental state” (Kimura, 2001, p. 336).  

Kimura’s psychiatric conception hypothesizes a certain fundamental dis-

sociation between individual existence and existence as a constituent of the 

species, as the fundamental process affecting the I-sense in the schizophre-

nia. In the context of our discussion on the personal identity formation with-

in the 4th Space, the “schizophrenia” should not be taken in its psychiatric 

sense, but as a model or label for any other different or alternative mode of 

the sense of Self formation and, hence, of constituting the self-identity. The 

continuous mediated and intermediated contact with exteriority can elevate 

a higher level of self-reflection and self-reference which entails a deep un-

certainty about “the I-ness of the self or the selfness of the I.” This basic dis-

————————— 
1 The affection of the self by the self, the purely immanent, unmediated self-affecting relation is  

a key term in Henry’s phenomenological conception. “Auto-affection is the internal structure of the 
essence whose property is that of receiving itself.” (Henry, 1973, p. 236). “Auto-affection thus de-
scribes how life affects itself and how it receives its affect” (see Sackin-Poll, 2019). 
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turbance of “discordance between individual subjectivity and the collective 

subjectivity to which one actually belongs” can be “a potentiality inherent in 

all human beings” (Kimura, 2001). But his disturbance can be conceived, 

not necessarily as “discordance,” but as an expression of the plasticity of the 

I-Self that can “accord” in many ways with the collective subjectivity. The 

subjectivity can be differently constructed, alike its space(s) as condition of 

its possibility. Onlife living in the 4th Space can thicken the borders of I sub-

jectivity and group subjectivity due to the dissolution of Otherness in virtual 

avatars and mediated homogenous reality. Or, on the contrary, it can  

facilitate a more harmonious integration of the individual and the collective 

self. 

No matter if we are optimistic or pessimistic about the human integra-

tion and amelioration with and within technological progress, the onlife 

virtual-real living will have profound effects on the basic mechanism of con-

structing personal identity and self and the sense of the “I” as personal sub-

ject of experience and action. The consequences of prolonged life in the 

techno-environment will be, definitely, more complex, deep, and diverse. 

The growth in consistency of the 4th Space implies an increasing dependen-

cy on technological created reality and increasing living in blended reality 

that can blur extensively the borders of “here and now” (Waterworth,  

Hoshi, 2016). The effects of prolonged living and extended interactions with 

virtual and augmented environments does not exclude even the possibility 

to “lead to more fundamental changes, not only on a psychological, but also 

on a biological level” (Madary, Metzinger, 2016, p. 4). 

We see now that the 4th Space is neither “a new stage of etherealization 

of the world we live in,” nor “a new stage in the concretization of the world 

we dream and think in,” but another genuine “venue for the consciousness 

itself” (Benedikt, 1991, p. 124), a new existential dimension of man (Gálik,  

Tolnaiová, 2019). This claim can sound bombastic or unusual within the 

mechanistic and positivist epistemological paradigm of the mainstream sci-

ences. But it becomes not only natural, but self-evident, once it is set in the 

required new epistemological paradigm of ICT described above. The homo-

geneity between Self/personal identity and the 4th Space is more salient 

when we take into account their similar process of autopoietic genesis. 

 
Identity as autopoiesis  

 
The living beings and the conscious beings form themselves in a process 

of autopoiesis. An autopoietic system is a dynamic self-sustaining  
 
“network of processes of production (transformation and destruction) of 

components that produce the components which: (i) through their interac-

tions and transformations continuously regenerate and realize the network of 

processes (relations) that produced them; and (ii) constitute it […] as a con-
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crete unity in the space in which they (the component) exist by specifying the 

topological domain of its realization as such a network.” (Maturana, Varela, 

1980, p. 79)  

 

In short, the autopoietic system continuously self-produces both itself, as 

a network of the production processes, and its own space, its boundaries. As 

the Universe appeared with its physical time and space, the self-poietic sys-

tems produce themselves with their own space (and time).  
 

“Life is realized in a space of its own to inhabit it, but it does not form itself in 

a space designated by an observer, everything is integrated into the organism 

itself. The formation of oneself is at the same time, so to speak, the formation 

of a space which is proper to it.” (Kawamoto, 2011, p. 352)  

 

They form for themselves by virtue of their own operation that also pro-

vides their own domain of existence. This does not exclude the influence of 

the outer world, because the self-poietic systems do not appear in void but 

within an environment to which they adapt accordingly. The formation of 

the Self through auto-genesis is akin to that, but at a different level of virtu-

alization. The 4th Space is just another niche for the evolution of life as  

a cognitive and information autopoietic system. The intimacy of Living 

Space and Self Identity genesis is revealed by their common mechanism of 

formation, i.e. the autopoiesis.  

In Hideo Kawamoto’s conception of self-poietic systems, the self is a self-

poietic system that emerges through its own actions and movements. It cre-

ates the borders of the self and non-self. It self-produces itself through bodi-

ly action “by doing something” and less by cognitive sense of “knowing 

something.” In this process one produces reality through action, persons, 

and things and the fittest and surviving of the individual system depends on 

the coherence between its actions and the characteristics of the environment 

and things. In the case of 4th Space cyberreality, the “coherence” between 

actions and the environment, due to its fundamental informational and rela-

tional nature, becomes fluid. The plasticity of virtual environment and 

things will make the Self more fluid and less stable because the relation be-

tween one’s actions and the environment characteristics is less stable. The 

required felt constraint to adjust one’s action to reality is weakened. From 

here, the increase freedom and diversity for self-poiesis of personal self and 

identity within the 4th Space.  

Luciano Floridi (2011) makes an interesting “theory transfer” of autopoi-

etic systems concept into the philosophy of information that is extremely 

illustrative for understanding the particularity of the genesis of the Self 

within the 4th Space as informational and communicative environment. In 

his theory of the Relational-self, he identifies a unique mechanism of encap-

sulation, detachment and internal auto-organization at all three levels of 

file:///M:/In%20progress/PROIECTE/CHANSE/Materiale/Autopoiesis%20and%20Congition%20The%20Realization%20of%20the%20Living.pdf
file:///M:/In%20progress/PROIECTE/CHANSE/Materiale/Autopoiesis%20and%20Congition%20The%20Realization%20of%20the%20Living.pdf
file:///E:/In%20progress/PROIECTE/CHANSE/Materiale/The%20Informational%20Nature%20of%20Personal%20Identity.pdf
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progression of life, i.e. from corporeal, through cognitive, to the conscious-

ness as a progressive process of virtualisation. Any auto-organizing system 

develops a membrane for protecting its structural integrity against the sur-

rounding environment. The conscious personal identity is triune (three-

leveled) entity. The corporeal membrane or physical membrane functions 

as a hardwired boundary between the inside (body) and the outside (the 

environment). The cognitive membrane is a semi-hardwired (configurable) 

boundary between the cognitive system and its environment (body becom-

ing an interface) that further isolates and controls the organism from its 

surroundings, using data processing and communication for maintaining 

the integrity of the organism. The consciousness membrane is a soft-wired 

(programmable) boundary between self, conscious mind or I (inside) and 

body (outside environment). The homeostasis at each of the three levels 

implies different types of bonds and orientations: physical stability of the 

living system is based on chemical bonds and orientations, the integrity of 

internal data within the system is assured by mutual information, that is the 

(measure of) the interdependence of data, and their codification in memory, 

and language, while the self-programing within the cognitive system is pro-

vided by semantics. “The self emerges as a break with nature, not as a super 

connection with it” (Floridi, 2011, p. 560). The virtualization of the struc-

tures of the Self imply increasing autonomy up to the world of meanings and 

interpretations. This cannot be realized individually, but only in common 

through language, culture and social interactions. Floridi’s account high-

lights the inherently free relational Self and not as the traditional metaphys-

ical conceptions, only the rational disembodied self. The onlife in the 4th 

Space reflects accurately this situation. However, this perspective misses 

two important questions: the required compatibility between semantic ele-

ments and reality and the psychological aspects of the Self’s formation, 

which is not only an informational system. It only moves the question of 

compatibility between individual cognitive structures, which interprets the 

physical processes and states, to the collective level of the viability of cultur-

al semantic tools.  

Niklas Luhmann’s (1988) theory transfer of autopoietic systems on social 

systems theory can fill this gap. Its perspective is also extremely relevant for 

Self formation within the 4th Space framework because the intimacy be-

tween Self formation and the nature of the 4th Space is simply striking. The 

social systems are also self-organizing and self-reproducing systems, unlike 

the physical environment, hence they are exclusively communications and 

not ensembles of individuals, roles, acts, and/or interactions between them. 

(For the validity and utility of such theory transfer see Cadenas, Arnold, 

2015). The transdisciplinary applicability of the theory of autopoietic  

systems moves the key element on the self-referentiality of the autopoietic 

systems. Autopoietic organization of the social system is built on communi-

file:///M:/In%20progress/PROIECTE/CHANSE/Materiale/The%20Autopoiesis%20of%20Social%20Systems%20and%20its%20Criticisms.pdf
file:///M:/In%20progress/PROIECTE/CHANSE/Materiale/The%20Autopoiesis%20of%20Social%20Systems%20and%20its%20Criticisms.pdf
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cation, while psychic autopoietic system on consciousness as modes of 

meaning-based reproduction. 

 

 

IDENTITY IN THE 4TH SPACE 

 

The complexity of modern environment and cultural settings in which 

people are living challenges the consistency and substantiality of personal 

identity. In simpler societies of the past, the unity and coherence of personal 

identity, and hence personal morality, was ensured by relatively homoge-

nous living conditions, shared moral norms, knowledge, ideology, religious 

beliefs and uniform conduct of the others from the same society. In modern 

societies, the individual is exposed, from its infancy, to a lot of heterogene-

ous practices, various ways of conduct, conceptions, knowledge, values and 

so forth. This miscellaneous cultural and social environment diminishes the 

relevance and ability of the external social environment to support the con-

sistency and substantiality of personal identity. As consequence, nowadays 

“a person’s identity is not to be found in behavior, nor—important though 

this is—in the reactions of others, but in the capacity to keep a particular 

narrative going” (Giddens, 1991, p. 54). This “internalized integrative narra-

tions of the personal past, present, and future” provides unity, purpose and 

meaning in one’s life (McAdams, 1996). 

In the 4th Space, the difference between virtual and real stimuli, seman-

tics and representations becomes blurred and shattered. The stable, rigid 

and, steady framework for separating or cutting across a single structure by 

over-signifying breaks becomes impossible. The meaning, interpretations, 

hermeneutics of real and reality, of relations and interactions become mal-

leable and flexible. The narrative path of self-identity can be changed, trans-

formed, reinitiated, converted, resignified from the beginning with materials 

and experiences borrowed from physical reality and face-to-face interactions 

or from virtual, mediated ones from virtual and extended reality. Nothing 

more auspicious for the growth of rhizomatous autopoietic Self. “A rhizome 

may be broken, shattered at a given spot, but it will start up again on one of 

its old lines, or on new lines” (Deleuze, Guattari, 2005, p. 9). 

In the 4th Space, personal identity, in general, and its core characteristics, 

moral identity, in particular, grow into a rhizomatous interaction of private 

space values and moral, professional space values, public space values, digital 

(augmented) space values. Living in a continuously shifting and mixed virtu-

al-physical place entails a completely resignification of fundamental values in 

general, and the professional and public values in particular.  

 
“The distinction between public and private will probably need to be recon-

ceptualised, because frameworks based on physical boundaries (the ever per-
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vasive analogy of trespassing) and possession (the equally pervasive analogies 

of ownership and theft) are outdated conceptual modules, insofar as they are 

linked to a modern or ‘Newtonian’ metaphysics based on inert things and me-

chanical interactions.” (Floridi, 2015, p. 22) 

 

At the same time, personal identity is based on self-narration that is 

based, it its turn, on memory. The neurophysiology of memory already con-

firmed the different neurological and cognitive mechanisms of long-term 

memory and short-term memory (Norris, 2017; Nee, Berman, Moore, 

Jonides, 2008). The personal identity is related to long-term memory, but 

ceaselessly mediated by short-term memory, which processes the infor-

mation prior to be stored in long-term memory each and every time when it 

is consciously and unconsciously accessed. Identity is therefore fostered by 

the permanent interactions between the continuously interpretations of 

experience, which is constantly processed in short-term memory, and the 

fixed conceptual and identity arrangements treasured in the long-term 

memory. The long-term memory offers the core basis for personal identity, 

but all the images, concepts, memories, autobiographic episodes, states, 

ideals values stored are incessantly slightly changed, eroded, transformed, 

and molded by the permanent working memory in daily experience, like 

tide’s waves imperceptible change in time the shoreline. Their working 

mechanisms are quite dissimilar.  
 
“The difference between them is not simply quantitative: short-term memory 

is of the rhizome or diagram type, and long-term memory is arborescent and 

centralized (imprint, engram, tracing, or photograph). Short-term memory is 

in no way subject to a law of contiguity or immediacy to its object; it can act at 

a distance, come or return a long time after, but always under conditions of 

discontinuity, rupture, and multiplicity.” (Deleuze, Guattari, 2005, p. 16)  

 

The personal experiences are also processed by employing the concepts 

and information from long-term memory.  
 

“Short-term memory includes forgetting as a process; it merges not with the 

instant but instead with the nervous, temporal, and collective rhizome. Long-

term memory (family, race, society, or civilization) traces and translates, but 

what it translates continues to act in it, from a distance, offbeat, in an ‘un-

timely’ way, not instantaneously.” (Deleuse,  Guattari, 2005, p. 16)  

 

Living onlife in the 4th Space implies a significant increase in the short-

term memory role for personal identity. The prevalence of the iconic in-

creases the importance of sensory memory for constructing the self-image. 

The individual is exposed too more and diverse relevant models, values, and 

experiences. The personal identity seashore is more deeply and relentlessly 

changed by the broken waters (Camina, Güell, 2017). 
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The organization of the 4th Space, as open and self-created communica-

tional and informational space, provides a different type of knowledge ac-

cumulation and progress. In Eco’s (2014)metaphors, its rhizomatous struc-

ture “encyclopedically” constructs information, by mapping knowledge as  

a network of interlinked relationships, and not as dictionary, as a closed 

system of semantic and informational trancing. The fixed and absolute 

knowledge is lost, in the favor of freedom to pursue and develop an infinity 

of new connections and meanings. So, the search for origin and reconstruc-

tion of some linear development becomes less relevant for the personal 

identity’s self-narrative. The substantiated multiplicity of personal identity’s 

bricks reveals a plural origin, heterogeneous incentives and a variety of 

sources, sometimes contradictory, segmented, with suddenly broken paths 

of development, reinitiated and re-signified. “Within the rhizome, thinking 

means feeling one’s way, in other words, by conjecture.” (Eco, 2014, p. 55) 

Self-identity can be more free and reflexive than ever. People have access 

to information that allows them to shape their personal identity in unimagi-

nable and various ways, to reflect on the causes and intended and unintend-

ed consequences of their own action and especially to have many cultural 

alternative and axiological frameworks for interpreting their behavior. Out 

of this liberation from the stable, structured model of personal identity 

comes also its curse. This freedom to choose who we are and how we under-

stand ourselves and our own conduct is practically equivalent with the con-

demnation for full responsibility on our deeds, as Jean-Paul Sartre (1943) 

remarked. And this is an anguishing task for anyone. Moreover, the increas-

ing capability for individual self-poiesis is threatened by the dispersion of 

the sense of self in the multiplicity of interpretation. The peril of losing the 

human wisdom in knowledge and knowledge in information, envisaged by 

T. S. Eliot (1934). 

 

 

THE MORALITY IN THE 4th SPACE  

 

The emergence of the 4th Space reveals the importance of “ethical infra-

structure” or infraethics “as a first-order framework of implicit expectations, 

attitudes, and practices that can facilitate and promote morally good deci-

sions and actions. Examples include trust, respect, reliability, privacy, 

transparency, freedom of expression, openness, fair competition, and so 

forth” (Floridi, 2017; Floridi, 2012, pp. 738–739). I will not discuss here 

Floridi’s (2017) list of “inframoral” entities neither in its completeness (why, 

for example, the belief is not listed among first in importance?), nor as  

a possibility of existence, even theoretical, at the collective level of a society 

made up of less moral individuals. If what it is called the “infraethical” 

structure can be made possible by the average moral level of its bearers. For 

file:///E:/In%20progress/PROIECTE/CHANSE/Materiale/From%20the%20Tree%20to%20the%20Labyrinth%20Historical%20Studies%20on%20the%20Sign%20and%20Interpretation%20by%20Umberto%20Eco,%20Anthony%20Oldcorn.pdf
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me, at least some elements are, in fact, parts of an “ultraethics” of that socie-

ty, i.e. the networking ethical aggregate of myriads of micro-moral relations. 

For our subject it is significant how the ICT designed society affects, what 

Floridi call the “infraethics” of a given society.  

In the 4th Space world, trust, reliability, transparency etc. become dis-

tributed between multi-agent systems (Wooldridge, 2009). People must put 

their trust not only on other people, but also on artificial systems, software, 

programs, and multiagent (human and artificial altogether) systems. Be-

cause the later are more predictable, do not have agency, occult interests or 

being considered objective experts, they become to be considered, some-

times, more reliable than living fellows. As long as the people’s actions, ex-

istence, decision-making are increasingly intertwined in long chains of de-

pendence on ITC infrastructure and program designs, networks of co-

workers, multi-agent systems and intelligent systems expertise the moral 

agency diffuses in a distributed morality (Floridi, 2012). Ethical agency-

assigning, accounting and assuming ethical responsibility for agents—

becomes abstruse in the process of melting frames of physical, artificial, 

legal, psychological, public and private spatial borders within the 4th Space.  

At the same time, the dispersion of responsibility (similar with the well-

known phenomenon of diffusion of responsibility (APA, n.d.) is very likely to 

become more common and prevailing within the 4th Space. Here, all aspects 

endorsing the diffusion of responsibility are amplified. Anonymity is more 

prevalent in the 4th Space, even only under its subjective, if not objective, 

sense of it (Postmes, Spears, Sakhel, de Groot, 2001). People are in a para-

doxical state within the 4th Space. They are simultaneously interconnected 

with many others more than ever, but they are also atomized because of the 

computer mediated relations with the others. Such situation increases addi-

tionally the diffusion of responsibility brought by the division of labor. Be-

ing more individualized as ever in working on their tasks, people can lose 

the general sight of organizations as a whole, that they are part of a general 

syncretic-synchronic system, and limit themselves to narrow tasks assigned 

for them (Baumeister, 2015). The differing and conflicting types of exper-

tise, human versus artificial systems, and the failure to capture important 

information diminish the level of responsibility and accountability for per-

sonal deeds and contributions felt by individuals (Wegner, 1986). Not to 

mention the group size, indefinitely in the 4th Space settings, that is indi-

cated as one of the key factors for decreasing the sense of individual respon-

sibility (Latané, Nida, 1981; Rowan, Kan, Frick, Cauffman, 2021). 

The pervasive infrastructure of AI system supporting the 4th Space con-

tributes to this phenomenon of distributed morality that is the “macroscopic 

and growing phenomenon of global moral actions and non-individual re-

sponsibilities, resulting from the ‘invisible hand’ of systemic interactions 

among multiagent systems (comprising several agents, not all necessarily 
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human) at a local level” (Floridi, Sanders, 2004). The sense of responsibility 

is easily weakened in such “moral crumple zone” (Elish, 2019), where the 

consequences of the actions of a human actor depends on the behavior of an 

automated or autonomous system on which he/she has a limited control.  

The hybrid onlife living can also have very perverse affects due to the im-

possibility of mind and body to differentiate virtual experiences from real 

ones. A person can live as a virtual avatar through fulfilling his/her unsatis-

fied needs, expressing his/her darkest desires and thus liberating him-

self/herself from its frustrations. At same time, it can do this dissociated 

from the responsibility of his/her own deeds, because can create the world’s 

rules and norms. “Rather than simply being influenced by technological 

features, users have intentional and purposeful control over VR stories” 

(Shin, 2018). The 4th Space may be the ultimate games of reality where 

people can do what they want with less or without the fear of consequences. 

It is hard to believe that moral mechanisms, fostered in thousands of hun-

dreds of years of evolution, can act efficiently as a control mechanism, as 

long as their basic affective triggers are worn and diminished by the lack of 

physical interactions.  

From here the need for large scale, innovative and open-minded prospec-

tive psychology researches. The time variable and real “virtuality” (sic!) is 

essential for understanding the effects of living in virtual reality. Evidence 

from short-term and particular aspects in laboratory settings seems to entail 

a more optimistic perspective on application of VR as ultimately “emphatic 

machine”. In my view, the results are more “wishful conclusions” on the 

potential and local effects of therapeutically interventions using VR, while 

the many ethical concerns regarding its legitimacy are overwhelming 

(Rueda, Lara, 2020). The ecological validity of this knowledge on VR in gen-

eral and effects of the prolonged and substantial life in virtual reality is very 

questionable (Ventura, Badenes-Ribera, Herrero, Cebolla, Galiana, Baños, 

2020). On the contrary, the moral mechanisms of the human psychology 

have limited power even in the physical and face-to-face relations. So it is 

dubitable that their functioning in cyber reality will be efficient. The 4th 

Space relationship can have both a detrimental effect on empathy, one of the 

key component of moral psychology, and augmenting one or many of the 

dark personality traits (Kircaburun, Griffiths, 2018). The lack of physical 

interactions diminishes the triggers of prosocial affective mechanisms, as 

affective and compassionate empathy. The hybrid physical-virtual reality of 

the 4th Space and augmented reality settings disturb the natural mechanism 

of accountability and agency. “In the physical embodied world, we have no 

choice but to assume responsibility for our body actions. […] The possibili-

ties inherent in virtuality, on the other hand, may provide some people with 

the excuse for irresponsibility” (Turkle, 2011, p. 254). The shocking sexual 

assault and verbal harassment experience of the psychotherapist who con-
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ducts a research on the Metaverse (Patel, 2021) is a very worrying warning 

about the inadequacy of moral psychology mechanisms for the life in a 4th 

Space reality and the perils of how dystopic virtual reality can be. 

The enmeshing of what is artifactual and of what is natural, of what is 

psychological and virtual, blurs the distinction between reality and virtuali-

ty, between human, machine and nature. Yet, the borders of reality itself, 

conceptualization, normativity, identity, and relationships fade and change 

(with the increasing of the virtual resources in relation to the material re-

sources). Consequently, people are challenged to manage multiple identi-

ties, including the moral ones. In a substantially digitalized society, there is 

place for playing, even simultaneously, several different social roles, which 

implies diverse sets of interchanging different moral identities. This is why 

the modern endeavors to decode the moral mechanisms and moral identity 

within the mainstream of the cognitive psychology are miss oriented.  

As I have showed, the changes detected in the formation of personal 

identity and behavior, resulting from our moral identity/identities are facili-

tated both by our own rhizomatous Self and by the “rhizomality” of the con-

temporary (digital) social space where the virtual environment is contrib-

uting to and influencing our identity/identities and consequently our moral 

identity/identities. The “rhizomality” can rapidly lead to transgression, as 

the virtual reality is a rhizomatous space providing a possibility of multidi-

mensional, multileveled and multipolar transgression of moral norms for 

any individual immersed. Why is transgression made more likely? 

 The rhizomatous formation of the self has freedom of plasticity and can 

be changed and transformed in continuous experience of the real which also 

is dual-sided: real and virtual. The identity became map-like, rather than 

trace-like.  
 
“What distinguishes the map from the tracing is that it is entirely oriented 

toward an experimentation in contact with the real. The map does not repro-

duce an unconscious closed in upon itself; it constructs the unconscious. […] 

The map is open and connectable in all of its dimensions; it is detachable, re-

versible, susceptible to constant modification. It can be torn, reversed, 

adapted to any kind of mounting, reworked by an individual, group, or social 

formation.” (Deleuze, Guattari, 2005, p. 12)  
 
Being map-like the ISelf identity is more like a continuous performance 

rather than a more stable structure of “competence”. For moral Self perspec-

tive, this implies a diminished power down to disappearance of fixed and 

stable deontological principles of conduct. Similarly, the utilitarian rules of 

decision making are too complex to be constantly followed in daily interac-

tions. The only viable base for moral behavior remains the virtue ethics. But 

the virtues are attributes of character based on constant performance. It 

requires a very elevated and comprehensive framework for incessant ac-
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commodation the personal experience in the flexible moral matrix without 

corrupting it. Such framework should be also collective widespread and this 

can be made only by a valid and trustful social institution as Science, in par-

ticular, Psychology. But the required characterological research and education 

implies psychodynamics, self-reflexivity and humanistic perspective. It is un-

fitted for stark quantitative description and, therefore, is marginalized from 

current mainstream psychology. This is a significant argument for a “real” 

revolutionary change in its paradigm (O’Donohue, Ferguson, Naugle, 2003). 

However, the happy and optimistic 4th Space communality can have 

even a darker evolutionary path. The particular characteristics of over-

crowding, abuse of virtual interactions, lack of privacy of the cyberspace 

environment are similar to those found at the basis of “behavioral sink” that 

can lead to the development of a pathological aggregation or a pathological 

togetherness of the inhabitants (Calhoun, 1962, p. 295). More than that—as 

Edmund Ramsden explains, referring to sociologist Louis Wirth—incessant 

aggression, frustration, interference and conflict that finally lead to “deplet-

ed social relations, personal grief and personality disorders” are conse-

quences of an overload of social interaction. Moral decay results “not from 

density, but from excessive social interaction” (cf. Garnett, 2008). The 4th 

cyberspace co-living, with erased borders between public and private, be-

tween shared and intimacy is prone to augment sorts of similar situation.  

Not to mention that I did not take into account the systemic detrimental 

effects resulting from economic interest and political manipulation that erode 

the moral stability of any given society. On the contrary, the effects of eco-

nomic stark interests with its associate mentality, affecting the cohesion of 

society and mechanisms of power are expected to be greater within the 4th 

cyberspace than in the physical face-to-face society where the evolutionary 

acquired affective mechanism regulating moral behavior is still powerful.  

It is known the increasing shift in importance from the power as physical 

force and material possession to power as knowledge and valid information. 

And that is especially important for understanding the “genealogy” of moral 

identity and morals. The essential nature of interconnectedness which char-

acterizes the 4th Space makes the relational nature of power more salient 

and makes possible its ubiquitous presence in social networks in the highest 

degree. People do not poses rather that they are fostered by this power net-

works, which emerge from the milliard of interactions between people and 

people and technology (Foucault, 2006). 

 
Education for living in the 4th Space 

 

Education for new (prospective) onlife ethics becomes first priority for 

the stability and sustainability of future society. The non-formal or formal 

education for science, moral-democratic competence (Lind, 2019), critical 
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thinking (Fasko, 1994) and for creativity and innovation support and multi-

ply the perspectives on what is or is not a good, right, moral, enhancing our 

moral identity. These are the privileged cultural spaces where the desirable 

changes in the moral identity can take place. They stand as flexible reasona-

ble milestones for the inevitable multiplying transgressive acts of the refusal 

to obey any given conditions, since the very existence of the bounda-

ry/boundaries of what is moral presupposes their violation and since reality 

itself became more a possibility than an actuality. A better understanding of 

these processes will allow universities, schools, and educational policies 

makers to adapt their curricula and practices, in order to fit the challenges 

of the digital age. “ICTs have made possible unprecedented phenomena in 

the construction of the self. Self-poiesis today means tinkering with the self, 

with still unknown and largely unassessed risks and rewards” (Floridi, 2011, 

p. 565). And, taking into account the rapid pace and extended technological 

progress, this is only the beginning. “Unfortunately, as if this were not al-

ready a gigantic task, it needs to be paralleled by the development of an 

equally robust ethics of self-poiesis, a new ecology of the self fully adequate 

to meet the demands of a healthy life spent in the infosphere” (ibidem). In 

the beast case, the educational polices are focusing now on the methods and 

forms of how to deliver the knowledge to digital natives, when the chief 

question is “what kind of knowledge will be required and expected when 

living onlife” (Floridi, 2015, p. 22). 

In order to foresee and provide the suitable education, firstly the cultural 

base for understanding this brave new technological world must be  

enhanced. Science itself must be transformed from the handmaiden of tech-

nological progress into an enlightened system of understanding. The  

foolishly hiding behind the principle of objective knowledge doesn’t work in 

this domain of technological progress where science makes reality, not dis-

covers it.  

 

 

“FUTUROLOGICAL” RESEARCH DIRECTIONS 

 

Being a social and informational autopoietic system, the 4th Space is also 

a meta-communicational system that can communicate about its own com-

munications and to choose its new communications. As Geyer (2001) ob-

served, the autopoiesis way of action has major consequences on the epis-

temology of these social, communicational or informational systems. While 

the autopoiesis and observation are distinct, the observing systems, episte-

mological framework for study, is also autopoietic, and thus subject to the 

same condition. They are reconstruct and self-modifies in the very act of 

observing the autopoietic system. This is an impossible conundrum for the 

classical logic of current epistemology, which cannot consistently accommo-
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date both fundamental distinctions between autopoiesis and observation, 

and between external and internal (self-)observation. In any autopoietic 

system (social, communicational, informational) “all observations are by 

definition self-observations” (Geyer, 2001). 

The current mainstream of scientific and philosophical enquiry on reali-

ty, i.e. cognitive sciences and analytic philosophy, is of little use, also be-

cause it misses the phenomenological aspect of the identity formation that is 

based on the dialectics between reality and actuality. The epistemological 

and academic success of these approaches is deceptive as long as they are 

tailored on and by the structure of cyber-reality: technological advancement, 

computer science, and neurophysiology. The current mainstream of psy-

chology (cognitivism) and philosophy (analytical philosophy) are mostly 

tools for developing more ameliorated cyberspace for onlife living and to 

pave the way for a general rational (and algorithmic) cyborg intelligence. 

Without a humanistic perspective, psychology and philosophy become the 

ancilla of AI. Their answers and perspectives are limited to and molded af-

ter the technological and AI Weltanschauung. The human phenomenology 

and conscious experience are beyond their reach, together with deeper ques-

tions left unanswered by them, simply because these are beyond their legit-

imate horizon of interrogation. Human consciousness is a self-regulated, 

autopoietic informational system with characteristic semantics and states 

irreducible to physical substratum. The techno-naturalization of contempo-

rary scientific paradigm can miss the essence of humanness. But this is still 

a small peril. The big peril is that, as the main paradigm for understanding 

the human being, they can have detrimental effect on its humanity. Humans 

can cease to see themselves “humanly” and to conceive themselves as “hu-

man” anymore. The use of cerebral implants has big chances to lead to eras-

ing any border between what is human and what is artificial (Fukuyama, 

2003). At this point the debate about naturalistic fallacy and fallacy of natu-

ralistic fallacy become extremely relevant. 

It is important to include in the mainstream psychological paradigm new 

methods and new theoretical models able to incorporate rhizome-like struc-

ture of the personal identity. It is a difficult task as a long as the modern 

cognitive science is relaying and feels relaxed on the linear algorithmic and 

statistical procedures. But the “rhizomality” and transgression must be in-

corporated in the theoretical model not as statistical noise, but as systemic 

factors contributing to the transformation of moral identity/moral identities 

of nowadays person(s) in increasingly digitized contemporary societies. It 

also aims to find and promote the best ways and tools for design and control 

those moral identities using educational strategies and tools. 

In addition, the humanistic education among the scientists and engineers 

of the 4th Space is desperately required. The common core and ultimate 

outcome of the humanities are intrinsically the advancement and deepening 
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the self-knowledge of the felt experience of the world. Scientific and techno-

logical endeavors are positivistic in their nature and construct an alien, de-

tached, and impersonal world. A humanistic thread is essential to entrench 

the technical and scientific edifice for the making the 4th Space psychologi-

cally inhabitable. The ultimate value of the humanities is the promotion of 

in-depth and multidimensional self-knowledge. While, as Socrates said, an 

unexamined life is not worth living, it is also important how it is examined. 

The scientific paradigm is unable to provide this, as long as it excludes the 

phenomenological approach, humanistic perspective and rhizomatous con-

cept. There are some paths for prospective studies required for circumscrib-

ing the complex subject of moral identity development in the 4th Space and 

for adapting the current epistemology to this peculiar topic:   

— study of rhizomality and transgressiveness of the moral identi-

ty/identities in our increasingly artifactualized/digitalised societies and 

their impact on the resilience and transformations of our worldviews and 

(moral) values: responsibility, trust, transparency, freedom, creativity; 

— analysis of the possibility (opportunities and limitations) to create and 

secure spaces for free, critical, lucid and creative thoughts in (over)digitized 

societies;  

— evaluation and assessment of breakthrough and major (digital) tech-

nologies and their (global and/or existential) risks in the core of societies 

and individual lives as risks for the future(s); 

— critique of the researches, tendencies and approaches diminishing the 

necessity, importance and role of the humanities aggregate as well as intelli-

gent education in critically reflecting on and actively participating in collab-

orative—networks and communities building; 

— study of how digitalization is altering both (moral) identity and social 

life through the rhizomality and transgressiveness of social relations/  

networks in the virtual societies; 

— analysis of the effects the digitalization on the very understanding of 

time and space/place, as affecting our moral identity/identities; 

— evaluation/assessing of digitalization affecting not just the production 

of data, but also its accessibility and use: the very nature of the production 

of knowledge and its use and sharing; 

— critique of the unreflective and abusive use of AI and data mining and 

their effects both in research and in the education for science, moral-

democratic competence, critical thinking and for creativity and innovation. 
 
 

OPEN CONCLUSIONS 
 
The conception of this very article illustrates the pervasiveness, subtlety 

and utility of rhizomality as an epistemological concept for understanding 

the nature of the 4th Space and its semantical structure.  
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The moral and ethical challenges raised by technological development 

and the 4th Space onlife living are bigger and more complex than ever. Mor-

al identity and morality are artifacts, products, results of our activity and 

cannot be anymore considered simply natural and unchangeable field(s). 

Such a perspective bolds asymptotically the responsibility of every human 

being and every society when accepting, using and promoting some of the 

technological changes and challenges specific for a digitized society. It also 

urges for the search and implementation of the best ways and methods for 

increasing the quality of non-formal and formal education for science, mor-

al-democratic competence, critical thinking and for creativity at all the ages 

of an individual’s life. 

The awareness of the development of information technologies and un-

derstanding the impact they have on society will lead to a change in the con-

cepts of the world and life in communities. Younger generations need tools 

for training for a constantly changing the world, with leaps in various 

spheres of life (economics, health, political management, education) and to 

train correct information skills on news in the fields of science, in order to 

find ways to implement them in community life. As the 4th Space and future 

society is continuously on the making and the human powers to foster its 

destiny and living environment are tremendous the risks are as high as the 

advantages, and will depend solely on us if we have a utopic or dystopic 4th 

Space for our place in the world.  
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ABSTRACT 

 

This article investigates the role of privacy and transparency in the 4th Space and 

outlines their implications for the development and dissemination of conspiracy 

theories. We argue that privacy can be exploited by individuals and organizations to 

spread conspiracy theories online, while organizational transparency, intended to 

increase accountability and ultimately trust, can have the adverse effect and nurture 

conspiracy beliefs. Through the lens of the 4th Space concept, we offer suggestions 

on how to approach those challenges which emerge as a result of the complex entan-

glements of both actual and virtual world across time. 

Keywords: Transparency, privacy, disinformation, conspiracy theory, 4th 

space. 

 

 

1. INTRODUCTION 

 

With great power comes great responsibility. Although that saying holds 

true for many circumstances, it oversimplifies several aspects that defines 

the relationship between power and responsibility. Consider this question: if 

someone has the power to do everything he or she wants, what constrains 

that person in exploiting this power for solely selfish purposes? The implicit 

premise of the power-responsibility-relationship points to personality as  

a constraining factor, which works for some traits (e.g., honesty-humility), 

but not for others, e.g., the dark triad, consisting of Machiavellianism, Psy-

chopathy, and Narcissism, that tends to make power exploitation more like-

ly (Lee et al., 2013).  

Aside from this, fear of social punishment might serve as a strong inhibit-

ing factor. If powerful individuals consider other people’s judgements im-

portant and fears reputational damage (or worse), they might restrain them-

selves from behavior that elicits contempt and subsequently social exclu-

sion. However, if no one ever knows about certain acts or these cannot be 
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attributed to a specific individual, social punishment is of no concern. Be-

yond that, being able to conceal one’s actions can even constitute a source of 

power, as the individual is no longer bound to normative expectations and 

civility, if the fear of punishment was the only thing that restrained the indi-

vidual.  

In the virtual world as well as the 4th Space, this power comes from the 

absence of attribution. When no one is able to link your online behavior to 

your offline identity, you are free to do whatever you want online without 

the fear of being punished, either legally or socially, for your misbehavior. In 

the actual world,1 being able to avoid public scrutiny is seen as enabling cor-

ruption in government and corporate misconduct. However, there are rea-

sons to obscure an individual’s identity, e.g., to avoid governmental harass-

ment in autocratic regimes. Privacy, obscuring an individual’s identity, can 

therefore be understood as a protective layer against powerful actors allow-

ing freedom from undue interference (Floridi, 2016). In contrast, organiza-

tions like governments and corporations are inherently more powerful than  

a single person. Although there are reasons for secrecy in these organiza-

tions, e.g., to allow policymakers to discuss policy solutions in private before 

going public, safeguarding the effectiveness of criminal investigations, or 

protecting trade secrets (Bok, 1989), overall organizations deserve a higher 

degree of scrutiny.  

For governments, transparency seems inherently justified, as they are 

both politically accountable to their citizens as well as financially dependent 

on them. Helen Darbishire (2010), for example, points out that every piece 

of information held by public bodies should be freely accessible to all citi-

zens, as it was created using taxpayer funds. In this context, subjecting gov-

ernments to transparency-based oversight therefore seems warranted. That, 

however, is not sufficient. Archon Fung and David Weil (2010) argue that 

private sector corporations potentially also pose great risk to individuals—

ranging from product safety to housing prices, mortgage rates, and “even 

the very soundness of the economy” (p. 109). Transparency should therefore 

be understood as a method to protect citizens, or help citizens to protect 

themselves, from these organizations. 

However, in the context of conspiracy theories, both privacy and trans-

parency can have adverse effects. As mentioned above, privacy may make 

people behave in a way they would normally refrain from if their behavior 

was on public display. Outrageous conspiracy theories might only be dis-

seminated if the individual can be certain that it will not impact his or her 

offline identity, especially when the theory involves drastic accusations and 

includes behavior which may be strongly condemned by society. Privacy also 

————————— 
1 Subsequently, we use the term “actual world” to refer to the physical space, in contrast to the vir-

tual world that can only accessed through a device. See Wideström (2020) for a conceptual discus-
sion. 
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allows foreign governments to spread propaganda or promote conspiracy 

theories that help their own agenda (Bok, 1989). While governments have 

employed these tactics at least since the early 20th century (Aaronovitch, 

2010; Rid, 2020), the internet provides them with unparalleled access to 

citizens of other countries, and subsequently opportunities for influence 

operations. 
For transparency, the situation is a bit more complicated. Transparency 

itself does not necessarily feed into the development and dissemination of 

conspiracy theories—how its results are used does. For governments, trans-
parency is established through the publication of information, either proac-
tively or via Freedom of Information (FOI) requests. Disclosure laws and 

regulations demand corporations to provide financial and operational in-
formation.2 Frequently, however, whistleblowers and investigative journal-
ists are exposing government and corporate misconduct and, eventually, 

induce change.3 Given that some individuals already think that most politi-
cal and corporate leaders are corrupt, working against the public interest 
and only concerned with their own political success, these incidents–often 

accompanied by large-scale media reporting and public debate, including 
references to past scandals–substantially feed into and bolster their mis-
trust. Empirical evidence indicates that people with a conspiracy predisposi-

tion, i.e., those being more likely to believe in conspiracy theories, name 
both “corporations and the rich” as well as, among others, governments as 
those “likely to work in secret against the rest of us” (Uscinski, Parent, 2014, 

p. 82). Additionally, as Joseph Uscinski and Joseph Parent found, people 
with a strong conspiracy predisposition also tend to have little trust in the 
government. Consequently, government and corporate misconduct fits into 

these people’s overall image of the world: those in power will exploit us, and 
there is a strong body of evidence to support such claims. 

The actual and virtual world reinforce each other in this respect–those 

who are already convinced that there are large ongoing conspiracies can go 
online to discuss their beliefs and further spread conspiracy theories, know-
ing that they do not have to fear any repercussions offline, as that their of-

fline identity is protected through the veil of privacy. Those, however, criti-
cal about powerful organizations, might be tempted to initially engage in 
discussions about potential conspiracies, driven by the reporting about mis-

conduct they encounter offline. 

This complex web of interactions between actual and virtual world can be 

investigated through the lens of the 4th Space, which provides an analytical 

approach that incorporates an individual’s simultaneous presence within  

————————— 
2 The Sarbanes-Oxley Act, for example, which was enacted in 2002 after a series of major corpo-

rate and accounting scandals in the early 2000s (e.g., Enron and WorldCom), as a measure to in-
crease the transparency of public corporations in the United States. For a summary, see Ivy Zhang 
(2007). 

3 For an overview of various corruption scandals, see Transparency International (2019). 
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a community in the actual world (e.g., a bar) and one that exists in the virtu-

al world (e.g., Facebook), whilst also acknowledging the role of time in the 

interaction between these worlds (Hardegger, 2022). For example, while 

environments in the actual world are more likely to engage in a fact-based 

discussion, given the fear of social punishment for spreading falsehoods, 

there is little that prevents individuals from disseminating even the most 

outlandish claims imaginable online (Abels, 2022). In 4th Space communi-

ties, the costs of changing identities can be rather small, as individuals, e.g., 

can set up multiple accounts and drop those that are no longer able to gain 

the trust of fellow discussants. 

The 4th Space understands today’s information environment as a strong 

entanglement between an offline and online setting (actual and virtual 

world), along the lines of what was outlined by Zeynep Tufekci (2017), 

namely that “an internet society differs in significant ways from a pre-

internet society, and this affects all members of that society, whether a per-

son uses the internet or not” (p. 117). In this sense, the 4th Space provides 

an environment which addresses the concealment of information and its 

implications for the advancement of conspiracy theories in both environ-

ments. 

Subsequently, we discuss the role of privacy and transparency in the 4th 

Space and investigate how both can nurture conspiracy theories. Starting 

with a brief introduction of the 4th Space, we describe the concept’s ele-

ments and how it can be used to analyze interactions between the virtual 

and actual world. Afterwards, we contrast privacy and transparency and 

illustrate their role for the emergence of conspiracy theories. We conclude 

this paper by offering an outlook on further research questions. 
 
 

2. THE 4th SPACE  
 

The 4th Space is an inter- and transdisciplinary concept that provides an 

analytical approach for the analysis of the (emerging) hybrid society and 

communities.4 It entails a methodological basis that allows to analyze and 

discuss how individuals and communities transcend between the actual and 

virtual world as well as how they interact with and among each other. 

The 4th Space builds upon other concepts of community places, especial-

ly Ray Oldenburg (1989), Robert D. Putnam (2000), and Arnault Morisson 

(2019). Oldenburg, and subsequently Putnam, established the concept of the 

first, second, and third place. The first place represents an individual’s 

home, the second its workplace. The third place, however, is the anchor of  

a community. It is “where you relax in public, where you encounter familiar 

————————— 
4 For conceptual discussions of inter- and transdisciplinarity, see Bernard Choi and Anita Pak 

(2006) as well as Julie Klein (2008). 
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faces and make new acquaintances” (White, 2018). In his article A typology 

of places in the knowledge economy: Towards the fourth place Morrison 

further develops Oldenburg’s concept by creating the fourth place. He ar-

gues that the knowledge economy is blurring the lines between the formerly 

separated places and, by doing so, establishes a fourth place that merges the 

other places in different configurations (Morisson, 2019). 

The 4th Space concept, however, goes beyond Morisson’s considerations 

by incorporating communities (and societies, which are constituted by the 

sum of communities) that emerge within and/or expand into the virtual 

world. These communities differ in various characteristics from (solely) ac-

tual world communities as they are not bound to a location within the actual 

world. Additionally, they are influenced by developments and interactions in 

actual and virtual world, and simultaneously influence these worlds through 

their individuals and/or organizations that are both present within the 

community. Conceptually, the 4th Space can be understood as a three-

dimensional space. Each axis not only represents factors that influence and 

define the 4th Space but are also constitutional for the communities that 

emerge within this space. The three different factors are place, medium, and 

time. 

The x or place-axis represents the most direct connection of the actual 

world into the virtual space and vice versa: Every individual who enters the 

virtual space is, in parallel, still anchored to a place in the actual world. The 

impressions and influences of the actual world are being taken into the vir-

tual space and affect it through interactions of the individual with content 

and other individuals. Additionally, individuals’ impressions of this virtual 

environment are also influencing the places these individuals are located in 

the actual world.  

The medium, represented by the y-axis, is required to enter the virtual 

world. This includes both technical aspects, hardware and software. The 

medium creates heterogeneous experiences among individuals, due to soft-

ware and hardware differences (e.g., accessing a community using a mobile 

phone in difference to a laptop or desktop computer) as well as small varia-

tions in their settings within their medium (e.g., screen brightness, adjust-

ments of buttons, or the haptic experience that is perceived differently based 

on varying hand sizes of the medium’s users).  

The z-axis represents time. Each piece of content that is being created, 

amended, shared, or added, each interaction that is happening among indi-

viduals, as well as everyone that is present is doing so within a certain time 

(frame). Time includes the actual time as well an individual’s perception of 

time, hence it includes the relativity of time as well. Furthermore, individu-

als differ in their perception on time, depending on their location as well as 

personal experience and expectation of time as factor. 
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3. PRIVACY & TRANSPARENCY 

 

According to the Meriam-Webster Dictionary, something is transparent 

if it is “easily detected or seen through” or “characterized by visibility or 

accessibility of information especially concerning business practices.”5 

Transparency therefore allows us to investigate the inner workings of a sys-

tem or an organization. In personal affairs, this transparency is frequently 

avoided, as individuals want to hide certain aspects of their lives from the 

public (although the aspects an individual wants to hide depend on the indi-

vidual itself). This privacy can be understood as “someone’s right to keep 

their personal matters and relationships secret.”6 Frequently, transparency 

is discussed in the contexts of organizations, such as governments or corpo-

rations, while privacy addresses the individual level. 

In the following section, we will point out how privacy and transparency 

are realized in the 4th Space. Starting with privacy, we illustrate how privacy 

differs in both virtual and actual world and how the concept of anonymity 

has changed online. Afterwards, we discuss the concept of transparency for 

corporations and governments, before relating both concepts to the 4th 

Space. 

 
3.1. Privacy 

 

It is an individuals’ right to keep certain personal information concealed 

from the public and therefore prevent others from interfering in personal 

matters. Hence, it can also be seen as freedom from interferences and intru-

sion, as indicated by the Merriam-Webster definition.7 Four kinds of free-

doms can be distinguished in this respect: physical privacy, mental privacy, 

decisional privacy, and informational privacy (Floridi, 2016). These free-

doms refer to the absence of interference or intrusion in a person’s physical 

space, mental life, decision making, and information made accessible to the 

people. Luciano Floridi, however, points out that these freedoms are often 

intertwined, yet should be treated separately. 

Lawrence Lessig (1999) takes a different approach to privacy. For him, 

privacy is that part of life that that is left over once everything that can be 

monitored (e.g., that others see or is noticed by them) or searched (all activi-

ties that create a searchable record) is subtracted. Being monitored is nor-

mal in everyday life—we are, for example, observed by other people on the 

streets, by security cameras, or by our neighbors. Although, our neighbors 

————————— 
5 Merriam-Webster, transparent; https://www.merriam-webster.com/dictionary/transparent, 

accessed on 23 February 2022. 
6 Cambridge Dictionary, privacy; https://dictionary.cambridge.org/de/worterbuch/englisch/ 

privacy, accessed on 23 February 2022. 
7 Merriam-Webster, privacy; https://www.merriam-webster.com/dictionary/privacy, accessed 

on 23 February 2022. 

https://www.merriam-webster.com/dictionary/transparent
https://dictionary.cambridge.org/de/worterbuch/englisch/privacy
https://dictionary.cambridge.org/de/worterbuch/englisch/privacy
https://www.merriam-webster.com/dictionary/privacy
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might see us at the grocery store, they rarely remember what we bought, 

who we talked to, or how much we eventually paid. To them, our actions are 

ephemeral and will not result in a lasting record. 

In the face of the beginning digital transformation, Lessig argued that 

“we are entering an age when privacy will be fundamentally altered” (Lessig, 

1999, p. 57), given that the extent to which we are monitored and infor-

mation about us is becoming searchable is far greater than ever before. 

When shopping online, our internet provider tracks our activity, the online 

shop monitors what we are looking at and what we eventually bought, and 

the credit card company has a record of all our purchases, including the 

exact date and time at which we used the card. All this information is 

searchable and, if combined with information from other sources, might 

allow the creation of a personal profile that can be sold to advertising com-

panies. Accordingly, internet users are constantly tracked online, in many 

cases unnoticed by the users–they become transparent for advertisers and 

surveillance agencies, while the people monitoring remain concealed to the 

users. 

However, one’s privacy can be protected online by masking individuals’ 

identities, making them anonymous, using different tools like proxy servers 

(hiding the user’s IP address behind the address of the proxy), virtual pri-

vate networks (VPN, creating a secure tunnel between the server and the 

user’s PC), as well as The Onion Router (TOR, enveloping communication 

between a server and the user’s PC in several layers of encryption), which 

offers the highest level of protection (Hoang, Pishva, 2014). Additionally, 

privacy can be achieved through end-to-end encryption (Winkel, 2003), as 

used by WhatsApp and other messaging services. 

The reasons for individuals to remain anonymous differ: from enabling 

free speech in expressive regimes (Jardine, 2018) to the creation of crypto-

markets, illicit marketplaces based on cryptocurrencies (van Hardeveld et 

al., 2017). Accordingly, online anonymity can be a “double-edged sword,” as 

whilst it offers protection to whistleblowers in autocratic regimes from re-

percussions, but also assists individuals in avoiding criminal prosecution 

(Sardá et al., 2019). While being anonymous on the internet can be justified, 

the use of privacy-enabling technology is frequently denounced. Use of the 

TOR network has publicly been singled out in this respect for being associ-

ated with criminality, “characterizing it as undesirable, immoral and illegal” 

(Sardá, 2020, p. 257). 

The use of technology to conceal an individual’s identity is only one way 

to remain anonymous on the internet. With the emergence of Web 2.0 and 

the widespread adoption of social networking sites (SNS), individuals be-

came used to create online profiles that allow them to “actively construct  

a representation of how they would like to be identified” (Ellison, Boyd, 

2013). While some contexts demanded a clear connection between online 
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and offline identity, e.g., online dating (Ellison et al., 2012), others where 

more lenient with their identification requirements. Privacy can therefore be 

achieved, in some contexts, by establishing pseudonyms. 

Over the course of the last years, an increasing number of popular web-

sites have dropped anonymity and added some form of identification, some 

websites like Twitter, Facebook, and Instagram focused on their connection 

to the real-life identity through various verification systems (e.g., credit card 

registration). Mark Zuckerberg even promotes an idea of “radical transpar-

ency,” fundamentally providing the basis for marketers to identify and pre-

dict patterns as well as to track individuals online (Kirkpatrick, 2010; Knut-

tila, 2011). Reportedly, Zuckerberg even told an interviewer that “having two 

identities for yourself is an example of a lack of integrity” (Dibbell, 2010). 

However, there is (at least) one prominent website that is fully commit-

ment to keeping their users anonymous, and therefore serves as a case for 

how people use this anonymity online: the imageboard 4chan. Founded in 

2003 by Christopher Poole, 4chan became known to a larger audience dur-

ing the 2016 US election, where its users claimed to have “actually elected  

a meme as president” (Ohlheiser, 2016). 4chan’s anonymity is by design; 

accounts don’t exist, only an empty name field which users do not have to 

fill in and if a user decides to leave it empty, 4chan assigns the account name 

“Anonymous” (Bernstein et al., 2011). This anonymity “makes failure 

cheap—nearly costless, reputation wise” (Dibbell, 2010) and allows individ-

uals to deviate from their normal behavior, allowing them to act in ways 

they would never do offline, as they “can be relatively certain that their  

actions will not come back to haunt them” (Bernstein et al., 2011, p. 55). In  

a 2010 interview with the New York Times, Poole explicitly stated that he 

frequently received emails thanking him for providing a place in which 

things can be said that wouldn’t be discussed with friends or family mem-

bers (Bilton, 2010). According to Poole, “people deserve a place to be wrong” 

(Dibbell, 2010, p. 84). 

Although this anonymity can serve users’ freedom of expression, the lack 

of long-term accountability comes at a price (Knuttila, 2011). 4chan has 

been involved in different scandals such as Celebgate and Gamergate, both 

instances of sexist transgressions of the community, as well as fake bomb 

threats and fake trends that have contributed to a resurgence in online eat-

ing-disorder communities (Dewey, 2014). Hate speech flourishes on 4chan’s 

/pol/ (politically incorrect) forum, which prides itself on its fight against 

political correctness, as racist and bigoted content surges in the aftermath of 

violent attacks against specific community groups, such as the 2018 Pitts-

burgh synagogue shooting and 2019 Christchurch mosque attacks (Male-

vich, Robertson, 2020; Thompson, 2018; Zelenkauskaite et al., 2020). 

4chan is furthermore seen by some scholars as the origin of conspiracy 

theories such as “Pizzagate” (Tuters et al., 2018). Pizzagate describes a con-
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spiracy theory based on private e-mails belonging to Hillary Clinton’s for-

mer campaign manager John Podesta, which were leaked by Wikileaks dur-

ing the campaign phase of the 2016 US Presidential election. Users on /pol/ 

manufactured bogus claims about Podesta and other high-profile members 

of the Democratic Party being involved in a satanic pedophilia ring operated 

out of a Washington D.C. pizzeria. The conspiracy theory subsequently 

spread beyond 4chan to, among others, Facebook and Twitter as well as 

Turkish pro-government media outlets (Tuters et al., 2018; Wendling, 

2016). This transition from 4chan to other SNS is no isolated incident (Zan-

nettou et al., 2017). More recently, Pizzagate has re-emerged on TikTok, a 

SNS focused on short videos that has become popular since its 2016 launch 

and has a large global network of members, now including a variety of busi-

ness, political and cultural elites, such as Bill Gates, Oprah Winfrey, and 

Ellen DeGeneres (Kang, Frenkel, 2020). 
These examples illustrate the dark sides of privacy. While individuals 

have various legitimate reasons to protect their privacy online, e.g., to ex-
press their beliefs without fear of political oppression in autocratic regimes, 
some individuals use privacy, through means of anonymity, to disseminate 

hate speech and amplify conspiracy theories. This problem is not confined 
to 4chan with its focus on anonymity. Other SNSs such as Facebook, Insta-
gram, Twitter and YouTube also struggle to contain the spread of disinfor-

mation. A number of SNSs enable users to register under a pseudonym, thus 
they are able to avoid being identified and held liable for their online behav-
ior. And even if the account is banned, individuals are able to circumvent the 

ban by creating new accounts, although thereby violating Twitter’s use poli-
cy (Twitter, 2020). The lack of accountability, that is associated with anon-
ymously or pseudonymously posting content online, can therefore be seen 

as a reason for the surge of disinformation online. 

 
3.2. Transparency 

 

As previously stated, whilst privacy refers to the individual level, trans-

parency is frequently discussed at the organizational level. In this respect, 
both concepts differ in their respective goals: with organizations frequently 
being more powerful than individuals, privacy protects individuals from 

those organizations, but also from the interference of other individuals, 
while transparency sheds light on the potential wrongdoings of these organ-
izations. Accordingly, transparency can be seen as “the ability to look clearly 

through the windows of an institution” (den Boer, 1998, p. 105) while Albert 
Meijer (2009, p. 258) phrases it as “the general idea that something is hap-
pening behind curtains and once these curtains are removed, everything is 

out in the open and can be scrutinized”. We will subsequently focus on two 
types of organizations for which transparency plays an important role, gov-
ernments and corporations. 
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At the heart of the issue lies an inherent information asymmetry: gov-

ernment officials and corporate executives have direct access and control 

over the actions of their respective organizations, their assets and funds and 

other resources. From the perspective of principal agent theory, the princi-

pal (citizens, shareholders or stakeholders) delegate certain tasks to an 

agent who’s interests either align with those of the principal, but frequently 

deviate from them (Jensen, Meckling, 1976). In these cases, the agent can 

exploit this information asymmetry for its own gains. This asymmetry holds 

for both relationships between citizens and the government as well as be-

tween corporate executives and shareholders (Stiglitz, 2002). This frequent-

ly results in corporate misconduct (Heath, 2009) and corruption, under-

stood here as the misappropriation of state resources for the private gains of 

politicians and bureaucrats (Mungiu-Pippidi, 2006; 2013). Already in 1914, 

Louis Brandeis stated that “sunlight is said to be the best disinfectants; elec-

tric light the most efficient policemen” (Brandeis, 1914), making the case for 

transparency as an effective tool against those acting outside of the public 

eye. Establishing this transparency, however, comes at a cost, as measures 

need to be put in place to enable the principle to collect the necessary infor-

mation that eventually makes the organization more transparent. 

For corporations, transparency touches upon a variety of different areas–

from financial disclosure to product safety requirements (Fung et al., 2007; 

Hermalin & Weisbach, 2007). Different approaches to corporate governance 

as measures to enable the principal to better control the agent have been 

developed (for an overview, see Anheier, Abels, 2020). Additionally, regula-

tory bodies and watchdog organizations take interest in corporate behaviour 

and data published by the corporations, adding an additional layer of corpo-

rate oversight. Still, in recent years there have seen a series of scandals that 

have revitalised interest in organisational transparency, e.g., the bankruptcy 

of financial service provider Wirecard (Barnert, 2021), various scandals relat-

ed to privacy and mental health at Facebook (Vaidhyanathan, 2018), includ-

ing the infamous Cambridge Analytica scandal (Granville, 2018), the crash of 

two Boeing 737 MAX that killed 346 people (Robinson, 2021) as well as the 

defrauding of customers and investors by the now defunct biotechnology 

company Theranos (Carreyrou, 2018). These examples illustrate the limits of 

transparency for corporate control, as frequently regulatory bodies fail to act 

upon their mandates and investigate problems, often with a human cost. In 

some cases, such as Wirecard, it was investigative journalists who disclosed 

the company’s misconduct and prompted a broader investigation by German 

authorities (Storbeck, 2021). 

While corporate scandals harm customers and shareholders, corruption of 

government officials can, aside from the immediate financial harm, damage 

citizens’ trust in their leaders. In governments, transparency therefore serves 

as a constraint against corruption (Mungiu-Pippidi, 2015), but also as a way 
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to assess government performance (Stiglitz, 2002). Transparency is therefore 

often discussed in the context of government accountability. Yet, beyond that, 

access to information held by government or government agencies is increas-

ingly seen as a human right, as an increasing number of constitutions and 

international courts have enshrined this right into treaties related to freedom 

of expression and information provision (Darbishire, 2010). To illustrate this 

development: at the time the Berlin Wall fell in 1989 only 12 countries had 

“access to information” or “Freedom of Information” laws (FOI), primarily in 

states with longer-established democracies (Darbishire, 2010). By 2019, 119 

nations had implemented FOI laws (Feldman, 2019).  

There are two ways on how the public can access information held by 

public institutions. Citizens can either submit requests for information (re-

active disclosure) under FOI laws, or access via those institutions which 

proactively publish information without such requests. The result of this 

proactive disclosure is proactive transparency, which makes it more compli-

cated for officials to manipulate information. Proactive transparency is es-

pecially effective in authoritarian regimes, where citizens lacking the neces-

sary power to protect themselves from government misconduct or worse, 

might otherwise unable to request information which might expose vested 

interests of certain actors (Darbishire, 2010). 

However, processes such FOI do not necessarily produce more actual 

transparency. As Hood (2007) points out, if politics and bureaucracy show  

a certain orientation for blame-avoidance, behavioral patterns can be ob-

served that create circumstances in which different strategies are employed 

to limit the blame actors can receive, frequently with negative consequences 

for transparency. In the face of intentional maneuvering of bureaucrats and 

politicians to avoid blame by, among other approaches, reducing the degree 

of transparency through means such as unintelligible records of meetings 

(e.g., in form of PowerPoint presentations), telephone calls, or in person 

discussions that are not recorded at all (Hood, 2007), citizens who expect 

the state (elected politicians and bureaucrats) to work to increase their qual-

ity of life might end up frustrated and lose trust in their leadership. Fur-

thermore, if bureaucrats choose to sabotage initiatives that would increase 

transparency and thereby accountability, it is unsurprising if citizens want 

to know what accountability these bureaucrats seek to avoid–and subse-

quently assume the worst. 

 
3.3. Privacy and Transparency in the 4th Space 

 

Privacy and transparency have several implications for the 4th Space. 

The means through which individuals enter the virtual world, the medium, 

remain largely opaque to many users—they lack, for example, the technical 

expertise to fully understand the device they use, how the software works, 
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who might be able to eavesdrop, and what data is collected. Accordingly, 

their degree of privacy differs substantially dependent on their understand-

ing of the respective technology, which is in many cases superficial at best 

(Park, 2013). As a result, individuals might expect their privacy to be more 

strongly protected than it de facto is. In respect to anonymity, as a measure 

to establish privacy, expectations about the absence or presence of anonymi-

ty or pseudonymity might also differ from the situation individuals encoun-

ter in the communities they engage in. While some communities have im-

plemented means to verify one’s true identity, e.g., credit card registrations, 

others lack these approaches, despite existing platform policies that suggest 

the need for identity verification processes. Figure 1 illustrates these de-

viations. 

 

On Facebook, for example, given its policy that demand registration with 

one’s true name (Facebook, n.d.), individuals might expect every account on 

the platform to be connected to a similar identity in the actual world. How-

ever, there is little enforcement of the policy by Facebook, allowing individ-

uals to use pseudonyms without disclosing this to other individuals. As  

a result, Facebook users must maintain a certain situational awareness 

when engaging with others on the platform, given that the lack of long-term 

accountability associated with pseudonymity can increase the chance of 

encountering individuals with potentially malign intentions, e.g., to spread 

conspiracy theories and spreading disinformation or engaging in cyber-

crime. On Twitter, however, as the self-ascribed “free speech wing of the free 

speech party” (Halliday, 2012), individuals cannot expect fellow users to 

disclose their actual world identity. Still, Twitter, among other SNS, has 

introduced a verification check for “accounts of public interest,” e.g., jour-

nalists, government officials, and prominent persons, to increase the trust 

between users (Twitter, n.d.). However, this does not address the issue of 

Figure 1. Differences in expected and allowed privacy in online communities 
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manipulation, as this only helps to identify those individuals which may 

want to be identified. Online dating sites, such as Tinder, have struggled for 

a long time with fake user profiles and being used for online scams (Drouin 

et al., 2016; Murphy, 2016). 

Time and engagement might furthermore implicitly increase the vulner-

ability towards manipulation attempts: the more information about a per-

son becomes public, due to a lack of privacy or misunderstandings about the 

identity of other members in a community, the easier it is for malicious ac-

tors to exploit this information for manipulative or harmful purposes. This 

has been, for example, seen in recruitment efforts for ISIS (Callimachi, 

2015), but also fraudulent online dating scams (Whitty, Buchanan, 2016). 

While time might lead to an unnoticed accumulation of information that 

allow for an identification of a person, this information can also be inten-

tionally made public by others. This so called “doxing”, understood as the 

unvoluntary disclosure of private information by a third party, can concern 

information related to a person’s identity, location, or supposedly immoral 

activity (Douglas, 2016). Depending on its purpose, doxing can be “a tool for 

establishing accountability for wrongdoing, a means of intimidation and 

incitement to cause harm, and a way of silencing minority or dissenting 

views” (Douglas, 2016, p. 209). From the perspective of the 4th Space, dox-

ing bridges the gap between the actual and the virtual world (involving all 

three axes, medium, place, and time), thereby negating any individuals’ at-

tempts for privacy protection.  

Additionally, an individual’s location (the place axis) can impact the rele-

vance of understanding and protecting their privacy. Depending on political 

(autocracy vs. democracy) and cultural (liberal vs. conservative) contexts, 

some opinions can only be safely expressed or information obtained when 

one’s true identity remains unknown. Correspondingly, in oppressive auto-

cratic regimes, privacy might be a question of mitigating the potential for 

physical harm when speaking out against the government, yet sometimes 

virtual environments may simply offer a space for discussions on topics that 

are otherwise off-limits due to cultural sensitivities wherever an individual 

is situated, e.g., discussing marital issues or homosexuality in China (Wang, 

2013). These social norms are highly context dependent, sometimes with 

differences within a country (e.g., abortion in rural and urban Germany) or 

between neighboring countries (e.g., assisted suicide in the Netherlands or 

France) and illustrate how physical location impacts the role of virtual 

communities that allow a certain degree of privacy for the free expression of 

thoughts (Tufekci, 2017). As a result of individuals being present in both the 

virtual and the actual world, transparency of governments and corporations 

also impact their perception of the actual world, which can spillover into the 

virtual environment. 
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4. CONSPIRACY THEORIES  

 

Privacy and transparency can be seen as two sides of one coin: Privacy  

allowing individuals to act in concealment, transparency lifting that veil 

behind organizations could hide their actions. Both concepts therefore are 

related to the idea of secrecy–an important element of many definitions of 

conspiracy theories. Accordingly, Cass Sunstein and Adrian Vermeule 

(2008) define them as “an effort to explain some event or practice by refer-

ence to the machinations of powerful people, who have also managed to 

conceal their role” (p. 4). Brian L. Keeley (1999) focusses on the agents caus-

ing the event in question, seeing a conspiracy theory as “a proposed explana-

tion of some historical event (or events) in terms of the significant causal 

agency of a relatively small group of persons–the conspirators–acting in 

secret” (p. 116).  

However, definitions of conspiracy theories can also highlight their ex-

planatory role. They can be understood as any explanation of an event that 

invokes a conspiracy as its cause (Dentith, Orr, 2018) or, in the sense of Da-

vid Aaronovitch (2010), as “the attribution of deliberate agency to some-

thing that is more likely to be accidental or unintended” (p. 6). He further-

more expands his definition by arguing that the secret actions of the persons 

identified by the conspiracy theory as perpetrators are more reasonably ex-

plained by those that had overtly acted. 

The conspirators themselves are also subject of debate. According to Kee-

ley (1999), the group causing the event does not need to be powerful, its 

pivotal role is sufficient. But, given the limited power of conspirators, secre-

cy is needed to execute the conspiracy: If they would act in public, their 

plans would be obstructed by others. In the face of the pivotal role many 

conspiracy theories assume, a single person is frequently not enough for  

a conspiracy. Hence, as Matthew Dentith and Martin Orr (2018, p. 441) 

point out, a conspiracy is a social relationship–although fragile one, in 

which there is “a potential leaker, a potential whistleblower, and a potential 

turncoat.” 

In the following section, we discuss how transparency can advance con-

spiracy theories. Afterwards, we highlight the role of the 4th Space as an 

analytical framework to investigate these theories. 

 
4.1. The role of transparency  

in advancing conspiracy theories 

 

Communities in which conspiracy theories flourish are paradoxical: While 

some of the actors make outrageous claims that probably do not seem believ-

able to most persons, fellow conspiracy theorists in many cases do not seem 

overly concerned with the validity of these claims. Although these people do 
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not trust the government and do not trust those attempting to debunk con-

spiratorial claims with evidence, they still believe in what are frequently un-

warranted theories about covert agents acting against the common good. If 

their distrust is high enough to consider almost everything to be a conspiracy 

theory, except those theories most worthy of that description, why do they 

trust an anonymous person in an opaque virtual environment? 

Government transparency may be one of the reasons. As several authors 

have pointed out (Fung, 2013; Margetts, 2011), making governmental action 

transparent, especially for the sake of accountability, might lead citizens to 

focus on missteps, policy failures, and corruption, in a manner that Fung 

and Weil (2010, p. 106) call “gotcha game.” Citizens are actively looking for 

failures of those in power and feel confirmed once they found something. 

Some of the conspiracy communities, truthers, even refer to themselves 

explicitly as those that look behind the curtain and expose what is concealed 

by the government (Kay, 2011). As Bok (1989) has pointed out, secrecy– 

understood as the result of concealment—is strongly linked in many people’s 

minds with deception. Beyond that, the idea frequently prevails that secrecy 

itself is discreditable, as people only conceal what they find “shameful or 

undesirable” (p. 8). Trying to expose the secrets governments hide from the 

people is therefore a value in itself, as only that is concealed which is diame-

tral to the greater good of society. 

With an ever-growing number of leaks from whistleblowers–Panama Pa-

pers, Pandora Papers, Paradise Papers, and very recently Suisse Secrets–

conspiracy theorists can easily feel vindicated in their believe about wide-

spread corruption of those in power. As evidenced by the recent Suisse Se-

cret leaks, that shed light on one of the world’s most important financial 

institutions, the Credit Suisse bank, there indeed is a powerful elite, ranging 

from the son of an Azerbaijani strongman, Egyptian intelligence officials, to 

various wealthy criminals, that is protected by laws and catered by institu-

tions that both support and profit from them (OCCRP et al., 2022). Decades 

earlier, Tobacco corporations were either deliberately concealing or at least 

whitewashing the negative health consequences of smoking (Rabin-Havt & 

Media Matters, 2016). These are only some examples that illustrate the large 

number of scandals involving governments or corporations. Jointly, these 

incidents can undermine public trust and lead people in the hands of those 

sharing and subsequently nurturing their mistrust.  

As a result, although transparency should make governments more ac-

countable to the public, and through this accountability increase trust in 

their doings, the opposite can be the case, if transparency focusses public 

attention on misconduct by government officials. In the private sector, 

transparency can uncover criminal or norm-violating behavior, e.g., envi-

ronmental pollution, corruption, customer endangering. In combination, 

both mechanisms can reinforce individuals’ perception of powerful actors, 
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being it government or corporate leaders, frequently engaging in behavior 

that is in direct opposition to the public good. 

 
4.2. The 4th Space as analytical framework  

for virtual conspiracy communities 
 

Conspiracy theories seem to accompany humanity through its history. As 

Uscinski and Parent (2014, 3) point out, “naturally, conspiracy theories 

flourish across space just as much as they do across time.” Yet, while they 

seem to be ever-present–from the antisemitic Protocols of the Elders of 

Zion in the 20th century (Aaronovitch, 2010) to the recent conspiracy theo-

ries involving the Covid-19 pandemic (Uscinski et al., 2020)–times of anxie-

ty, paranoia, and a perceived loss of control in large parts of society seem to 

be the ideal environments for conspiracy theories (Douglas et al., 2019; van 

Prooijen, Douglas, 2017). 

Hence, conspiracy theories largely appear to be a response to a state of 

crisis. However, today’s information environment allows actors to spread 

conspiracy theories for other purposes, e.g., because enjoy doing it (Buckels 

et al., 2014) or engage in state-sponsored disinformation operations (Rid, 

2020). A substantial driver of this are virtual communities, in which indi-

viduals can encounter conspiracy theories and discuss them with like-

minded others. 
The 4th Space offers an analytical framework to investigate these en-

counters. Starting with the medium, individuals have a great choice of virtu-
al communities they can engage with to exchange views on conspiracy theo-

ries and encounter new ones. From Facebook to Twitter and TikTok, in sim-
ple terms, every SNS proffers content that promotes conspiracy beliefs. In-
dividuals can therefore not only engage with one community on a single 

platform but can be part of several discussions across platforms, thereby 
exchanging content between platforms. This is frequently seen on 
WhatsApp and Telegram, where links to YouTube and other Websites are 

shared. Given that not every individual is present on the majority of SNS, 
through this interconnection of virtual communities these individuals are 
still likely to encounter the most prominent conspiracy theories. 

In the 4th Space, individuals are however not only exposed to infor-

mation from the virtual world, as the remain anchored through their loca-

tion in the physical world. Given conspiracy theories are oftentimes explana-

tions for significant historical or political events, individuals are likely to 

discuss those events with their immediate social environment—at work, 

home, or in bars and restaurants, talking with their friends and family. Yet, 

as these individuals can be simultaneously present in their virtual communi-

ties, discussions from the actual world can migrate to the virtual one and 

vice versa. Assuming that the belief in conspiracy theories is by many seen 

as a deviation from normal behaviour—some authors even view conspiracy 
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belief as pathological (Hofstadter, 1965)—individuals might refrain them-

selves from disclosing their true beliefs about certain events, due to the fear 

of being socially stigmatized or excluded. The privacy of the virtual space 

can provide the necessary safety to freely articulate their views. 

Location can also have a direct impact on the information entering the 

virtual space. Proximity to sites of emergencies can increase the quality of 

information shared online (Starbird, Palen, 2010; Thomson et al., 2012). 

The opposite was observed in New York City after the attacks on the World 

Trade Center: residents in the city strongly believed that the government 

knew about the attack in advance and failed to act, while this belief was less 

prevalent in the rest of the US (Sunstein, Vermeule, 2008).  

If these individuals now encounter a government or corporate scandal, 

they can discuss the matter with their immediate environment in the virtual 

world, maybe also just learn about them from friends and family, and carry 

it over to their virtual communities. In these communities, they can then 

elaborate on the underlying causes of the scandal and investigate what the 

media, which frequently uncovers these scandals, has (deliberately) left un-

reported. Yet, their beliefs might remain concealed to both their actual so-

cial environment and the virtual one. 
The 4th Space’s third component, time, underlines the role of technologi-

cal progress, the durability of conspiracy theories, and their long-term im-

pact. As Uscinski and Parent (2014) point out, some individuals might be 
socialized into a worldview that has a stronger emphasis on conspiratorial 
thinking. One driver of that is today’s presence of the high-choice media 

environment. While it was difficult in the past to encounter media that ca-
ters to certain ideologies and reinforces them, individuals can nowadays 
choose the media outlet that suits their ideological preferences best (Van 

Aelst et al., 2017). Additionally, with an increasing lifespan, individuals are 
also potentially more likely to experience a conspiracy. 

Virtual environments furthermore make discussions less ephemeral. 

Conversations at work or in a bar do normally not leave a record.8 On Face-

book or Twitter, for example, every discussion and exchange with other us-

ers create a searchable record, until the users decide to delete it. However, 

even then, other users might have made a screenshot of the conversation 

and uploaded it to a Cloud server. Even in communities that are deliberately 

designed to be ephemeral, like 4chan, users can easily create copies of that 

conversation and therefore expand its lifespan. 

 

 

————————— 
8 Sometimes, however, discussions might be recorded, intentionally or unintentionally. Yet, this is 

not what most people would expect nor how most situations are set up. 



204 Christoph M. Abels, Daniel Hardegger 

5. DISCUSSION 

 

These examples show the complex web of interconnections between 

place, medium, and time that constitutes the 4th Space. They furthermore 

indicate how the 4th Space can be used as an analytical framework to inves-

tigate the implications of these interdependencies for the development and 

dissemination of conspiracy theories. 

Beyond that, the 4th Space can be used to identify solutions to cope with 

the problems identified in this article. As already mentioned, there is little 

understanding of technology—the medium—on the part of the users who 

move, exchange, and create or use content in 4th Space. If, for example, 

users acquire a new hardware or software currently in use receives an up-

date, they might be unaware of the impact on their privacy. This is under-

standable, as the speed of technological changes, especially in software, 

might overwhelm most users and pose an enormous task even for the more 

experienced ones. Nevertheless, it must be emphasized that a fundamentally 

better understanding of the necessary technology in the 4th Space and the 

impact on the user's experience within the 4th Space, especially regarding 

privacy, would also likely create more trust in the interaction.  

The medium’s affordances play a crucial role in this respect. For instance, 

as users can have multiple accounts in a certain 4th Space, the general idea 

of “one body, one identity” (Donath, 2020) does not apply in that specific 

environment. If these users are not aware of this or policies exist that create 

the illusion that every online persona is connected to a similar offline one, 

although the policy is not enforced (e.g., as it is frequently the situation on 

Facebook), users might be misled in their interaction with other individuals 

about their true identities. This makes it more difficult to identify incorrect 

information or even targeted false messages, as users’ experiences on online 

dating sites make clear (Rege, 2009). To counteract this, virtual communi-

ties should incorporate design features that make the state of privacy poli-

cies more salient and support the situational awareness of their members. In 

the context of Covid-19-related disinformation, several SNS have added la-

bels and other warning mechanisms to their platforms in order to protect 

individuals from falling for misleading information (Bond, 2020). A similar 

approach could be taken to increase an organization’s transparency in rela-

tion to when and how they enforce existing privacy policies. 

In the context of conspiracy theories, the role of anonymity, as a tool to 

establish privacy, needs to be discussed as well. Every 4th Space can be di-

vided into one of three categories: full anonymity, partial anonymity, and no 

anonymity. The former category includes 4chan, where no registration of 

any kind is expected and the users themselves respect the anonymity and 

thus the privacy of others. On the contrary, any kind of connection to the 

actual world would ultimately undermine the basic idea of the 4th Space 
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that 4chan creates. At the same time, this also means that a user must take 

any information and interaction within the respective community with  

a grain of salt. The second category, partial anonymity, includes 4th Spaces 

such as reddit or Twitter. These require a registration for the interaction in 

them and thus also the deposit of corresponding data, such as a mail ad-

dress. But there is no obligation to verify the actual world identity, and every 

user can create and use an unlimited number of accounts. Just as with 

4chan, every user of these 4th Spaces must assume that here, too, every 

piece of information does not necessarily have to correspond to the facts. 

The last group, those that do not guarantee anonymity and want to combine 

the actual world identity with the virtual world identity, includes Facebook 

and LinkedIn. While the latter merely carries this claim with it, at least Fa-

cebook is also trying to enforce it legally, albeit not successfully. In the case 

of Facebook, this leads to the paradoxical situation that the platform’s af-

fordances tend to signal users to assume that most information on Facebook 

comes from real people and organizations, thereby creating the impression 

of accountability for the spread of misleading information, but at the same 

time claim to be allowed to remain anonymous. However, given that reality 

distortion might be the norm online, the mere perception of a user being 

who he or she claims to be is not enough to take the validity of information 

for granted (Zimbler, Feldman, 2011).  

On the place axis, the situation is more complex. Privacy and transparency 

are not merely technical matters, but subject to legal, cultural, linguistic, and 

other factors. For instance, whether privacy is perceived as valuable depends 

on the individual’s location. Privacy is certainly more helpful in oppressive 

autocracies, in which exercising free speech might pose an immediate threat 

to individuals well-being. Transparency of government and corporations also 

differs across countries, as some nations, although enacting FOI laws, have 

little interest in becoming more transparent. This difference between de jure 

and de facto transparency has been the cause for the development of new 

indicators to assess a government’s objective level of transparency (Mungiu-

Pippidi, Dadašov, 2016). Beyond that, whether the information provided by  

a government can be used to hold it accountable depends on the existence of 

civil society actors capable of analyzing the data and advocating for change 

(Fung, 2013). The same is true for corporations, as misconduct is frequently 

exposed by investigative journalists, e.g., in the case of Theranos, which has 

defrauded customers as well as investors (Carreyrou, 2018).  

However, the push towards good governance through transparency can 

be act as a double-edged sword: although transparency can achieve greater 

trust in government and bureaucracy, repeated exposure to strategies to 

undermine these initiatives can have a lasting negative impact on trust in 

government, potentially increasing the likelihood of citizens to adopt con-

spiracy theories. In combination with large-scale leaks from whistleblowers 
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that expose the wrongdoings of powerful elites, a generalized mistrust to-

wards anyone in power can be the result, providing fertile ground for con-

spiracy theories to flourish. 

 At the same time, also in contrast to the medium axis, individuals in 

some locations tend to have greater awareness of the importance of privacy 

and transparency, since the connection to the actual world of the respective 

users is much more direct here. Accordingly, there is a more reflection on 

the role of privacy and transparency in the 4th Space. Nothing illustrates 

this better than the debate surrounding the General Data Protection Regula-

tion (GDPR), which was ultimately not a technical discussion, but a transfer 

of the European self-image of privacy and transparency into the 4th Space 

(Greenleaf, 2012). This underlines that the 4th Space is not limited to a sin-

gle, clearly defined geographic area, but encompasses every place where 

users log in. Accordingly, different legal concepts of privacy and transparen-

cy from the actual world, but also socio-cultural, linguistic, economic, and 

religious ones compete in the 4th Space, each depending on the individual 

background of the users and the location in which they are located.  

For example, a 4th Space may be primarily used by users and hosted by an 

organization from North America and Europe. However, as soon as a user 

from a completely different region, such as South Africa, enters and becomes 

part of the 4th Space, their respective definitions of privacy and transparency 

also become part of it, thus expanding the 4th Space on the place axis accord-

ingly. At the same time, however, this user is also influenced by the already 

existing definitions of privacy and transparency within the 4th Space, which 

again impacts the individuals’ actual world environment.  

Which brings us back to the medium axis. Because even if legal and soci-

etal changes in the understanding of privacy and transparency in the 4th 

Space are possible, corresponding adjustments and improvements are also 

necessary on the technical and design level. It would, e.g., make sense on the 

part of those who are technical responsible for the respective 4th Spaces to 

create the possibility of more clearly tracing the development of information 

and discourse within the community. 4th Spaces such as Reddit and Twitter 

are less prone to be undermined by conspiracy theories, since here, a) the 

history of discourses can be tracked more directly, b) the community itself 

actively evaluates and shares information, and c) individuals know that 

there is no requirement of connecting the actual world to the virtual world 

identity, so they usually take every information with the required skepticism 

(Cinelli et al., 2021; Theocharis et al., 2021). 

Our remarks here pose several questions that deserve further investiga-

tion. Concerning the medium, the issue of privacy might evolve over the 

course of the next years, given technological developments around deep-

fakes, manipulated multimedia content (Chesney, Citron, 2018; Verdoliva, 

2020), and Facebook’s so-called Metaverse. Through deepfakes, individuals 
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can, for example, alter videos about themselves to conceal their identity 

from others while pretending to show their true self. In the Metaverse, the 

increased degree of interaction, including virtual avatars that represents  

a person’s behavior more directly, might alter privacy, as it is easier to ob-

serve patterns of behavior, speech, and other aspects that are more difficult 

to obscure. Accordingly, how these thinner privacy affects the spread of con-

spiracy theories in the Metaverse should be subject to future research.  

Beyond that, further research is needed to investigate how conspiracy 

theories move from the actual world to virtual communities and vice versa. 

Although it is arguably more likely that individuals discuss these issues 

online, there is an increasing number of examples in which virtual commu-

nities around disinformation reach over into the actual world–the 

Querdenker movement in Germany, which largely organizes itself via Tele-

gram and other platforms, is only one of the more recent examples (Koos, 

2021). Other instances include Pizzagate (Tuters et al., 2018) and the storm 

on the US Capitol on January 6, 2021 (Barry et al., 2021). 

Finally, the question of how government transparency can lead to the 

emergence or advancement of conspiracy theories demands further atten-

tion. While it seems intuitively convincing that the gotcha game (Fung, Weil, 

2010) can lead to the emergence of conspiracy beliefs, as information are 

interpreted in the face of pre-existing beliefs and attitudes (Miller et al., 

2016; Taber et al., 2009) and subsequently twisted and turned to fit into 

conspiracy beliefs (which is what happened in the case of Pizzagate on 

4chan), the literature has so far hardly addressed this issue. 

The 4th Space provides a holistic framework to analyze and combat the 

spread and development of conspiracy theories, by incorporating aspects of 

place, medium, and time. Following the Swiss Cheese model to mitigate 

disinformation online (Bode, Vraga, 2021), the 4th Space framework can 

help us to identify the relevant protective layers and allow us to shed light 

on the man or woman behind the curtain. 
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ABSTRACT 

 

In todays advanced society, there is rising concern for data privacy and the dimi-

nution thereof on the internet. I argue from the position that for one to enjoy priva-

cy, one must be able to effectively exercise autonomous action. I offer in this paper  

a survey of the many ways in which persons autonomy is severely limited due to  

a variety of privacy invasions that come not only through the use of modern techno-

logical apparatuses, but as well simply by existing in an advanced technological soci-

ety. I conclude that regarding the majority of persons whose privacy is violated, such 

a violations are actually initiated and upheld by the users of modern technology 

themselves, and that ultimately, most disruptions of privacy that occur are self-

levied.   

Keywords: philosophy of technology, data privacy, surveillance, autonomy.  

 

 
 
 

1. INTRODUCTION 

 

How much should we care about our right to privacy, and how much of  

a role does it play in the total amount of autonomy we experience? Does it 

make sense to believe that “privacy is a function of liberty” as some do 

(Rusbridger, MacAskill, 2014)? If we are to follow this line of reasoning, 

then we are bound to the presupposition that to experience liberty, we must 

also have the option to keep as much of our lives private as we deem appro-

priate. In doing so, we would be living by a specific self-determined rule and 

to that extent, have autonomy.  

However, an important consideration to make regarding autonomy and 

privacy is that in virtue of having the former, the rational agent has the final 

say on how highly she values the latter. The mere exercise of choice as to 

whether one’s privacy is important or not is in itself emblematic of autono-

mous action. The argument I want to make, however, is that the invasion of 

privacy that occurs by means of what I call technological surveillance—as 

administered to everyone who exists in today’s advanced society—can be 
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regarded as impermissible. “Technological surveillance” should be recog-

nized in its use throughout the paper as the unwarranted audio, visual, and 

or digital monitoring of a rational agent’s affairs by another. 

In this paper, I will aim to provide a greater understanding of what it 

means to have our privacy pilfered by means of surveillance in a variety of 

capacities. There will be a discussion on how surveillance is used to control 

persons within a given society and how this can be seen as a form of oppres-

sion that is—in many ways—self-instituted. I will argue that many seem to, 

without concern, place themselves in a position to be regulated in this man-

ner. While some may be oblivious, others simply remain indifferent in re-

gard to the numerous structures put in place to ensure that residents of this 

and many other countries are being watched, listened to, and otherwise 

monitored every day (Schwartz, 2017).  

To be sure, many methods of surveillance are unavoidable, such as auto-

mated license plate readers, public space cameras, and audiovisual surveil-

lance employed on public transportation. I argue, however, that all who use 

information devices such as mobile phones, computers, and even credit 

cards place themselves in a position to be monitored. Each time these devic-

es are used to make calls, send texts, watch funny cat videos, interact on 

social media, purchase goods and services, send and receive emails, or con-

duct internet searches, what is said and heard, sent and received, viewed 

and posted, bought and sold, and taken interest in is monitored and scruti-

nized. The use of these devices inherently implies a self-imposed forgoing of 

one’s autonomy. One who places even a shred of value on the retention of 

her privacy who, in turn, voluntarily discloses her personal information via 

modern technology could hardly be seen as living by rules set for herself. 

Not only are these data monitored, but they are stored as well. This reten-

tion of another’s personal information without permission further demon-

strates a loss of autonomy and I argue is deserving of just as much attention 

as might be given to the manner in which the data is collected. The collec-

tion and storage of one’s data in this sense does imply a taking, but we must 

not be tempted to think that in collecting and storing our intellectual prop-

erty it is modern technology that operates as the taker. No doubt, we are 

stripped of our autonomy by technological means, but the identity of the 

thief lies not in anything technological.  

I want to suggest that, ironically, those who most enthusiastically adopt 

and integrate the modern technological advances that ultimately control 

them, tend to believe they experience the highest degree of freedom. Fur-

thermore, I argue that the widespread adoption and use of modern techno-

logies is precisely what facilitates the forms of surveillance I am critical of.  

I will consider those persons who use modern technological devices such as 

telephones (both standard landline and mobile), computers, “smart” home 

security systems to be what I call users. By integrating the regular use of 
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these contrivances, persons put themselves in a position to be surveilled  

by those who I will refer to as sentinels. The primary responsibility of the 

sentinel is to record as much information about the user as possible by 

means of surveilling her conduct and behavior. But simply monitoring the 

day-to-day activities of the user will not be enough. Also crucial to the mis-

sion of the sentinel is the storage of this data for later use, to have a contin-

ually growing surplus of information that can be referred back to at any 

time. 

Generally, there are two ways in which the sentinel administers control 

via surveillance. The first is by way of corporate surveillance. The sentinels 

in this category are technicians and engineers at large and powerful tech 

companies such as Google, Amazon, and Facebook. The sentinels behind the 

veil of these entities—as motivated by an all-out perversion of the capitalist 

venture—have developed an ingenious method to influence the decision-

making processes of the consumer. This is done in many ways, but among 

the most prevalent are the digital monitoring of users’ internet searches and 

the audio surveillance via information devices of what is said by users in 

their day-to-day lives.  

The second means by which users are controlled is what I refer to as  

governmental surveillance. Though specific processes vary, there are three 

primary methods. The first is simply the audio and visual recording of con-

duct by means of publicly installed video cameras and microphones. The 

second is done by the monitoring, recording, and storage of persons’ tele-

phone conversations. The third, and possibly most invasive method, is the 

continuous monitoring and storage of the user’s internet activity. In these 

instances, it turns out that the sentinel is part of the very structure that was 

originally implemented to protect the rights of its people, yet instead now 

operates as a system designed to deny that which it promised to protect and 

uphold.  

Notice here that one does not necessarily need to be a user of modern 

technology to be surveilled. In regard to the first method of governmental 

surveillance, one only need walk about and congregate in the public arena to 

become subject to monitoring of this type. This non-user I will refer to more 

generally as the citizen. Being perhaps the greatest minority in existence to-

day, she is still not free from surveillance outside her own home. We might 

say that all users, too, fall into the category of citizen by existing in an ad-

vanced technological society and that one can easily go from user to citizen by 

way of the use or non-use of modern technology. It is this possibility of transi-

tion from user to citizen that implies a choice of degree to which one is con-

trolled. There will be more to come on this toward the end of the paper. 
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2. CORPORATE SURVEILLANCE 

 

So with a general understanding of the ways in which surveillance takes 

place, I will now move into the specifics of its operation. Let us begin with 

the corporate method. In her seminal book, The Age of Surveillance  

Capitalism, Shoshana Zuboff gives an extraordinarily detailed account  

of how corporate surveillance originated and is practiced today. As the  

title suggests, she argues that surveillance capitalism is the current stan-

dard for technological control over the purchasing practices of today’s con-

sumers. 
 
“Surveillance capitalism unilaterally claims human experience as free raw 

material for translation into behavioral data. Although some of these data are 

applied to product or service improvement, the rest are declared as proprie-

tary behavioral surplus, fed into advanced manufacturing processes known 

as ‘machine intelligence,’ and fabricated into prediction products that antici-

pate what you will do now, soon, and later. Finally, these prediction products 

are traded in a new kind of marketplace for behavioral predictions that I call 

behavioral futures markets. Surveillance capitalists have grown immensely 

wealthy from these trading operations, for many companies are eager to lay 

bets on our future behavior.” (Zuboff, 2020, p. 8)  

 

From her definition of the term, we find that surveillance capitalism sees 

the experience of the consumer not as a subject to be studied for market 

research but rather as an object. The consumer’s experience is considered as 

data to be compiled as a method by which the corporate sentinel can predict 

what the user will do next.  

Though much could be said about Zuboff’s overall analysis, for the pur-

poses of this paper, I will keep a narrow focus on what she discusses con-

cerning the two methods of corporate surveillance listed above: the monitor-

ing of consumers’ internet searches and the audio surveillance of consum-

ers’ speech. Maintaining that order, let us first explore the ways in which 

this particular sentinel derives information and makes suggestions based on 

our internet searches. 

Each time you type something into a search engine and press enter, that 

which you query is captured and stored by, for instance, Google. Zuboff in-

forms us that not only is the keyword itself noted but additionally “each 

Google search query produces a wake of collateral data such as the number 

and pattern of search terms, how a query is phrased, spelling, punctuation, 

dwell times, click patterns, and location” (Zuboff, 2020, p. 67). This collec-

tion of information is what Zuboff terms “behavioral data,” those data that 

the user freely provides to Google—or any given search engine—which the 

sentinel then uses to predict future patterns. Behavioral data alone, though, 

are of little use to the search provider unless they are stored.  
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During Google’s early stages of implementation in the late 90s, “these 

behavioral by-products were haphazardly stored and operationally ignored” 

(Zuboff, 2020, p. 67). In the beginning, Google itself did not see the im-

mense potential value of these data; they were merely supplementary bits of 

information retained within the servers as a result of the users’ searches. 

The original purpose of data collection was, as the company claimed then 

and still does today, to improve the user’s experience by catering search 

results to the individual based on her search patterns. “Google’s engineers 

soon grasped that the continuous flow of collateral behavioral data could 

turn the search engine into a recursive learning system that constantly im-

proved search results and spurred product innovations such as spell check, 

translation, and voice recognition” (Zuboff, 2020, p. 68).  

It was not until Google found itself in need of additional revenue streams 

that behavioral data emerged as a vast untapped mine of profitability. Dur-

ing the first two years of its establishment in 1998, the founders of Google, 

Larry Page and Sergey Brin, maintained a “passionate and public opposition 

to advertising” (Zuboff, 2020, p. 74). But in December of 2000, a damning 

Wall Street Journal article incited concerns of future profitability in the 

company’s investors. The article generally targeted many Silicon Valley 

startups by saying, “Simply displaying the ability to make money will not be 

enough to remain a major player in the years ahead” (Zuboff, 2020, p. 74). 

The article maintained that what would be required would be “an ability to 

show sustained and exponential profits” (Zuboff, 2020, 74). In response to 

investor anxiety, Page and Brin departed from their earlier convictions on 

advertising and set the then seven-person internal department, AdWords, on 

a project to find new streams of revenue. “Operationally, this meant that 

Google would turn its own growing cache of behavioral data and its computa-

tional power and expertise toward the single task of matching ads with que-

ries” (Zuboff, 2020, p. 74). Put simply, the advertising would have to become 

“relevant” to users. More appropriately, as Zuboff remarks, “a particular ad 

would be ‘targeted’ to a particular individual” (Zuboff, 2020, p. 74). She terms 

this immense reserve of user information as “behavioral surplus.” Not only is 

this what ultimately led to the “sustained and exponential” profits Google was 

after, it also served as the origin of the epoch of corporate surveillance or what 

Zuboff would call surveillance capitalism (Zuboff, 2020, p. 99).  

Worth noting at this point is an argument made nearly 70 years prior to 

that of Zuboff’s. Martin Heidegger maintained in The Question Concerning 

Technology that the goal of technology is to place that which is derived for 

modern technological purposing into “standing reserve.” “Everywhere eve-

rything is ordered to stand by, to be immediately at hand, indeed to stand 

there just so that it may be on call for a future ordering” (Heidegger, 2013,  

p. 17). I argue that the collection and storage of user’s search patterns on the 

internet by any means is fundamentally related to this claim.  
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This brings us sharply to Zuboff’s claim that our conduct on the internet 

is commodified. This modern instantiation of human behavior is monitored, 

commandeered, and stored for the purpose of predicting future instantia-

tions thereof by companies like Google so that they might turn a profit. She 

claims that what we do online is digitally dispossessed. 
 
“Today’s owners of surveillance capital have declared a fourth fictional com-

modity expropriated from the experiential realities of human beings whose 

bodies, thoughts, and feelings are as virgin and blameless as nature’s once-

plentiful meadows and forests before they fell to the market dynamic. In this 

new logic, human experience is subjugated to surveillance capitalism’s mar-

ket mechanisms and reborn as ‘behavior.’ These behaviors are rendered into 

data, ready to take their place in a numberless cue that feeds the machines for 

fabrication into predictions and eventual exchange in the new behavioral fu-

tures markets.” (Zuboff, 2020, p. 100)  

 

In other words, we ourselves have become the resources mined for standing 

reserve. “Knowledge, authority, and power rest with surveillance capital, for 

which we are merely ‘human natural resources’ ” (Zuboff, 2020, p. 100). 

Those who control the technological powers that be may claim to be moni-

toring our conduct online to cater their services to our individual wants and 

needs, but the true motivation has become profitability via appropriation of 

users’ behavioral data (Viadhyanathan, 2011, pp. 21–23). 

Another sentinel that has become a leading frontrunner in the use of cor-

porate surveillance is Facebook. Nearly everyone today is aware of the 

“Like” button. This seemingly harmless digital apparatus is clicked on by 

Facebook users to express interest in or approval of other users’ posts on the 

social media platform. However, there is a much deeper functionality be-

hind the veil of congeniality proposed by the “Like” button. Each time you 

“like” a post, something called a “cookie” is installed into your computer, 

tablet, or smartphone. Not unlike a burrowing parasite, these tiny bits of 

code embed themselves into your device to establish and allow intersystem 

communication between Facebook and the end user. The information 

gained through this exchange is used by Facebook analysts to determine 

which ads will display based on your interests. Again, the user’s behavior 

online has become a human resource to be exploited for the purpose of tar-

geted advertising that will lead to profitability for the sentinel.  

Some might say, however, that this degree of privacy invasion is to be ex-

pected. When one signs up for a Facebook account, she is required to read 

and agree to a lengthy terms and conditions document, which outlines all of 

this in the privacy section. All Facebook users are informed of the risk they 

are taking by clicking the “Agree” box. However, in an article published by 

privacy researcher Arnold Roosendaal, it was found that even non-users of 

Facebook’s services were being monitored as well simply by viewing 
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webpages associated with Facebook data (Roosendaal, 2010). So as it turns 

out, even those who do not agree to Facebook’s terms are possible targets of 

corporate surveillance.1  

Perhaps this, and what was expressed in regard to the data mining tactics 

employed by Google could be seen as harmless. In fact, there are some who 

might say they enjoy these predictive features in that they are presented 

with ads for products they actually are interested in. With these persons,  

I cannot and will not argue. But I will present one more example that might 

change the mind of even the most tolerant user.  

Zuboff tells of a particularly disturbing service offered by various compa-

nies referred to as “service-as-software” (SaaS). She more appropriately 

deems it as “surveillance as a service” (SVaaS). For example, app-based 

technologies are being used by financial lenders to monitor the digital and 

physical behavior of potential borrowers before deciding whether they will 

provide a loan. One particular app “instantly establishes creditworthiness 

based on detailed mining of an individual’s smartphone and other online 

behaviors, including texts, emails, GPS coordinates, social media posts, Fa-

cebook profiles, retail transactions, and communication patterns” (Zuboff, 

2020, p. 172). Not only are these digital data collected, but physical patterns 

of behavior such as phone charging frequency, whether a user returns calls 

and how long it takes her to do so, or the distance a user travels each day are 

also taken into account (Zuboff, 2020, p. 172). Though the common user of 

information devices might think that data mining for the purpose of target-

ed advertisement is permissible, this degree of privacy invasion can and will 

stand directly in the path between a user and her potential to achieve finan-

cial security. This instantiation of corporate surveillance entails not the 

common, “that’s just the way it is” mentality. It brings to the forefront  

a much deeper element of control involved with the surveillance perpetrated 

by corporate sentinels on users requiring their services.  

Thus far, we have explored the actualities of corporate surveillance relat-

ing only to the user’s conduct online. There is, however, another important 

feature of this invasive oppressive force that I would like to explore. Much of 

modern technology today exists in the home, and this is where we its most 

intimate forms of use occur. Digital assistants such as Alexa and Nest are 

among the most popular. With these devices, a user can simply verbalize the 

desire to listen to a particular song or artist, change the temperature on her 

thermostat, turn lights on and off, lock and unlock doors, etc. These capabil-

ities might seem to provide freedom within one’s home but consider also 

that having these devices installed presupposes the remittance of one’s con-

————————— 
1 Since Roosendaal’s findings, much has transpired. See pages 158–161 of Zuboff’s The Age of 

Surveillance Capitalism to learn more about the many allegations made against Facebook regarding 
its surveillance methods and the ways in which the company defended itself by claiming that these 
practices were merely a “glitch” or “bug” in the system.  
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trol to these functionalities. Also worth noting is that many of these devices 

are actively listening to your speech patterns in search of specific indicators 

of what you may desire as a consumer. “Pieces of your talk are regularly 

farmed out in bulk to third-party firms that conduct ‘audio review processes’ 

in which virtual scorers, tasked to evaluate the degree of match between the 

machines text and the original chunk of human speech, review audio record-

ings retained from smartphones, messaging apps, and digital assistants” 

(Zuboff, 2020, p. 262). So not only is this data used to provide targeted ad-

vertising of goods and services on any device connected to the home system, 

it is also collected by third party firms to perfect the devices’ ability to match 

what is recorded to the individual user.  

It is insisted upon by companies such as Amazon, Google, and Microsoft 

that these data are anonymous and cannot be linked to individual users, but 

Zuboff cites the findings of a freelance journalist, A. J. Dellinger, who dis-

covered loopholes in these claims of anonymity. 
  

“Within the recordings themselves, users willingly surrender personal infor-

mation—information that is especially valuable in these review processes be-

cause they are so specific. Uncommon names, difficult-to-pronounce cities 

and towns, hyperlocal oddities […]. I heard people share their full names to 

indicate a call or offer up location-sensitive information while scheduling  

a doctor’s appointment […] the recordings capture people saying things 

they’d never want heard, regardless of anonymity […]. There isn’t much to 

keep people who are listening to these recordings from sharing them.” 

(Dellinger, 2015)  
 

Zuboff tells of one device in particular that arguably took these capabili-

ties too far. Besides smartphones and digital assistants, Smart TVs are high-

ly sought after by consumers of modern technology. But in 2015, it was 

found by privacy advocates that Samsung’s line of these devices may have 

been too smart. Not only when instructed to do so, these particular Smart 

TVs were recording everything said within an earshot of the system. The TVs 

were capturing phrases such as “please pass the salt; we’re out of laundry 

detergent; I’m pregnant; let’s buy a new car; we’re going to the movies 

now; I have a rare disease; she wants a divorce; he needs a new lunch box; 

do you love me?—and sending all that talk to be transcribed by another 

market leader in voice recognition systems, Nuance Communications” 

(Zuboff, 2020, p. 263). If we consider the fact that the unique individual 

fingerprint associated with our voices is something that many firms regard 

as their sole object of interest as Zuboff has suggested, having the intimate 

details of our lives recorded in this manner should be alarming at a mini-

mum.  

In most cases, I am sensitive to the possible objections that may arise to 

my claims. But regarding what has been said in this example, I simply will 
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not concede. Technologies of this nature make possible an inexcusable de-

gree of privacy invasion, and it is my contention that the manner by which 

these sentinels monitor and store our speech, thoughts, and actions is un-

questionably oppressive. We are given no access to check and balance the 

capabilities of such contrivances, and short of absolute boycott, the oppres-

sion will not stop.2   

As mentioned early on, these instances of corporate surveillance involve 

the manifestation of an oppressive force that is self-levied. We can sit here 

all day reveling in our accusations that Google, Facebook, and Amazon are 

wrongfully dispossessing us of our innermost thoughts and feelings, but the 

truth of the matter is that we are fundamentally the ones to blame, for we, 

the users, seem unable to live without the various technologies that the sen-

tinels provide. Sure, tech giants such as the ones we have looked at thus far 

make a convincing case for the necessity to buy what they are selling, and 

most do. But it must be remembered that in all of this, we do have a choice. 

And if I am correct, then one will have a difficult time arguing against the 

oppression imposed by something that one refuses to live without.  

 
 

3. GOVERNMENTAL SURVEILLANCE 
 
It is generally accepted that while in public, our actions and activities are 

subject to monitoring by both audio and video surveillance equipment. 

Some of these methods are employed by private companies and some by law 

enforcement (Gomez, 2019). Some might say that being monitored while in 

public is just indicative of the world we live in today.3 It could be argued that 

the modern advantages associated with existence in a technologically ad-

vanced society fundamentally come at the cost of our privacy. But just as we 

have seen with corporate surveillance, I will show that governmental sur-

veillance is just as—if not more so—oppressive.  

Consider the fact that deeply intimate and private aspects of your life are 

being regularly recorded and stored each time you make a phone call, send 

an email, or use a search engine. Put simply, when you communicate via 

telephone or on an internet connected device, you are being monitored. But 

in this case, the deployment of surveillance stems not from capitalist profit 

motive. In what is to be discussed for the remainder of the paper, I will un-

cover the aggressive tactics employed by our own government to observe 

and control its populace.  

On October 26, 2011, President George W. Bush signed a piece of legisla-

ture known as the USA PATRIOT ACT (Uniting and Strengthening America 

————————— 
2 More will be discussed on this in the conclusion.  
3 Arguably, there is much to be said about audio/visual surveillance of the common citizen, but 

for the purposes of this project, I adhere mainly to those systems of governmental surveillance 
involving the monitoring of telephonic and internet communications.  
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by Providing Appropriate Tools Required to Intercept and Obstruct Terror-

ism) (USA PATRIOT ACT, 2011). This enabled the National Security Agency 

(NSA) to monitor and record the phone calls and digital communications of 

every U.S. citizen.  

In June of 2013, a former NSA contractor, Edward Snowden leaked  

thousands of classified documents to the press revealing the NSA’s methods 

and abilities to intercept all Americans’ phone calls and internet traffic 

(Gellman, Blake, Miller, 2014). Subsequently, President Barack Obama ad-

dressed public concerns by describing plans to reform NSA spying. He stat-

ed, “They’re not abusing authorities in order to listen to your private phone 

calls, or read your emails” (Ackerman, Roberts, 2014). The original phrasing 

of the Patriot Act was drafted explicitly in its primary intention to seek  

out and stop the spread of terrorism. In his speech, President Obama was 

intending to make the case that the common, law-abiding American need 

not be concerned and would not be directly affected by the conduct of the 

NSA.  

Upon hearing this speech, one might assume that effective measures 

would be enacted to protect the privacy of Americans’ tele/data communica-

tions. However, more recently in 2018, The New York Times reported that 

the NSA had tripled its data collection from U.S. phone companies (Savage, 

2018). So though there was a changing of the guard in terms of presidential 

leadership, the NSA not only continued to monitor residents of the United 

States but actually increased its efforts in doing so three-fold.  

Within the philosophy of technology, there is rising concern for digital 

privacy and the ethics of data collection. As the emphasis of this paper is on 

the ethical implications of governmental surveillance and data collection,  

I call upon our old friend, utilitarianism, to better understand the conse-

quences of governmental surveillance and decide whether it can be justified.  

Typically, Jeremy Bentham is associated with “act” utilitarianism. An ex-

ample of such would be a Marine jumping on a hand grenade and thus tak-

ing the brunt of its force to ensure the safety of his squad.  
 
“An action then may be said to be conformable to [the] principle of utility, or, 

for shortness sake, to utility, (meaning with respect to the community at 

large) when the tendency it has to augment the happiness of the community 

is greater than any it has to diminish it.” (Bentham, 2000, p. 15)  
 

For Bentham, an act is good when its consequences increase the happiness 

of the community at large. In following the language used by Bentham and 

the broader logic of language, we could—at the very least, generally—call the 

American public a community.  

In slight variation, John Stuart Mill brought about what is commonly 

known as “rule” utilitarianism. An example of this would be a given compa-

ny’s policy that if an employee is feeling ill that she not come into the office, 
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for to do so would create the possibility of getting others sick. “All action is 

for the sake of some end, and rules of action, it seems natural to suppose, 

must take their whole character and colour from the end to which they are 

subservient” (Mill, 2001, 6). Mill suggests that rather than actions, we 

should focus on which rules will promote the highest degree of happiness for 

those who fall subject to them.  

How might we apply these variations of utilitarianism to the Patriot Act 

considering that though it was ostensibly put in place to protect all Ameri-

cans from the threat of terrorist infiltration and attack, it also necessitates 

the unwarranted audio and digital surveillance of all American citizens? The 

Patriot Act operates as a piece of legislation that involves specific circum-

stances and persons. By its own language, we are led to believe that the in-

tended targets of surveillance are those suspected to be involved with terror-

ist organizations and capable of committing acts of terrorism upon innocent 

civilians. However, as has been shown, the focus is not centralized in this 

manner. All Americans must be monitored in order to weed out those that 

might pose a threat. As a matter of policy, it is a matter of rule. The NSA has 

made the implicit claim that as a rule, it should retain the ability to monitor 

everyone in search of radical terrorists. Framed this way, I am inclined to 

think that what we are dealing with is rule utilitarianism, at least prima fa-

cie. The aim of the Patriot Act may very well be to protect the lives of the 

American people, but I argue that it carries with it the consequence of inno-

cent Americans being monitored in a way that limits their autonomy. It de-

nies the right to privacy of those it is supposed to protect.  

Whether viewed as action or rule, one could argue that the consequences 

of the Patriot Act do promote the greatest degree of happiness or pleasure—

or in this case, security—for the majority of those impacted. An advocate of 

this variety could take the stance that if her autonomy must be limited by 

monitoring her phone calls and internet traffic in order to gain protection 

from terrorist threat, so be it. Besides, she has nothing to hide, right? For 

this particular user, the ends justify the means.  

In support of utilitarianism, Peter Singer offers a formulation that at-

tempts to ameliorate both of the accounts previously mentioned. He sug-

gests that when making any ethical decision, we must take ourselves out of 

the picture. We must consider it as applying to everyone collectively and, in 

so doing, we must never allow our specific individual desires to influence or 

intrude upon this process. “In accepting that ethical judgments must be 

made from a universal point of view, I am accepting that my own interests 

cannot, simply because they are my interests, count more than the interests 

of anyone else” [Singer 1979, 12]. Singer argues that whether we are looking 

at acts or rules, we must consider the consequences for those impacted 

above and beyond our motivation for their creation. Let us look at the issue 

from this perspective and see what comes about.  
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One could clearly speculate ulterior motives, but for the moment,  

I will grant that the singular motive behind the creation and implementation 

of the Patriot Act was to identify terrorist threats via telephonic and internet 

surveillance. Those involved in the creation and execution of the Patriot 

Act—the NSA and the U.S. federal government—enjoy the benefit not only of 

having unfettered access to all Americans’ tele/data communications and 

patterns of online conduct, but they also have the benefit of referring back to 

any specific data of their choosing as all that is monitored is stored. This is 

an actual consequence of the actions allowed by the Patriot Act. With this in 

mind, recall that the aim of the Patriot Act is to identify terrorist threats, 

and the method is mass surveillance of all persons in this country. The em-

ployment of this process certainly makes possible the identification of ter-

rorists, for if you are watching everyone all the time, the chances that you 

will be able to locate the bad apples are good. Speaking literally, this is how 

bad apples are found. From this, we can correctly surmise that dragnet gov-

ernmental surveillance can amount to the possibility of identifying terrorist 

threats, but what can we say of actual discovery?  

On June 18, 2013, NSA Director General Keith Alexander testified before 

the U.S. House Select Intelligence Committee that governmental surveil-

lance programs authorized by the Patriot Act “had helped prevent ‘potential 

terrorist events over 50 times since 9/11’” (Nakashima, 2013). Though by 

their very description, these events were characterized as being merely po-

tential, their identification did, in fact, seem to be actual. On October 16, 

2013, it was reported that Alexander would be stepping down as NSA Direc-

tor. This likely came in the wake of Snowden’s exposing the agency’s indis-

criminate sweeping surveillance of American’s telephone and internet data. 

It is also likely that Alexander’s resignation came as a result of his admission 

that the actual number of potential terrorist events was an over exaggeration 

(Live Leak, 2020). Though the number of terrorist threats identified via 

governmental surveillance programs turned out to be lower than Alexan-

der’s original declaration, we could grant that at least some degree of terror-

ist threat was actually identified. In making an argument for utility, howev-

er, we must consider the entire scope of consequence.   

Besides the consequence of identifying terrorist threats, I have demon-

strated another that comes in the form of widespread and indiscriminate 

surveillance of American’s telephone calls and their conduct online. Return-

ing to the question concerning utilitarianism posed earlier, let us not think 

in terms of pain or pleasure, but rather in those of security and risk. I argue 

that ubiquitous governmental surveillance authorized by the Patriot Act 

does not follow an act model of utilitarianism. This is because the act does 

not promote a higher degree of security than is justified to eliminate risk of 

terrorist attack. We could imagine such adherence only if it were the case 

that once identified as a terrorist threat—by having compelling reasons to 
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believe so—surveillance was then implemented to gain further intelligence. 

Only surveillance of known terrorist threats would meet the necessary con-

ditions of act utilitarianism. The individual act of surveillance would be 

permissible because the ends would justify the means.  

Can we then say that governmental surveillance meets the conditions 

necessary to conform to the precedent of rule utilitarianism? Well, consider-

ing that the overarching and indiscriminate surveillance taking place as  

I type these very words does operate as a rule, we might be inclined to think 

so. But when we consider that all Americans—innocent or otherwise—as 

well as possible terrorist organizations are targeted, the methodology at-

tracts more intuitive scrutiny. Surveillance on a scale this massive creates a 

situation in which the entire civilian population enjoys a disproportionately 

lower level of benefit than is promised by the means. Therefore, it is not 

clear that governmental surveillance can be justified under a rule model of 

utilitarianism. It is not clear that the level of security promised justifies the 

degree of privacy relinquishment required to fulfill it.   

Finally, consider that the monitoring of private affairs and especially the 

retention of collected data involves the unabashed denial of Americans’ 4th 

Amendment right to be secure in their persons, houses, papers, and effects. 

Governmental monitoring, collection, and storage of telephone call tran-

scriptions and internet traffic equates simply to illegal search and seizure of 

one’s intellectual property. Considering this, it seems that even outside the 

scope of utilitarianism governmental surveillance entails a legitimate viola-

tion of rights that are supposed to be guaranteed by those laid out in the 

U.S. constitution. Whether it is viewed under a consequentialist lens or 

simply considered using general ethical reasoning, I argue that surveillance 

of this nature is both unwarranted and unjustified.  

I have also suggested that surveillance of this nature involves a loss of  

autonomy suffered by anyone who uses a telephone or computer, which 

turns out to be a vast majority of persons in this country. Again, we can  

presume the objection will be made that if one has nothing to hide,  

then surveillance of this kind is of no consequence and, therefore, poses no 

threat to one’s autonomy. I will, however, ask this brand of objector to con-

sider the way she conducts herself in private as opposed to in public. Before 

a date, many try on a number of outfits in private for the sole purpose  

of selecting the only one they want to be seen in by their partner in public. 

Those who tremble in fear at the mere idea of singing a song in front of  

an audience might do so emphatically in the shower alone. It is no secret 

that many people “pleasure themselves” sexually on a regular basis and  

feel there should be no stigma attached to such a practice as it serves as  

a healthy method of satisfying one’s urges and relieves stress. Would such  

a person feel comfortable doing this in front of a group of NSA agents?  

I wager not.  
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The point here is that there are any number of strange and normal things 

we do in private because we are in private. An actual consequence of the 

Patriot Act is that one has to consider that she is being monitored as she 

researches birth control methods, seeks out divorce lawyers, and diagnoses 

strange rashes online. These intimate affairs are ones I am inclined to think 

that most would wish to remain private, but the Patriot Act removes the 

possibility for privacy in such conduct and in so doing disallows the possibil-

ity of one’s retention of autonomy. In considering these autonomy limiting 

factors in conjunction with the utilitarian analysis provided above and the 

fact that this policy effectively authorizes unlawful search and seizure on  

a blindingly massive scale, I argue that the Patriot Act and its subsequent 

authorization of NSA spying on innocent civilians follows no principle of 

utility or morality whatsoever.  

 

 

4. SURVEILLANCE AS A FORM OF CONTROL 

 

For those who cherish our constitutionally guaranteed right to privacy, 

much of what I have said here is troubling. Of those who contend that NSA 

surveillance is unproblematic in that they “have nothing to hide,” we might 

ask why they have blinds in their windows or doors on their bathrooms.  

We might ask if they are aware of the NSA’s surveillance of pornography 

viewing habits, would they draw the same conclusion (Greenwald, Grim, 

Gallagher, 2017)? In deciding how to respond to the implications of NSA 

surveillance, I offer the words of philosopher Robert Paul Wolff as cited by 

Singer: 
  

“The defining mark of the state is authority, the right to rule. The primary ob-

ligation of man is autonomy, the refusal to be ruled. It would seem, then, that 

there can be no resolution of the conflict between the autonomy of the indi-

vidual and the putative authority of the state. Insofar as a man fulfills his ob-

ligation to make himself the author of his decisions, he will resist the state’s 

claim to have authority over him.” (Singer, 1979, p. 293) 

 

The point Wolff is making here is that inherently, the state and its people 

will always be at an impasse due simply to his declaration that the state de-

mands authority and its citizens demand autonomy. What all of this really 

amounts to is control. Governmental surveillance is nothing more than the 

latest technological method to ensure that control of its citizens remain in 

the hand of the state. It is no secret that we civilians vastly outnumber the 

total amount of both police officers and military, yet government officials 

fear not any uprising or power shift of any kind. This is because shrewdly 

they have taken control by technological means to ensure that the teenagers 

will never throw a party because the parents will never leave town.  
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As far as the use of modern technology, however, I fear that the convic-

tions expressed by Wolff have gone the way of the buffalo. In a society so 

infatuated with modern technology, its residents have become convinced—

whether they know it or not—that unwavering adherence to the rules de-

creed by another are acceptable under any conditions, even when they re-

move the ability to live by those we might give ourselves.  

As users of modern technology, we have voluntarily succumbed to the al-

lure of modern digital existence. It is unlikely that many users would even 

consider the possibility of being what I referred to in the beginning of the 

paper as a mere citizen. There may be those rare few who refuse to partici-

pate, and to them I am more or less in accord. But for the masses—for that 

overwhelmingly disproportionate majority of persons who make the ritualis-

tic use of modern technology requisite for their daily patterns of existence—

there is no freedom from the bondage of corporate nor governmental sur-

veillance.  
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ABSTRACT 

 

I propose and discuss some principles that I believe are substantial for percep-

tion, various kinds of memory, expectations and the capacity for imagination in the 

mammal brain, as well as for the design of a biologically inspired artificial cognitive 

architecture. I also suggest why these same principles could explain our ability to 

represent novel concepts and imagine non-existing and perhaps impossible objects, 

while there are still limits to what we can imagine and think about. Some ideas re-

garding how these principles could be relevant for an autonomous agent to become 

functionally conscious are discussed as well. 

Keywords: perception, memory, expectations, imagination, consciousness, self-

organization, feature maps, associative learning, multimodal integration, cognitive 

architecture. 

 
 
 

1. INTRODUCTION 
 

The astonishing abilities of the mammalian brain raise the question of 

the principles by which it is organized. Since it is evolved rather than de-

signed, such principles should be simple rather than complicated. This 

seems to be contradicted by the brain's remarkably advanced abilities. I be-

lieve that this contradiction is false and that the advanced capabilities of the 

brain are indeed based on fairly simple principles, but which are reused over 

and over again at different levels of complexity. 

Below I explain and motivate why I think rather simple principles re-

garding self-organization; internal self-supervision; and associatively, hier-

archically, recurrently connected topology preserving feature representa-

tions that reflect the probability distribution of their input are important in 

the mammal brain as well as how that insight can be used artificially. 

Simple principles, I believe, employed over and over again by nature at 

various levels of complexity, are behind astonishingly complex abilities, 

such as perception, imagery, and functional consciousness in the mammal 
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brain. The same principles can explain why we sometimes tend to perceive 

our expectations rather than what is really out there; how we construct and 

fill in the gaps in our perceptions within and between various sensory mo-

dalities when the sensory input is limited; multimodal integration. How 

various memory systems, imagery and perception fit together and can be 

explained by the same principles. 

I will also discuss how the corresponding faculties could be implemented 

in an artificial biologically inspired cognitive architecture by employing the 

same principles in the same way as has presumably been done through evo-

lution by nature. By looking at how the mammal brain is structured and by 

identifying its crucial components and how these are interconnected, 

knowledge can be obtained that together with the identified principles ena-

bles a systems level approach to modeling perception as well as the integra-

tion of various sensory modalities, memory, imagery, the generation of an 

inner world and functional consciousness in a biologically inspired cognitive 

architecture modeled on the mammal brain. 

This systems level modeling approach means that, though not modeling 

crucial components and their interconnections in detail, general principles 

also adhered to by their biological counterparts should be identified and 

followed in the design of the cognitive architecture. 

The components’ functionality can be implemented with mechanisms 

that model the systems at a suitable level of accuracy. Later they can be re-

implemented by other mechanisms for accuracy and performance reasons, 

or if more efficient implementations are found.  

We could go about working on a bio-inspired systems-level cognitive ar-

chitecture in various ways. At one extreme, we could work from a more ho-

listic starting point by identifying crucial components and interactions 

found in the neural systems of biological organisms. Then we could imple-

ment maximally simplified versions of these and try to make them work 

together as well as possible. Examples of components in such an architec-

ture inspired by a mammal brain could be a maximally simplified visual 

system and a maximally simplified mechanism, or set of mechanisms, corre-

sponding to the Basal ganglia etc. Inspired by the work of Valentino Brait-

enberg (Braitenberg, 1984) and the robotics physicist Mark W. Tilden,  

I believe such simplified but complete cognitive architectures would still 

enact interesting behaviors. 

At the other extreme, we could work on individual components while try-

ing to optimize these to perform at a human level or beyond. Many artificial 

perception researchers work at this extreme, e.g. by creating computer vi-

sion systems that in some respects even exceed the abilities of humans. 

 My approach is somewhere in the middle. I try to figure out general 

principles for not necessarily complete, but more composed architectures at 

an intermediary level. Hence my focus is not whether component imple-
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mentations are optimized for performance. Following a systems level ap-

proach, individual components can be reimplemented iteratively at later 

stages for performance, accuracy or for other reasons, but this is not the 

focus here. Thus, the work on general principles can be isolated from the 

engineering questions of performance. 

The perceptual parts of a cognitive architecture built according to these 

ideas employ to a large extent self-organizing topographical feature repre-

sentations. Such feature representations are somewhat reminiscent of what 

has been found in mammal brains. These topographical representations are 

connected hierarchically, associatively and recurrently. Hierarchies of in-

creasingly complex feature representations—and in the extension different 

architectural components, possibly distributed—self-organize while super-

vising each other’s associative learning/adaptation over space (by associa-

tive connections) and over time (by recurrent associative connections). For 

example, such an architecture contains hierarchies of topographically or-

dered feature representations within sensory submodalities. To an extent, 

these hierarchies also cross the borders of different sensory submodalities, 

and even the borders of different sensory modalities. The topographically 

ordered feature representations connect associatively at various hierarchical 

levels within, but also across, sensory submodalities, modalities and to sys-

tems outside the perceptual parts, e.g. motor representations. 

Below I discuss some principles that I believe are substantial to percep-

tion, various kinds of memory, expectations and imagery in the mammal 

brain and for the design of a bio-inspired artificial cognitive architecture.  

I also suggest why these principles could explain our ability to represent 

novel concepts and imagine non-existing and perhaps impossible objects, 

while there are still limits to what we can imagine and think about.  

I will also present some ideas regarding how these principles could be 

relevant for an autonomous agent to become p-conscious (Block, 1995) in 

the sense defined by Bołtuć (2009), i.e. as referring to first-person function-

al awareness of phenomenal information. Whether such an autonomous 

agent would also be conscious in a non-functional first-person phenomeno-

logical sense, i.e. h-conscious, adopting again the terminology of Bołtuć 

(2009), and thus experience qualia of its own subjective first-person experi-

ences of external objects and inner states, is another matter. The latter ques-

tion belongs to the hard problem of consciousness (Chalmers, 2003). The 

difficulty with that problem is that a physical explanation in terms of brain 

processes is an explanation in terms of structure and function, which  

can explain how a system's behavior is produced, but it is harder to see  

why the brain processes are accompanied by subjective awareness of qualia. 

According to Chalmers (2003) all metaphysical views on phenomenal  

consciousness are either reductive or nonreductive, and he considers the 

latter to be more promising. Nonreductive views require a re-conception  
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of physical ontology. I suggest that the bio-inspired principles proposed in 

this paper have relevance for p-consciousness. Hence a cognitive architecture 

employing these ideas would probably become at least p-conscious. However, 

it is possible that h-consciousness is not a computational process, and I will 

not take a final position on the issue of phenomenal h-consciousness in this 

paper. 

 

 

2. FEATURE REPRESENTATIONS 

 

Topographically ordered maps are inherent parts of the human brain. 

There are continuously ordered representations of receptive surfaces across 

various sensory modalities, e.g. in the somatosensory and visual (van Essen, 

1985) areas, in neuron nuclei and in the cerebellum. 

The size of the representational area in such ordered representations de-

pends on the behavioral importance and frequency of the represented input. 

For example, the representation of the fovea is much larger than the rest of 

the retina, and the representation of the fingertip is proportionally larger 

than the rest of the finger. 

There are also more abstract topographically ordered representations in 

the brain, e.g. frequency preserving tonotopic maps (Tunturi, 1950; 1952; 

Reale, Imig, 1980) in primary auditory areas, and color maps in V4 (Zeki, 

1980) in the visual areas. 

In a model of such self-organized topographically ordered representa-

tions, essential relations among data should be made explicit. This could be 

achieved by forming spatial maps at an appropriate abstraction level de-

pending on the purpose of the model. For a reasonable computational effi-

ciency, the focus should be on main properties without any accurate replica-

tion of details. Reasonable candidates for a basic model corresponding to  

a topographically ordered representation in the brain satisfying these condi-

tions are the Self-Organizing Map, SOM (Kohonen, 1988) and its variants. 

Such a basic model forms a fundamental building block—not to be confused 

with the crucial components discussed above—in the perceptual parts of  

a bio-inspired cognitive architecture. 

Examples of suitable candidates, beside the SOM, are the Growing Grid 

(Fritzke, 1995) and the Growing Cell Structure (Fritzke, 1994). In addition to 

the adaptation of the neurons, these models also find suitable network 

structures and topologies through self-organizing processes. Other examples 

are the Tensor-Multiple Peak SOM, T-MPSOM (Johnsson et al., 2006) or 

the Associative Self-Organizing Map (Johnsson et al., 2009). The latter, or 

rather the principles it instantiates, are crucial for the principles of the per-

ceptual parts of a cognitive architecture discussed in this paper and will be 

elaborated on below. 
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The SOM develops a representation that reflects the distance relations of 

the input, which is characteristic of lower levels of perception. If trained 

with a representative set of input, the SOM self-organizes into a dimension-

ality reduced and discretized topographically ordered feature representation 

also mirroring the probability distribution of received input. The latter 

means that frequent types of input will be represented with better resolution 

in the SOM. This corresponds to, for example, the development of a larger 

representational area of the fingertip than the rest of the finger in the brain, 

which was discussed above. Hence the SOM is reminiscent of the topo-

graphically ordered representations found in mammalian brains. 

In a sense, the topographically ordered map generated by a SOM—and in 

the extension an interconnected system of SOMs—is a conceptual space 

(Gärdenfors, 2000) generated from the training data through a self-

organizing process. 

Due to the topology-preserving property of the SOM similar input elicit 

similar activity, which provides systems based on the SOM with an ability to 

generalize to novel input.  

A SOM can be trained to represent various kinds of feature, including 

phenomenal ones. The latter would turn the SOM into a phenomenal con-

tent map (Damasio, 2010). For example, a SOM can be trained to represent 

directions of lines/contours (as in V1), colors (as in V4), or more complex 

features such as the postures and gesture movements of an observed agent 

(Buonamente et al., 2016), or the words of a text corpus ordered in a way 

that reflects their semantic relations (Ritter, Kohonen, 1989). Employing 

SOMs or other topographically ordered feature representations to represent 

phenomenal features together with the general design principles for a bio-

inspired cognitive architecture suggested in this paper, would enable strong 

semantic computing (Bołtuć, 2018). 

Other models of a self-organizing topology preserving feature representa-

tion are possible and might turn out to be more suitable for various reasons 

such as performance and accuracy. However, as also mentioned above, that 

is beyond the point of this paper, which aims at presenting higher level ar-

chitectural principles where models of self-organizing topographically or-

dered representations are building blocks. Since I adhere to a systems-level 

modeling approach, subsystems of the cognitive architecture can be updated 

and substituted in an iterative fashion for improvement. 

 

 

3. HIERARCHICAL FEATURE REPRESENTATIONS 

 

How can self-organized topographically-ordered representations of  

a more abstract kind, e.g. a representation with semantically related sym-

bols that occupy neighboring places be obtained in a cognitive architecture? 
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In the mammal brain there seems to be a principle of hierarchical order-

ing of representations, e.g. the executive and motor areas seem to be hierar-

chically ordered from more abstract to less abstract representations. Con-

straining the discussion to the perceptual parts of the mammal brain, we 

find that the different sensory modalities (visual, somatosensory, auditory, 

…) adhere to a hierarchical organizational principle. For example, we find 

hierarchically-organized topology and probability-density preserving feature 

maps in the ventral visual stream of the visual system. These feature maps 

rely on the consecutive input from each other and tend to be hierarchically-

ordered from representations of features of a lower complexity to represen-

tations of features of a higher complexity. Thus, we find ordered representa-

tions of contour directions in V1 in the Occipital lobe, of shapes in V2, of 

objects in V4, and of faces or complex facial features in the inferior temporal 

(IT) area of the Temporal lobe. 

The hierarchical organization principle is employed artificially in Deep 

Neural Networks, i.e. in artificial neural networks with several hidden lay-

ers. A neural network that has been applied very successfully within the field 

of computer vision is the Deep Convolutional Neural Network (LeCun et al., 

1998). 

Here, when I discuss the hierarchical ordering principle for perceptual 

parts of a bio-inspired cognitive architecture, this principle is instantiated 

by hierarchical SOMs. The choice of SOMs is not based on performance, but 

on the fact that the hierarchical organization principle is also to be com-

bined with other principles in the cognitive architecture elaborated on be-

low. For the moment the SOM and its variants are considered good choices 

to explain and test principles.  

Together with collaborators, the author has shown the validity of this hi-

erarchical organizational principle repeatedly with hierarchical SOMs when 

applied to different sensory modalities. For example, in the case of the so-

matosensory modality, several experiments have been conducted to show 

how haptic features of an increasing complexity can be extracted in hierar-

chical self-organizing representations, e.g. from proprioceptive and tactile 

representations at the lower complexity end to self-organizing representa-

tions of shapes and sizes of the haptically explored objects (Johnsson et al., 

2011a). Another example in the case of the visual domain where experi-

ments have been done to show that hierarchies of ordered representations 

of postures at the lower complexity end to ordered representations of ges-

ture movements of the observed agent can be self-organized (Buonamente et 

al., 2016). 
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4. SUPPLEMENTING SENSORY SIGNALS IN PERCEPTION 

 

The brain supplements perceptions when the sensory input is not com-

plete. This is evident from various visual illusions, e.g. the Kanizsa Triangle 

(Kanizsa, 1976) where the contours of a triangle can be perceived even 

though they are actually not there. Moreover, when our eyes scan the scen-

ery before us, they are doing so by semi-random eye movements known as 

saccades directing the movements toward particularly conspicuous and, in 

some sense interesting features. Supposedly we carry out similar semi-

random movements with our hands and fingers to gain particularly interest-

ing and useful tactile sensory input when we, for example, ransack our 

pockets for a particular key, or grope about to find the doorknob in the dark. 

When we perceive our brains seem to fill in the gaps of sensory input with 

expectations, from memory, of what is likely to be there. 

A crucial aspect of biological cognition is an ability to simulate or influ-

ence perceptual activity in some brain areas due to the activity in other brain 

areas (Hesslow, 2002; Grush, 2004), e.g. the activity in areas of other senso-

ry modalities. For example, when the visual perception of a lightning evokes 

an expectation of the sound of thunder, or when visual images/expectations 

of an object is evoked when it is felt in the pocket. Hence, one supplement to 

the afferent sensory signals in perception could be such simulated Cross 

Modal Expectations. These could even override actual input, which is evi-

dent from the McGurk-MacDonald effect (McGurk, MacDonald, 1976). If  

a person sees a video with someone making the sound /da/ on which the 

lips cannot be seen closing and the actual sound played is /ba/, the expecta-

tions evoked by the visual perception may have such an influence on the 

activity caused by the actual afferent auditory sensor signals that the person 

may still hear the sound /da/. 

A variant of the SOM, the A-SOM (Johnsson et al., 2009), that adds 

adaptable associative connections between feature representations has been 

used to build artificial systems, e.g. (Johnsson, Balkenius, 2008), that 

demonstrate the supplementation of sensory input and the elicitation of 

cross-modal expectations. 

 

 

5. NETWORKS OF FEATURE REPRESENTATIONS 

 

In perception, sensory signals from receptors, together with information 

about involved exploratory actions, such as eye or hand movements, activate 

sets of feature maps. Those parts of the associated networks of feature rep-

resentations that are not elicited directly by sensory input, are activated 

through the activity in other feature representations via associative connec-

tions. Hence the perceptions will be complete even with scarce sensory in-
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put, because missing parts are filled in with likely guesses through internal 

simulations. 

Through adaptable associative connections between hierarchies of  

topographically ordered feature representations self-organizing intra- and 

intermodal Networks of Feature Representations (NFRs) are obtained. 

Some feature representations can be part of several NFRs, and the particular 

division of the feature maps into NFRs depend on how we look at it and  

how we choose to categorize the system into subsystems. The adaptive  

associative connections learn to associate simultaneous, or temporarily 

close, activity in various feature representations elicited by simultaneous, or 

temporarily close, but different ordinary input. This means that feature rep-

resentations that later lack ordinary input will be activated by activity pat-

terns associated with the ongoing activity in other feature representations in 

the NFR. For example, hearing the voice of a particular person would elicit 

activity patterns not only in the auditory hierarchies of feature representa-

tions that directly receives sensory input, but also in other, e.g. visual, fea-

ture representations in an intermodal NFR through associative activation. 

The total activity in the NFR will constitute episodic memories, imagination 

etc. 

 

 

6. MEMORY 

 

Although there are hierarchically-organized feature representations in 

the brain, it is questionable whether there are neurons—aka grandmother 

cells—that are the exclusive representatives of distinct individual objects. 

Though there is no total consensus regarding this, I consider it more likely 

that distinct individual objects are coded in a more distributed way as an 

ensemble of feature representations in the NFR, at various complexity lev-

els, across several sensory (as well as non-sensory) modalities. Hence, the 

recognition of distinct individual objects consists in the simultaneous activa-

tion of a sufficiently large and unique subset of this ensemble of representa-

tions across various modalities.  

Thus, the representation of a real or imagined concept or object is consti-

tuted by a set of associated activity patterns in various feature representa-

tions of the NFR distributed over multiple modalities. Such associated acti-

vations of topologically ordered feature representations preserve an internal 

ordering of activation and could be seen as forming a Conceptual Space 

(Gärdenfors, 2000). 

The activation of some feature representations will tend to trigger expec-

tations/imaginations of features of the distinct individual object in other 

representations across various modalities, presumably associated by associ-

ative connections in a way similar to the activation of more features of high-
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er—or lower—complexity in hierarchically connected feature representa-

tions (which can as well be cross-modal). 

I believe that such connectivity—associative and hierarchical—between 

feature representations of various modalities and at various complexity lev-

els are what enables the filling in of missing parts of our perception by imag-

ination, but also that they enable our various kinds of memory. 

Different kinds of memory are, I believe, using the same kind of feature 

representations across modalities in our brains. What differs between dif-

ferent kinds of memory is rather how they are activated and precisely what 

ensemble of feature representations in the NFRs that are activated.  

For example, one could speculate—in a simplified way—that the working 

memory supposedly again employs networks of the same building blocks of 

feature representations obtained during early developmental phases, but 

now activated in a more transient and temporary way, perhaps from, in the 

case of the mammal brain, the frontal lobes, whereas perception as such, is 

the activation of an ensemble of feature representations due to afferent sen-

sory signals, together with the filling-in of missing parts due to cross-modal 

as well as top-down expectations at various levels of hierarchies.  

In episodic memory and imagination (i.e. internal simulation) the sets of 

associated networks of feature representations (which can also be non-

sensory, such as motor representations) are activated internally (at least 

partly) in the cognitive architecture/brain. The associatively connected rep-

resentations (actually associated activity patterns in the underlying wetware 

/ hardware) are what lends memory and imaginations their associative 

characters. 

The important point here is that it is reasonable to believe that the same 

(simple) principles are behind both the supplementation of perception and 

the associative character of memory and imagination; and the distributed, 

associative and hierarchical character of the intra- (and inter) modal repre-

sentations they all (perception, imagination and memory) rely on. That dif-

ferent faculties go into each other also explains why we tend to both keep 

memories alive (by strengthening associative connections through reactiva-

tion) and sometimes change them over time (via imagination) when we re-

capitulate. 

Semantic memory presumably corresponds to more persistent associa-

tions due to repeatedly overlapping activity from many various perceptual 

and episodic examples over time, thus forming prototypes in conceptual 

spaces. This also makes semantic memory more persistent, as well as more 

resistant in a deteriorating/aging system. 

The point here is that all kinds of memory, perceptions, imaginations, 

and expectations are proposedly using simultaneous and / or sequential 

activations of ensembles / subsets of the same NFRs across various modali-

ties in the brain. In fact, I think that there is no reason that the representa-
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tions should be constrained to the brain only, but that associated represen-

tations could also be various kinds of activity in / of the body, such as e.g. 

postural / breathing patterns, hormonal configurations etc. This would also 

explain why the change of posture / breathing patterns can change the state 

of the mind. In the extension, even “representations” that we interact with—

and continuously reconfigure—in the environment outside the body—

including the representations within other agents, such as humans, pets, 

machines etc.—are presumably included. 

To learn to represent novel concepts, objects or possible objects, there is 

no need for new feature representations, because they are formed through 

associating activity patterns in existing feature maps in novel ways. 

This kind of feature ensemble coding also enables / explains the ability to 

represent completely novel categories / concepts in the brain / cognitive 

architecture, and the ability to create and imagine non-existing and perhaps 

impossible concepts, objects, etc. This is because representations are com-

posed of sufficiently large ensembles of associated multi-modal features, 

and novel associated ensembles and sometimes associated ensembles corre-

sponding to concepts and imaginations that do exist (but have not yet been 

seen or reached) or do not exist in our physical reality (e.g. unicorns) can 

emerge. 

Of course, there are limits to what we can imagine and conceptualize, and 

perhaps even think about. For example, we are unable to visualize objects in 

spaces of a higher dimensionality than three. However, such limitations are 

just to be expected if all perceptions, memories and imaginations are made 

up of distributed (in space and time) activations of ensembles of associated 

features, and there are constraints on what kind of features can be repre-

sented in the brain (or cognitive architecture), which is likely. The con-

straints are probably set by biological limitations that exist due to a lack of 

evolutionary pressure, as well as determined by the development of the or-

ganism in its environment. An example of the latter is that cats raised in an 

environment consisting entirely of vertical lines during a critical develop-

mental phase during infancy will be unable to see horizontal lines (Blake-

more and Cooper, 1970). That there are constraints on what kind of features 

that can be represented also implies the possibility that all that we can think 

about regarding reality is not necessarily corresponding to all that there 

would have been to think about, had we been wired differently. 

In accordance with the reasoning above, it is reasonable to assume that 

the need for associative connections—corresponding to axon bundles in the 

neural system of a biological organism—between feature maps at various 

complexity levels within as well as between different modalities are of signif-

icance in a cognitive architecture based on self-organizing topographically-

ordered feature representations. Such associative connections need to be 

adaptive (by adjustable parameters corresponding to modifiable synapses in 
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the neural system of a biological organism) to enable the learning of associa-

tions between the activity in various feature representations. 

 

 

7. IMAGINATION 

 

In addition to an ability to automatically develop, and continuously rea-

dapt, sensory and other representations, and their interconnections that 

connect simultaneous activity within them spatially, a bio-inspired autono-

mous agent needs an ability to learn to associate activations of representa-

tions over time. This is desirable because it enables the autonomous agent to 

remember and re-enact sequences of perceptual—and other—activity across 

modalities and levels of hierarchy. 

With such an ability an autonomous agent can remember sequences of 

perceptions, and if the ability is generalized, other things as well, e.g. motor 

activities. Such perceptual sequences could, for example, be visual land-

marks. To the perceived visual landmarks, appropriate motor activity could 

be associated. With perceptual sequences simultaneously learned in other 

modalities together with cross-modal associations, the sequential memories 

are reinforced and thus diminish the influence of noise and limitations in 

sensory input. The perceptions (and preparatory responses etc.) corre-

sponding to missing input in some modalities—sensory and other—will be 

imagined, i.e. elicited through cross-modal activation. If suddenly the agent 

would lack input to some, or all, sensory modalities, it would still be able to 

operate and to some extent carry out actions associated with imagined per-

ceptions of the environment. With this kind of ability an agent would also be 

able to sit idle imagining various scenarios and the likely consequences of 

carrying out different kinds of actions. The latter is valuable for survival and 

will also accelerate the agent’s learning. 

The idea to internally elicit activity patterns in perceptual, motor and 

other circuits over time (activation sequences) and in space (in various fea-

ture maps across different modalities), corresponding to the patterns that 

would have been elicited had there been sensory input and had the actions 

been carried out, is closely related to the simulation hypothesis by Hesslow 

(2002). It could in the extension also be the foundation for providing agents 

with an ability to guess the intentions of other agents, either by directly sim-

ulating the likely perceptual continuations of the perceived behavior of an 

observed agent, or by internally simulating its own likely behavior in the 

same situation under the assumption that the other agent is similar in its 

assessments, experiences and values that drives it. 

A mechanism that implements self-organizing topographically ordered 

feature representations that can be associatively and recurrently connected 

with an arbitrary number of other representations and with arbitrary time 
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delays is the Associative Self-Organizing Map (A-SOM). Hence the A-SOM 

would in some cases be a better choice, than the standard SOM, to use as 

one of the basic building blocks in the perceptual parts of a cognitive archi-

tecture. An A-SOM can learn to associate the activity in its self-organized 

representation of input data with arbitrarily many sets of parallel inputs and 

with arbitrarily long-time delays. For example, it can learn to associate its 

activity with the activity of other self-organization maps, or with its own 

activity at one or more earlier times. This allows for cross-modal expecta-

tions. For example, if a sensory modality, say the visual system in a cognitive 

architecture, produces a certain internal pattern of activity due to sensory 

input, then activity patterns are elicited in other sensory modalities corre-

sponding to the patterns of activity that are often triggered in these other 

sensory modalities through sensory inputs that usually occur simultaneous-

ly, even when they do not. Due to the ability of the A-SOM to associate its 

activity with its own activity at one or more earlier times, a mechanism for 

sequence completion that can be used for internal simulation is made possi-

ble. This is consistent with those abilities necessary for an autonomous 

agent described above. The A-SOM has been successfully tested in many 

simulations (e.g., Johnsson et al., 2011b) in several different domains, as 

well as together with real sensors such as tactile sensors (Johnsson,  

Balkenius, 2008) and cameras (Buonamente et al., 2015), and when simu-

lating likely continuations of sequences of strings of symbols and words (Gil 

et al., 2014). It has been used to simulate the sensory activity patterns likely 

to follow some initially perceived movements of actions/gestures (Buona-

mente et al., 2015). In the domain of music, a further developed and more 

mature and generalized version of the A-SOM has been used to simulate the 

sensory activity patterns likely to follow those elicited by the initial parts of 

perceived Bach chorale melodies (Buonamente et al., 2018). 

Associative connections are in place between different representations at 

various levels of feature complexity. Simultaneously-activated feature repre-

sentations develop stronger associative connectivity. The result is that we 

will find strongly interconnected sets of feature representations—and other 

kinds of circuits—in the brain/architecture. As humans, we label these and 

call them systems/components of one kind or another (depending on the 

particular discipline, the prevailing paradigm and zeitgeist), though we 

should keep in mind that these categorizations and demarcations are our 

inventions and thus somewhat arbitrary. 

The inter-connectivity of the feature representations within a modality/ 

submodality tend to be strong because it has been reinforced by simultane-

ous activations originating from the receptors of the modality specific senso-

ry organs. Thus, connective configurations / subsystems in the brain / archi-

tecture develop through the repeated simultaneous activation of sets of self-

organizing feature representations. 
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However, the feature representations within a modality also connect to 

feature representations in other modalities / systems, only to a lesser extent. 

This is due to the statistically fewer simultaneous activations of feature rep-

resentations in other modalities. Various systems activate each other 

through these associative connections that have learned to associate activity 

that normally come together. Hence, if the activity within one system, per-

haps triggered through afferent signals from sensory organs or from some 

other part of the brain/architecture, tend to correlate with the activity of 

other systems, perhaps triggered by the afferent signals from other sensory 

organs or other parts of the brain/architecture, then the inter-connectivity 

of the systems is reinforced. The foundation for these correlated activities in 

various systems is that sensory stimuli, and the consequences of an agent’s 

actions, are related in a non-random way due to the statistical regularities of 

the properties of the world. These statistical regularities will be reflected in 

the associative connectivity between various systems. 

In reality the various cognitive functions are not separated from each 

other in a neat way. Rather, they blend and mix into each other. For exam-

ple, the perception of hearing a familiar person's voice can trigger both epi-

sodic memories, internal visual simulations of the person, corresponding to 

reality but also pure fantasies, etc. Internally simulated perceptual expecta-

tions in turn may trigger exploratory behavior and attention aiming at con-

firming the expectations by obtaining additional sensory input. All this 

founded on associatively connected networks of topologically ordered fea-

ture representations. 

Taken together, all this means that NFRs containing topologically  

ordered feature representations with intra- and intermodal adaptable  

associative connections enable perception, various forms of memory  

and imagination. In addition, it provides a mechanism for representing  

the ongoing activity in one system/NFR with the activity of other sys-

tems/NFRs. 

 

 

8. CONSCIOUSNESS 

 

Consciousness is about experiencing perceptions, including the percep-

tions of our own actions; imagery; memories. But who is experiencing it?  

I am considering functional consciousness here, thus leave the problem of 

qualia out of the discussion. 

In the discussion about cross-modal expectations and internal simula-

tions above, I discussed how activity in some feature representations can 

elicit reasonable activity in other feature representations through associative 

connections. The elicited activity in the latter representations correspond to 

the activity that normally would or could occur simultaneously, or timed, 
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with the activity in the first representations even though the latter lack any 

afferent input ultimately originating from sensors. 

I believe that the same mechanism with adaptive associative connections 

in the case of a bio-inspired cognitive architecture, or nerve bundles with 

synapses in the case of a neural system of a biological organism, between 

different subsets of feature representations, at various levels of abstraction, 

is significant for the realization of at least p-consciousness. From this per-

spective, the elicitations of activity in some feature representations by the 

activity in other feature representations via associative connections can be 

viewed as if the activity in the latter system (composed of the activity in 

connected, perhaps distributed, feature representations), in a sense, is rep-

resented by the activity in the former system (of associatively connected 

feature maps).  

Various systems could perhaps also ‘observe’ each other simultaneously 

as well. The mechanisms and principles sketched above could be behind or 

be used for a kind of summarization of the observed subsystem’s or subsys-

tems’ activity at a possibly different and more abstract level. 

As also argued by Hesslow and Jirenhed (2007), perceptual simulation 

could explain the appearance of an inner world. A remaining question is 

‘who’ is observing regardless of whether it is perceptions ultimately elicited 

from sensory organs, internal simulations originating from within the brain, 

or some combination thereof. My proposal is that they are observed by other 

connected configurations of systems whose activity summarizes/represents 

the observed internal simulations and perceptions, because their corre-

sponding activity correlates due to the learning represented in the adaptive 

associated connections. The same systems could perhaps have multiple 

functions while also “observing” each other simultaneously as well.  

Put differently, this could be seen as one system observing the various 

Phenomenal Maps of another system, whether these are activated due to 

sensory signals or through internal simulations (imagination, episodic 

memory, working memory etc.). 

Still another way to put it is that some systems are aware of, i.e. p-

conscious / functionally conscious of, other systems’ perceptual activity. 

The activity of associatively connected configurations of feature repre-

sentations correlates because the adaptations of the associative connections 

between the representations, and the adaptions of the representations 

themselves happens simultaneously, continuously and dynamically. At  

a lower perceptual level this means that the activation of feature representa-

tions in some sensory modalities will elicit activity in feature representations 

in other sensory modalities and consequently sensory expectations / sup-

plementations in those other modalities, as discussed above. 

Thus, I believe that adaptive associative connections between and within 

various configurations of strongly connected feature representations at vari-
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ous levels of complexity or abstraction are of significant importance for real-

izing p-consciousness, i.e. functional consciousness, in a cognitive architec-

ture. 
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ABSTRACT 

 

The article presents and justifies the thesis that the way of understanding 

knowledge has changed significantly over the last century. This change consists in 

departing from the classic definition of knowledge formulated by Plato, and in par-

ticular in questioning the subjective role of man as the holder of knowledge and 

abandoning claims to the truthfulness of knowledge. This process was an intensive 

evolution; its elements are given and justified in the text. Its source was a deep re-

construction of the mode of creating epistemic structures in mathematics and geom-

etry, based on the abandonment of the principle of representation. Knowledge 

turned out to be determined by the social context, it became dispersed, decentral-

ized, which led to the rejection of the condition of its truthfulness. The last phase of 

this evolution is knowledge as a phenomenon in the area of digital technologies, in 

particular artificial intelligence. This evolution has led to the emergence of many 

variants of knowledge that act as local knowledge, which justifies the use of the plu-

ral in this case.  

Keywords: knowledge, metamathematics, artificial intelligence, sociology of 

knowledge, truth. 

 
 
 

 

1. INTRODUCTION 

 

This text attempts to justify an observation about the rapid change in the 

approach to the phenomenon of knowledge in the twentieth century; the 

change leads to the emergence of various variants of understanding 

knowledge, founding various social phenomena, and thus justifying the need 

to use the term “knowledges” (plural ). Most of this movement takes place as 

a certain historical and social process, which draws attention to the prag-

matic nature of the transformations and mainly concerns propositional 

knowledge, but, of course, it must also affect theoretical reflection. After all, 
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knowledge about knowledge is also a kind of knowledge, so the point of view 

based on the opposition between man and the world cannot be omitted here. 

It is fundamental to philosophy, as a prototype situation from the point of 

view of knowledge, interpreted as an effort to get to know the world by man. 

This kind of observation opens up an extremely extensive problem, exceed-

ing the scope of this study, which focuses on gathering the basic premises of 

the observation made and putting in its light the thesis about the transfor-

mation of the way of understanding knowledge. This transformation at the 

starting point is based on the perception of knowledge as a certain state, 

resulting from communing with the world. Such thinking has its origins in 

the Platonic concept and persists until the end of the nineteenth century. 

The present state of the transformation mentioned above brings the idea of 

dispersed, diversified, and decentralized knowledge. The traditional quality 

of knowledge, which is its truth, is necessarily eroded. The concept of 

knowledge is also becoming the subject of intense analytical effort, which is 

reported, among others, by Burgin (Burgin, 2015).  

In light of the emerging analyzes and phenomena, the issue of articulat-

ing knowledge, as well as its retention, has become significantly complicat-

ed. One of the most important contemporary fields in which the pragmatic 

approach to knowledge has led to unusual and previously unheard of im-

plementations is technology, or more precisely digital technology. Philo-

sophical attempts to combine the issues of knowledge and mathematics or 

logic are old and date back at least to the end of the nineteenth century, and 

taking into account the visions of Leibniz and Descartes, even earlier (Rus-

sell, Norvig, 2010). However, direct, technical attempts to formalize 

knowledge within computational technology appeared at the beginning of 

the second half of the twentieth century, opening a process that was re-

vealed in an advanced way in the case of the so-called artificial intelligence. 

Due to the spectacular development of this field, especially within the so-

called natural language processing, the topic of knowledge formalization 

seems to be one of the most important contemporary contexts of knowledge 

issues. 

Knowledge has been the subject of philosophy since the beginning of  

European culture. Although a separate branch of philosophy called episte-

mology, understood as a self-conscious research procedure, is much young-

er, the concept of epistemology appeared in the 18th century. The most  

important questions that arise within it are given by Wolenski: “What  

is knowledge?; Is knowledge based on senses or reason? Is certainty  

attainable? What is truth? Are there ultimate limits of knowledge?” 

(Woleński, 2004, p. 4). Chisholm asks analogous questions somewhat dif-

ferently, directly referring to the Platonic definition: “What can I know? 

How can I distinguish those things I am justified in believing from those 

things I am not justified in believing? And how can I decide whether I am 
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more justified in believing one thing than in believing another?” (Chisholm, 

1989, p. 1).  

Chisholm shows a clear shift of the problem towards the subject, which is 

indicated as the central instance. A similar view seems to prevail, especially 

in the basic or introductory approach, i.e. where we are not dealing so much 

with theory but rather with reporting the current, valid explanation. In  

a textbook on epistemology, Robert Audi expresses the underlying assump-

tion directly. Giving examples of sources of knowledge, he lists the first and 

most important ones: perception, and then others: “memory as a storehouse 

of what we have learned in the past, consciousness as revealing our inner 

lives, reflection as a way to acquire knowledge of abstract matters, and tes-

timony as a source of knowledge originally acquired by other people” (Audi, 

2003, p. 1). By giving examples, he immediately refers to the human being. 

Writing how knowledge is produced, he emphasizes three acts in the course 

of which knowledge is perceived, believed, and justified by a certain ego. 

Duncan Pritchard confirms a strikingly similar approach: “Two things that 

just about every epistemologist agrees on are that a prerequisite for pos-

sessing knowledge is that one has a belief in the relevant proposition and 

that that belief must be true” (Pritchard, 2006, p. 5). 

The views just quoted have one source, which is Plato. His views on 

knowledge are scattered throughout many dialogues, such as Phaedo, Sym-

posium, Republic, Timaeus, Sophist, or Statesman (Burgin, 2015; Cornford, 

1935). However, the best-known and quoted definition of it comes from 

Theaetetus, who expresses it in a dialogue with Socrates as overheard from 

someone whom the hero did not remember. In literature, it appears as  

a short phrase: Dóksa alethés metá lógu. Its English version, shortened to 

three words, reads Justified True Belief. It was mentioned here because Ap-

piah argues that it “is a central philosophical claim [about knowledge] of the 

Western tradition since Plato” (Appiah, 2003, p. 43). The Polish translation 

is provided by Władysław Witwicki: “wiedza to jest sąd prawdziwy, ściśle 

ujęty” (Platon, 2002, p. 178). At the same time, he describes in a footnote 

the translation problems provided by the last term in the Greek version, 

derived from the term “logos” (λόγος). The choice made by Witwicki, i.e. this 

“ścisłe ujęcie,” corresponds with other traditions in this regard, e.g. the 

German: das Wesen der Erklärung (Plato, 1856, p. 208), English: rational 

account (Plato, 1987, p. 115), or French: l’essence de leur definitione (De-

schoux, 1980, p. 289). Each time it is about a certain technical skill related 

to order and discipline of reasoning. For Plato, knowledge is a purely human 

disposition, and its status remained unchanged for over two thousand years. 

This assumption is emphasized by the use of the term dóksa. However, this 

quality of knowledge, as well as its second quality, i.e. truthfulness (alethés), 

will be challenged in the process of reconstructing knowledge understanding 

that took place in the 20th century. 
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In the twentieth century, the concept of knowledge began to be applied in 

new and hitherto unprecedented circumstances, in areas such as politics, 

the management, or the broader social life, taking on a slightly different 

shade in each of these contexts. It seems that the reason for this was under-

mining the key epistemic competence of man, which is the ability to express 

justified and true beliefs about the world, entering the area of no less basic 

and intuitive philosophical construction, which is a man confronted with the 

world. Such thinking is as old as Western culture, and its dominant rational-

ist interpretation is given by Descartes, who formulates the dualism of mat-

ter (res extensa) and mind (res cogitans) (Descartes, 1641). In this way, the 

mutual positioning of man and the world for the next 250 years is deter-

mined, creating a context for understanding knowledge that is the property 

of the mind and at the same time presupposes the existence of the world as  

a certain objective entity that can be comprehended by reason. 

Around the second half of the nineteenth century, such an assumption 

rapidly eroded, caused by an epistemological crisis within mathematics and 

geometry, leading to a profound, paradigmatic shift in the way concepts that 

interpreted the nature of the world were constructed. This “digital transfor-

mation” (Maciąg, 2020), with deep epistemological foundations, also be-

comes an involuntary source of technology in which knowledge, due to prac-

tical necessity, is formalized, allowing for calculations to be made with the 

use of this knowledge. This understanding of knowledge is completely de-

tached from the human being as its user and disposer, replaced by a more or 

less advanced artificial cognitive system. Knowledge in such a process is 

instrumentalized and adapted to the purposeful and utilitarian require-

ments of computing systems, performing clearly defined tasks of an “intelli-

gent” nature, such as translating a text, answering questions about its con-

tent, understanding it, supplementing it, etc. 

The next step, which also tears the notion of knowledge from the subject, 

is to place knowledge in a broader social context, which is formulated at the 

beginning of the twentieth century and developed in various ways later. This 

kind of conditioning has resulted in a multiple and dispersed image of 

knowledge, strongly relativized to the circumstances of its use. At the same 

time, this relativization resulted in a departure from the requirement of the 

truthfulness of knowledge, understood as the ability to represent the world. 

In its place, local and ad hoc variants appeared, causing the multiplication 

of many, numerous, and contingent knowledge in place of one true 

knowledge, producing a state of “the differend” (le différend), referring to 

the nomenclature given by Lyotard (Lyotard, 1983).  

The interpretation proposed in this text, according to which knowledge is 

perceived as dispersed and multivariant while losing the connection with  

a man as its disposer and the attribute of truth in the sense of representing 

the world, is long-lasting and lasts from the end of the 19th century to the 
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end of the 20th century, but it brings about profound and significant effects. 

This interpretation is based on a pragmatic approach, based on an idea con-

tained in the writings of philosophers such as John Dewey and Charles 

Sanders Peirce. Dewey writes: “In order to be able to attribute a meaning to 

concepts, one must be able to applay them to the existence. Now it is by 

means of action is made possible” (Dewey, 1931, p. 15). Peirce thinks simi-

larly, writing a little earlier: “the rational purport of a word or other expres-

sion, lies exclusively in its conceivable bearing upon the conduct of life” 

(Peirce, 1905, p. 162). The study of the way of understanding knowledge 

based on a pragmatic approach necessarily becomes concluding the way of 

applying this concept, engaging social and historical contexts.  

 

 

MAIN PRINCIPLES FOR A CHANGE IN THE WAY  

OF UNDERSTANDING KNOWLEDGE 

 

The described process of changing the way of understanding knowledge 

and thus giving meaning to its concept, consisting in observing the ways of 

its use, as well as the effects it causes, is long and complex. The way to solve 

this problem is to present the main areas in which this change takes place. 

They provide specific premises for the proposed interpretation of the phe-

nomenon of knowledge, although due to the breadth of this process, they are 

of various nature. They should be treated as important milestones in trans-

formation of the understanding and use of the concept of knowledge, which, 

following the concept adopted here, are forming a coherent trend. The 

aforementioned premises are based on the following facts: (1) the epistemo-

logical paradigm shift that took place in the fields of mathematics and ge-

ometry in the second half of the 19th century and the beginning of the 20th 

century; (2) Karl Popper’s concept which practically excludes the possibility 

of expressing constructive and sure judgments about the world; (3) The so-

called Gettier problem, triggered by his article in which he shows the incon-

sistency of the Platonic definition of knowledge (Gettier, 1963); (4) a great 

project of relativizing human epistemic abilities and knowledge in relation 

to the social context, having many variants, developed in the 20th century; 

(5) pragmatic understanding of knowledge as a resource that can shape 

large-scale social phenomena, such as the knowledge society, perform the 

function of an organizational resource in economic processes, which has 

been collected under the banner of Knowledge Management (KM) or gener-

ate arbitrary, practical orders of knowledge what the field of Knowledge 

Organization (KO) does; (6) the emergence of knowledge as a resource that 

is the basis of artificial cognitive systems, with various levels of advance-

ment, also as developed as the latest language models in the area of natural 

language processing (NLP). 
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1. First of all, the notion of change in the epistemological paradigm that 

took place at the end of the 19th century and the beginning of the 20th cen-

tury due to mathematics and geometry needs to be clarified. Morris Kline 

places the deep causes of this change in the emerging ideas of the so-called 

non-Euclidean geometries. The two main projects of them by Nikolai Loba-

chevsky  and János Bolayi appeared in the first half of the nineteenth centu-

ry although they are the result of uncertainty about the so-called fifth postu-

late of Euclid’s geometry, which appeared much earlier (Murawski, 2001). 

Their basic and simplest property was to completely ignore the experience of 

the geometry of the world, which was then apparent to the observer, and 

today it defines the common experience in this regard. These ideas opened 

the way to thinking in terms detached from this experience and opened up 

the possibility of reasoning unlimited by the necessity of conforming to it. 

Kline describes it as follows: “The two-thousand-year-old conviction that 

mathematics was the truth about nature was shattered. But the mathemati-

cal theories now recognized to be arbitrary had nevertheless proved useful 

in the study of nature. Though existing theories historically owe much to 

suggestions from nature, perhaps new theories constructed solely by the 

mind might also prove useful in the representation of nature. Mathemati-

cians then should feel free to create arbitrary structures” (Kline, 1990,  

p. 1036).  

Similar fundamental effects are noted by Luke Hodgkin in the context of 

the concept of numbers appearing in the works of Richard Dedekind, 

Gottlob Frege, and Giuseppe Pean. He wrote that the situation “did lead to  

a reshaping of mathematics if not the whole world-view” (Hodgkin, 2005,  

p. 215), because they have resulted in a “crisis of foundations,” and thus the 

meaning and justification of basic material beings. They lost their ontologi-

cal basis and became only assumed theoretical constructions: “the objects of 

mathematics were not actual things-in-themselves (as one thinks of a trian-

gle, say, or the number ‘7’), but the rules which they obeyed” (Hodgkin, 

2005, p. 216). From now on, mathematics and geometry cease to be stories 

about the world, they cease also to represent it, but when freed, they can 

produce their own structures, based solely on internal coherence resulting 

from the adopted assumptions. Kline describes the situation as a “loss of 

truth” and concludes that “By 1900 mathematics had broken away from 

reality; it had clearly an irretrievably lost its claim to the truth about nature, 

and had become the pursuit of necessary consequences of arbitrary axioms 

about meaningless things” (Kline, 1990, p. 1035). Although the very concept 

of the axiom is derived from Proclus, the independent authors of their con-

temporary idea are Giuseppe Peano (Peano, 1889) and David Hilbert (Hil-

bert, 1899). 

The strategy of free, only internally disciplined speculation turns out to 

be effective. Not only does it not prevent their application to the physical 

https://en.wikipedia.org/wiki/Nikolai_Lobachevsky
https://en.wikipedia.org/wiki/Nikolai_Lobachevsky
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world, but it also allows one to overcome the disadvantages of human obser-

vation resulting from imperfect tools of cognition. The reversed direction of 

building models of the world necessarily has distant and, so to say, opposite 

effects: it causes a deep crisis of trust in various forms of apperception. This 

apperception covers not only the direct world of entities but also the rules 

governing that world, including the cause-and-effect principle as the basis 

for the functioning of the world. This fundamental breakthrough concerning 

human cognitive competencies and sources of knowledge makes its way into 

other areas of reflection, also of a humanistic nature, resulting in the so-

called poststructuralism and postmodernism. These kinds of thread appear in 

the writings of Jean-François Lyotard, Jeaques Derrida, as well as Gilles 

Deleuze, and Michel Foucault. The questioning of the cause-and-effect princi-

ple is realized directly as a completely new idea of complexity, which is built 

on two new descriptive structures that appeared at the beginning of the 20th 

century: network theory and systems theory. The idea of complexity allows 

one to understand the processes and phenomena of very different areas of 

reality, proposing an interpretation with a very high degree of universality. 

The fruit of the mathematical debates that emerged at the end of the 

nineteenth century was, inter alia, Hilbert’s program, consisting of 23 

points, which, as Murawski writes, was “an attempt to justify the classical 

(infinite) mathematics and to save its integrity by showing that it is secure” 

(Murawski, 2010, p. 29). It aimed to stabilize and justify mathematical pro-

cedures and constructions by introducing defined axioms and proving rules, 

allowing one to build the foundations of mathematics. In section ten, Hilbert 

formulates the question which Roger Penrose summarizes as follows: “is 

there some general mechanical procedure which could, in principle, solve all 

the problems of mathematics (belonging to some suitably well-defined class) 

one after the other?” (Penrose, 1999, p. 34). This question was taken up  

by Alan Mathison Turing. To prove the impossibility of such a procedure,  

he proposes a theoretical machine that becomes a conceptual prototype  

of a modern computer. Its computational mode of operation determines  

its further development, which also applies to knowledge, which is subject  

to appropriate reconstruction (formalization) to meet technical require-

ments. The invention of the computer and the subsequent incorporation of 

the phenomenon of knowledge into digital technology, therefore has the 

same origins as the fundamental and less known epistemological revolution 

that took place in mathematics and geometry. It also implements an analo-

gous set of epistemological assumptions, based on arbitrary interpretative 

procedures, which at the epistemic level are conceptual in nature, but at the 

level of the technical apparatus, they come down to certain practical proce-

dures (the so-called digitization). Both variants strongly influence the phe-

nomenon of knowledge, leading to its actual instrumentalization, taking 

place at different levels of interpretation: theoretical and practical. 
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2. The described revolution becomes the source of a change in the ap-

proach to the place which is by definition the field of creating knowledge, i.e. 

science, which in this text represents the second premise. In this way, one 

can interpret the concept of Karl Popper, which he presented in Logik der 

Forschung: Zur Erkenntnistheorie der Modernen Naturwissenschaft (The 

Logic of a Scientific Discovery: On the Epistemology of Modern Science) 

(Popper, 1935). Two arguments can be given to support this thesis. First, the 

idea of falsificationism is, in fact, a very strong blow to the epistemic certain-

ty enjoyed by science, especially the one based on mathematical modeling. 

Observing the historical development of knowledge, Popper presents a deep 

epistemological pessimism, noting that there is no possibility of an absolute 

and certain judgment of the correctness of a theory, condemning any theory 

to uncertainty in this regard. The only kind of certainty that can be achieved 

is nonconstructive and only arises when the theory is overthrown. However, 

this approach is, in fact, a voice for epistemological relativism, for the prac-

tical differentiation of the real world and the world of interpretation of reali-

ty. The latter world is inherently “arbitrary” in the sense that it is fundamen-

tally deprived of access to the real world and cannot realize the relationship 

of strict correspondence. It is limited to continuous trials that are always 

uncertain and ultimately inappropriate.  

Second, Popper formulates the conditions of the theory in an extremely 

interesting and bold way, clearly referring to the assumptions of axiomatic 

systems in at least two places. First by pointing to the source of a theory 

which, in his own words, could come from everywhere, from: “an anticipa-

tion, a hypothesis, a theoretical system, or what you will” (Popper, 2002, p. 

9). The second place is the description of „different lines along which the 

testing of a theory could be carried out.” For this, in the first place the “in-

ternal consistency of the system” is examined (ibidem), which sounds like  

a reference to the axiomatic systems of Peano and Hilbert. In his concep-

tion, Popper clearly weakens the position of scientific knowledge and even 

challenges it in a peculiar way, and at the same time, at least partially, frees 

it from the close relationship with the world. Both these movements seem 

consistent and open the way to perceiving knowledge, this time scientific, 

completely different from the image of it that arises with Galileo, who was 

convinced of discovering the real (mathematical) properties of the world 

through science. 

3. Another premise indicating a change in the understanding of 

knowledge is provided by Edmund Gettier, the author of the article that 

shocked the foundations of epistemology (Gettier, 1963). This light tone is 

justified by the somewhat anecdotal setting of this event and the extremely 

small volume of the three-page text that accomplished this feat. Using two 

examples, which actually exhaust the volume of the text, Gettier proves that 

one can have justified and truthful beliefs, and thus fulfill Plato’s conditions 
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and have no knowledge. In this way, it shows the inaccuracy in reasoning, 

which leads to the recognition of the hitherto existing definition of 

knowledge as defective. Admittedly, similar examples are given earlier by 

Meinong and Russell, but they do not draw so far-reaching conclusions. The 

latter writes in 1948 that “It is very easy to give examples of true beliefs that 

are not knowledge,” adding that knowledge is a subclass of these judgments: 

“Every case of knowledge is a case of true belief, but not vice versa” (Russell, 

1948, p. 170).  

Gettier’s text opened a rich and still unfinished discussion on the prob-

lem that bears his name. The number of proposals, even exceeding the 

number of its participants (Borges et al., 2018). They propose two main 

ways of looking for a solution: introduce the fourth condition to the incom-

plete three proposed by Plato, or focus on the third condition in the original 

Greek wording, i.e. referring to the concept of logos, and give it stricter, 

noncontestable character (Moser, 2010). From the point of view of this text, 

it is worth quoting Sober who summarizes Gettier’s problem as follows:  
 

“The skeptical argument contradicts a fundamental part of our commonsense 

picture of the way we related to the world around us. Common sense says that 

people have knowledge about the world they inhabit; the skeptical argument 

says that common sense is mistaken in this respect.” (Sober, 2005, p. 157) 
 
In this statement, he refers to common experience, pointing to a certain 

banality of the situation described by Gettier, and at the same time, locating 

it in the world of a certain everyday life completely abandons speculation. In 

this way, knowledge, which is after all the main subject of reflection, ac-

quires a practical nature.  

Following this path and examining the pragmatic foundation of the pre-

sented thought, we quickly face the necessity of a deeper examination of the 

examples of Gettier and others similar to certain stories that must also hap-

pen as meta-stories about knowledge. Their meaning results from the spe-

cial position of their reader (and author), who must have a certain special, 

higher knowledge, coming from a level higher than the world presented in 

the examples. This type of perspective cannot be ignored when examining 

the conditions of the existence of knowledge, which can reveal itself at any 

level of the analysis and cannot be deprived of participation in the analysis 

at any of them. Such an observation is, of course, endowing knowledge with 

a quality such as semantic dispersion and contextual dependence. This rea-

soning is modeled on Tarski’s approach, who distinguished different types 

of language that was based precisely on the diversification of the levels of its 

existence. He differentiated the level (and language) of direct talking about 

the world and the meta-level (metalanguage). The latter makes it possible to 

establish the rules for the first utterance (Tarski, 1933). There is no place 

here for a broader analysis of this issue, which I have presented elsewhere, 
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but it leads directly to the understanding of one of the most important as-

pects of the decomposition of knowledge, referring directly to the inspira-

tion taken from the crisis of the mathematical description of the world, de-

scribed earlier and finally to the process of relativizing knowledge. 

4. The next, fourth premise of the idea of knowledges concerns the phe-

nomenon both easy and difficult to present. Its apparent ease lies in the 

specific consistency of assumptions referring to the social context of the 

described phenomena, the description of which proves to be difficult due to 

their quantity, variety, and interrelationships. The latter difficulty is also 

paradoxically helpful; reflection in this area is extensive and well-known, so 

in this text it is enough to recall the most important facts. The perspective of 

knowledge as a hostage of social circumstances, as Marian Adolf and Nico 

Stehr claim, appears in the writings of classics researching social reality, 

such as Max Weber, Max Scheler, Karl Marx, Karl Mannheim, Georg Sim-

mel, and Emil Durkheim (Adolf, Stehr, 2014). Among them, it was Scheler 

who in 1924 proposed the idea of the sociology of knowledge, proposing the 

appropriate concept: Wissenssoziologie. Adolf and Stehr, however, nomi-

nate Karl Mannheim as the proper father of the sociology of knowledge, who 

devotes a separate chapter to it in his work from 1929 entitled Ideology und 

Utopie (Ideology and Utopia). The emblematic representative of this direc-

tion and its further development is David Bloor, one of the co-founders and 

main representatives of the so-called strong programme, i.e. a research 

school, named after the place of its inception the Edinburgh School. He pre-

sents his views in a book Knowledge and Social Imagery, published in 1976, 

which is still a kind of key reference for the sociology of knowledge. It in-

cludes the following sentence: “instead of defining it [knowledge] as true 

belief—or perhaps, justified true belief—knowledge for the sociologist is 

whatever people take to be knowledge. It consists of those beliefs which 

people confidently hold to and live by” (Bloor, 1991, p. 5), openly contesting 

the Platonic conditions of knowledge to which he directly refers. 

The sociology of knowledge, as part of the project of its social condition-

ing, is supplemented by the sociology of science, which can also be under-

stood as a field of realization of scientific knowledge, i.e. knowledge that is  

a subject of the methodological conditions of its correctness. These condi-

tions, stable until the end of the nineteenth century, based primarily on the 

certainty of mathematical judgments, turned out to be questioned. A rich 

trend of reflection in this field is opened by Ludwik Fleck, whose concepts, 

presented in 1936, are an inspiration both for Thomas Kuhn and his ideas of 

scientific revolutions and for Bruno Latour. Latour also, as Sady points out, 

nominates Fleck as the father of the sociology of science (Sady, 2013, p. 211). 

Kuhn represents a very general type of approach, trying to synthesize the 

processes of the development of science, approaching the philosophy of sci-

ence. Paul Feyerabend and Imre Lakatos share a similar, constructive ap-
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proach. The views of all three constitute mainly a phenomenon described as 

a “historical turn” in the understanding of science (Bird, 2008). 

The trend represented by Latour is much closer to the social reality and 

the institution belonging to it, which is the laboratory, i.e. a place specially 

constructed for acquiring knowledge. This is the direction of publications of 

Robert Merton from 1973 (Merton, 1973), Steven Woolgar and Bruno Latour 

from 1979 (Latour, Woolgar, 1979), or Karina Knorr-Cetina from 1981 

(Knorr-Cetina, 1981). This research develops, creating its own field of reflec-

tion called Science and Technology Studies (STS), the basic assumptions of 

which were formulated in 1991 by Steve Woolgar (Woolgar, 1991). Latour, 

who, as he writes about himself, developed the sociology of science in the 

1980s, ultimately built an extremely important and extensive social theory, 

going far beyond the strict field of science or knowledge. This type of ap-

proach, representing a philosophical approach to the social and historical 

circumstances of the existence of knowledge, is also represented by philoso-

phers such as Foucault or Lyotard. This multi-threaded, extensive and dif-

ferent reflection on knowledge, also in its scientific embodiment, is at the 

same time an extensive story about the whole of society and therefore also 

its political, economic, and anthropological contexts. It is also a great break 

with the idea of knowledge, empowered transcendentally or metaphysically. 

Instead, knowledge is reduced to its numerous, dispersed, often not obvious 

and surprising, but permanently present, social contexts, leading to its di-

versification. 

5. The contexts mentioned in the previous paragraph lead us immediate-

ly to the next, fifth premise of the reasoning presented in this text. It con-

sists of three elements, or more precisely, three different articulations of the 

concept of knowledge that appears as a term in three different areas of re-

flection and use. These reflections, however, have a general common feature 

and differ only in the scale or nature of their implementation. All of them 

treat knowledge in a reified, instrumentalized way, perceiving it as a physi-

cal entity that can be used and utilized, and thus becomes a part of wider 

processes. The first reflection is created by the philosophers mentioned 

here: Foucault and Lyotard, among whom the latter, in particular, sees 

knowledge as a component of substantive social processes leading to politi-

cal consequences. He writes about knowledge, which, according to him, 

should be widely available by endowing it with electronic character but also 

may constitute the main component of political domination (Lyotard, 1979). 

This kind of approach continues a slightly earlier concept by Graham Bell in 

his book The Coming of Post-industrial Society: A Venture in Social Fore-

casting from 1973, which develops the theses presented by Fritz Machlup in 

1962. According to what Peter Drucker writes about himself, this approach 

is initiated by him with a text from 1961. The quoted texts gradually move 

forward in identifying the social role of knowledge, ultimately making it the 
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basis of the functioning of society, understanding this conclusion operation-

ally, as a result of its economic and political role, perceived directly as a fac-

tor of advantage and power. Knowledge is understood as a resource that 

gradually plays an increasingly important market role and inevitably be-

comes a kind of unusual good or even a natural resource.  

The political level must therefore be supplemented with a purely tech-

nical level of use, at which knowledge becomes the subject of management 

at the level of an organization, most often an enterprise, which classifies it as 

one of its more and more valuable resources. This kind of understanding of 

knowledge, purely instrumental, utilitarian, and practical, appears in the 

relevant branch of management: knowledge management (KM). Kimiz  

Dalkir, an author of the textbook Knowledge Management, defines it as 

follows:  
 

“Knowledge management represents a deliberate and systematic approach to 

ensure the full utilization of the organization’s knowledge base, coupled with 

the potential of individual skills, competencies, thoughts, innovations, and 

ideas to create a more efficient and effective organization.” (Dalkir, 2005, p. 2) 
 

This definition is somewhat of a compromise, as Dalkir has found over  

a hundred similar ones, most of which are correct. This situation results 

from the fact that this management turns out to be extremely heterogeneous 

and dependent on the research context, which may be surprisingly different 

in nature. Dalkir gives an impressive list of examples of such contexts:  
 

“organizational science, cognitive science, linguistics, and computational lin-

guistics, information technologies such as knowledge-based systems, docu-

ment and information management, electronic performance support systems, 

and database technologies, information and library science, technical writing 

and journalism, anthropology and sociology, education and training, story-

telling and communication studies, collaborative technologies such as com-

puter supported collaborative work and groupware, as well as intranets, ex-

tranets, portals, and other web technologies.” (Dalkir, 2005, p. 6) 
 

It turns out, therefore, that the knowledge of an organization can be re-

vealed in different ways what is caused by the way it is understood. On the 

other hand, pragmatism in the approach to knowledge in this area is not 

only utilitarian and instrumental, but above all extremely unambiguous: the 

only goal is effective and orderly use of knowledge. A number of practical 

methods serve this purpose, the list of which is opened by Nonaki’s classic 

proposal, entitled SECI (Socialisation, Externalisation, Combination, and 

Internalization) (Nonaka, 1991; Nonaka, Takeuchi, 1991). This is how an-

other knowledge management classic, Karl Wiig, interprets also the role of 

knowledge. Ultimately, it serves two, not very complicated purposes: it is to 

make the company function intelligently, making the best use of the 

knowledge resources it has at its disposal (Wiig, 1997). Wiig formulates 
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them in a text summarizing the history of knowledge management from 

1997. Maximizing efficiency—using the nomenclature proposed by him—is 

clearly presented there in an appropriate scheme presenting individual main 

tasks and their operational implementation. Wiig also presents the chronol-

ogy of the formation of this management, which shows that it developed 

rapidly in the 1990s and, apart from very early ideas, gradually matured in 

the 1980s. It is, therefore, undoubtedly a continuation and operationaliza-

tion of earlier political or philosophical ideas. 

The last of the three different contexts in which knowledge appears as  

a useful object or resource is the area of reflection known as the Knowledge 

Organization (KO). Its real source is a library in which knowledge is gath-

ered in a tedious cataloging process, allowing access to an extensive, spon-

taneously accumulating repository. This initially technical process, however, 

immediately updates questions about the structure of the knowledge and 

ultimately about its content. The birth of the concept of knowledge organiza-

tion is reported by Hider who writes: “The term ‘knowledge organization’ 

was chosen for the English name to represent wider interests than classifica-

tion, although these did not at first extend to other IO [Information Organi-

zation] activities such as descriptive cataloging: it was abstract rather than 

recorded knowledge that was to be organized into schemes and vocabular-

ies” (Hider, 2018).  

Its mature version is given by the main author of this reflection, Birger 

Hjørland: “KO is about describing, representing, filing and organizing doc-

uments and document representations as well as subjects and concepts both 

by humans and by computer programs” (Hjørland, 2016). The effect of de-

velopment is also his specific understanding of knowledge that modifies the 

subject. Hjørland turns it into an idea he calls “knowledge claims” (Hjørland, 

2003, p. 100). This movement allows him to understand, on the one hand, the 

multitude of interpretations of the world within knowledge, and, on the other 

hand, the variety of structures organizing this knowledge. The shift of 

knowledge towards its claims, and then concepts, is, however, an admission of 

its dispersion and confusion, articulating the most important experience born 

in the observation of technical stores of knowledge. Ultimately, however, the 

goal remains the same: it is the exploitation of knowledge, its extraction, and 

use, which allows the Knowledge Organization to be placed next to the previ-

ous approaches, which build the fifth premise of the thesis of relativizing 

knowledge and its reification at the same time. 

6. The last, sixth premise refers to the field of events that are happening 

intensively today, although they are the result of many years of research, 

dating back to the mid-twentieth century, and the sources of which are even 

earlier. It also concerns a very specific field, which is digital technology. 

These searches are also in the phase of spectacular development, consider-

ing the number of publications and solutions appearing for example in the 
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area of the so-called artificial intelligence. Artificial intelligence is also the 

traditional and oldest field of knowledge exploitation in information tech-

nology (IT), dealing with the problem of the so-called knowledge represen-

tation, or more specifically, knowledge representation and reasoning. As 

Jurfsky and Martin write, the first ideas of this kind appeared as early as 

1957 (Jurafsky, Martin, 2020, p. 329), while the famous conference at 

Dartmouth College in 1956 is considered to be the symbolic birth of artificial 

intelligence (Flasiński, 2016, p. 4). However, artificial intelligence searches 

for its philosophical foundations in terms of knowledge much earlier. Rus-

sell and Norvig, authors of a classic textbook in this area, write that “Aristo-

tle argued (in De Motu Animalium) that actions are justified by a logical 

connection between goals and knowledge of the action’s outcome” (Russell, 

Norvig, 2010, p. 7), at the same time formulating the most important aspect 

of understanding knowledge emerging as an issue in the area of artificial 

intelligence, which is practical and purposeful utility. This opinion is also 

critically important from the point of view of this paper because it breaks 

definitively the direct link between knowledge and man, which ultimately 

leads to appreciating an artificial system, which is a product of technology,  

a full-fledged disposer of knowledge. 

Knowledge representation is a very extensive field. It is based on the as-

sumption that knowledge can be represented using formal structures, for 

example logical, and this logic can be very various. The proposals that have 

developed in this field during its many years of development are numerous 

(Brachman, Levesque, 2004; Van Harmelen et al., 2008). However, as Rus-

sell and Norvig write:  
 

“Much of the early work in knowledge representation (the study of how to 

put knowledge into a form that a computer can reason with) was tied to lan-

guage and informed by research in linguistics, which was connected in turn to 

decades of work on the philosophical analysis of language.” (Russell and 

Norvig, 2010, p. 16) 

 

This observation is also valid today, although the approach to language 

has changed fundamentally. 

To understand the importance and type of knowledge used in the most 

important solutions in the field of artificial intelligence, i.e. deep learning— 

the technology of artificial neural networks, one can base on the basic char-

acteristics of knowledge presented by Mariusz Flasiński in his textbook 

(Flasiński, 2016). It breaks down into two basic approaches, the rivalry of 

which reflects not only the historical development of artificial intelligence 

but also the hopes and disappointments associated with it. This emotional 

context is not only anecdotal, but illustrates the special importance of tech-

nology that ultimately mimics human action or thinking, or at least rational 

action or thinking, referring to the characteristics given by Russell and 
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Norvig (Russell, Norvig, 2010, p. 2). Flasiński points to two historical ap-

proaches: the so-called symbolic artificial intelligence and the so-called 

computational intelligence. In the first one, knowledge is symbolically rep-

resented (in the form of graphs, logical formulas, or symbolic rules) and is 

explicit. In the second approach, the representation of knowledge is numeri-

cal and implicit. Knowledge is, as in the connectionist model, distributed in 

a form of individual numerical values (e.g. weights in artificial neural net-

works) which cannot be directly interpreted semantically (Flasiński, 2016). 

Historically, the second approach is older and opens up the history of artificial 

intelligence, but the symbolic trend has dominated since the 1970s. More or 

less at the turn of the 20th and 19th centuries, however, it experiences  

a breakdown and loses its importance due to the restored connectionist ap-

proach. This approach is developing rapidly and spectacularly until today, 

bringing, among others, language models capable of performing complex 

cognitive operations, such as text understanding, question answering, etc. 

Such skills are shown by models from the GPT family (Generative Pre-trained 

Transformer). The latest version: GPT-3 (Brown et al., 2020) currently shows 

the state-of-art of development in the field of natural language processing 

(NLP). 

Another and equally spectacular field of development of digital technolo-

gy related to knowledge is the area of data acquisition and analysis, having 

various technical implementations known under names such as Big Data, 

data mining, Internet of Things (IoT), etc. These technologies obviously 

work together in conjunction and create a certain technological universe, 

combining various solutions that pursue different particular goals of their 

stakeholders. One of them is information gathering and knowledge gather-

ing. Big data, as Misa Kinoshita and Kijima Mizuno write “represent projec-

tions of things on real world, thinking of people, results of calculations of 

computer” (Kinoshita, Mizuno, 2017, p. 92), it is, therefore, a powerful and 

ever-growing digital source of knowledge. It is available in the so-called 

Knowledge Discovery, which is the central task of the technology called data 

mining. It is, as Bramer writes, “non-trivial extraction of implicit, previously 

unknown and potentially useful information from data” (Bramer, 2016, p. 2).  

A characteristic feature of the modern approach to data is its holistic na-

ture, resulting from the total area of their presence. In other words, data, in 

the sense given by Kinoshita and Mizuno, cover more and more areas of the 

world and penetrate deeper and deeper into its processes and phenomena. 

Of course, for this reason, they also become a source of serious ethical prob-

lems (Chandler, Fuchs, 2019). They also raise the question of the type and 

status of knowledge they become. Insights emerging in this field, for exam-

ple, knowledge extraction based on large virtual social networks (e.g. Face-

book), show its extraordinary diversity, multivariant or even contradiction, 

activate the need to understand the social processes of its construction and 
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proliferation, etc. From this point of view, modern technologies of data ac-

quisition and analysis turn out to be great repositories of distributed 

knowledge, with surprising forms of articulation and not obvious in terms of 

their relationship with individual people. 

 

 

CONCLUSIONS 

 

The historical reconnaissance of the contexts in which the concept of 

knowledge appears here clearly shows the significant evolution of the idea of 

knowledge. Today knowledge deviates from its Platonic definition, in partic-

ular abandons man as its disposer and abandons the condition of truthful-

ness. This evolution takes place first as a result of a fundamental change 

concerning the possibility of representing the world by epistemological hu-

man constructions, or more precisely, the rejection of this possibility entire-

ly in favor of arbitrary, free constructions, meeting only the condition of 

assumed, internal coherence.  

The second most important movement leading to the erosion of under-

standing of knowledge is placing it in the context of social reality, based on the 

assumed close, mutual relationship. This movement is expressed by a whole 

range of ideas, that produce the need to reconstruct the conditions of cogni-

tion. This need is similar to the one previously described, but this time it is 

caused in fact by the redefinition of key subjective features. It consists of de-

parting from the essential interpretation in favor of the social one. It is, of 

course, also a dramatic process and full of numerous consequences, also con-

cerning knowledge, which turns out to be socially determined, which causes 

its dispersion, decentralization, and eliminates the condition of truthfulness. 

At the same time, by becoming a hostage of historical and social circumstanc-

es, knowledge is reified and interpreted as a resource or good, thus becoming 

a source of further social and political transformations. 

The third and most important variant of knowledge reinterpretation ap-

pears as a result of digital technologies. Here, too, knowledge is subject to 

concretization, which is of a formal or even numerical nature. The approach 

to it is strictly instrumental, teleological, and utilitarian. Knowledge be-

comes a local phenomenon and is subject to computational processes. 

The accumulated premises justify an evolution in which knowledge is 

understood as dispersed (distributed). On the one hand, this dispersion 

concerns the level of reflection, which means that a cognitive event that 

causes the referent of the concept of knowledge becomes heterogeneous and 

local because of the interpretative approach adopted. On the other hand, the 

characteristic of dispersion is also observed at the direct level of articulation 

of knowledge that does not claim uniformity, which is closely correlated 

with the removal of the requirement of truthfulness. In this situation, it be-
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comes justified to introduce the plural in the modern conception and prac-

tice of knowledge, i.e. the concept of “knowledges,” which defines the cur-

rent way of existence of knowledge. 
 

The paper is a result of the realization of the research project number 

2018/29/B/HS1/01882 financed from the resources of the National Science 

Centre, Poland. 

 

 

REFERENCES 
 

M. Adolf, N. Stehr, Knowledge, Routledge, Abingdon–Oxon 2014. 
K. A. Appiah, Thinking It Through: An Introduction to Contemporary Philosophy, Oxford 

University Press, Oxford–New York 2003. 
R. Audi, Epistemology: A Contemporary Introduction to the Theory of Knowledge, 2nd Edi-

tion, 2rd edition., Routledge, New York 2003. 
A. Bird, The Historical Turn in The Philosophy of Science, in: The Routledge Companion to 

Philosophy of Science, S. Psillos, M. Curd (Eds.), Routledge, London– etc., 2008, pp. 67–
77. 

D. Bloor, Knowledge and Social Imagery, 2nd Edition, University of Chicago Press, Chicago 
1991. 

R. Borges, C. de Almeida, P. D. Klein (Eds.), Explaining Knowledge: New Essays on the Get-
tier Problem, 1st edition., Oxford University Press, Oxford, UK 2018. 

R. Brachman and H. Levesque, Knowledge Representation and Reasoning, 1st edition, Mor-
gan Kaufmann, Amsterdam–Boston, 2004. 

M. Bramer, Principles of Data Mining, 3rd ed., Springer-Verlag, London 2016. 
T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, et al., 

Language Models are Few-Shot Learners, ArXiv:2005.14165 [Cs], 2020. 
M. Burgin, Theory of Knowledge: Structures and Processes, Vol. 5, World Scientifc Publish-

ing Co. Pte. Ltd., Singapore 2015. 
D. Chandler, C. Fuchs, Introduction Big Data Capitalism—Politics, Activism, and Teory, in: 

Digital Objects, Digital Subjects: Interdisciplinary Perspectives on Capitalism, Labour and 
Politics in the Age of Big Data, Chandler, D. and Fuchs, C. (Eds.), University of Westmin-
ster Press, London, 2019. 

R. Chisholm, Theory of Knowledge, Pearson College Div, Englewood Cliffs, N. J. 1989. 
P. F. M. Cornford, Plato’s Theory of Knowledge, The Theaetetus and the Sophist of Plato 

Translated with a Running Commentary, Kegan Paul, Trench, Trubner & Co., New York 
1935. 

K. Dalkir, Knowledge Management in Theory and Practice, Elsevier–Butterworth Heine-
mann, Boston 2005. 

R. Descartes, Meditationes de Prima Philosophia, in: Qua Dei Existentia et Animæ 
Immortalitas Demonstratur, Michel Soly, Paris 1641. 

M. Deschoux, Platon Ou Le Jeu Philosophique, Presses universitaires de Franche-Comté, Le 
Belles Lettres, Paris 1980. 

J. Dewey, Philosophy & Civilization, Minton, Balch & Company, New York 1931. 
M. Flasiński, Introduction to Artificial Intelligence, Springer, Cham, Switzerland 2016. 
E. L. Gettier, Is Justified True Belief Knowledge?, Analysis, 23 (6), 1963. pp. 121–123.  
P. Hider, The Terminological and Disciplinary Origins of Information and Knowledge Or-

ganization, Education for Information, 34 (2), 2018, pp. 135–161.  
D. Hilbert, Grundlagen der Geometrie, Verlag von B.G. Teubner, Leipzig, 1899. 
B. Hjørland, Fundamentals of Knowledge Organization, Knowledge Organization, INDEKS 

VERLAG, 30 (2), 2003, pp. 87–111. 
B. Hjørland, Knowledge Organization, Knowledge Organization, 43 (6), 2016, 475–484. 
L. H. Hodgkin, A History of Mathematics: From Mesopotamia to Modernity, OUP Oxford, 

Oxford 2005. 



262 Rafał Maciąg 

D. Jurafsky, J. H. Martin, Speech and Language Processing: An Introduction to Natural 
Language Processing, Computational Linguistics, and Speech Recognition , 3rd ed., Pren-
tice Hall, 2020. 

E. Kinoshita, T. Mizuno, What Is Big Data, in: Big Data Management, F. P. García Márquez, 
Lev, B. (Eds.), Springer International Publishing, Cham, 2017, pp. 91–101. 

M. Kline, Mathematical Thought from Ancient to Modern Times, Vol. 3, New Ed edition., 
Oxford University Press, New York, 1990. 

K. Knorr-Cetina, The Manufacture of Knowledge: An Essay on the Constructivist and Con-
textual Nature of Science, Elsevier Science Limited, 1981. 

B. Latour and S. Woolgar, Laboratory Life: The Construction of Scientific Facts, Princeton 
University Press, Princeton, N.J, 1979. 

J.-F. Lyotard, La condition postmoderne. Rapport sur le savoir, Éd. de minuit, Paris 1979. 
J.-F. Lyotard, Le Différend, Éd. de minuit, Paris 1983. 
R. Maciąg, Transformacja Cyfrowa. Opowieść o wiedzy, TAiWPN Universitas, Kraków 2020. 
R.K. Merton, The Sociology of Science: Theoretical and Empirical Investigations , University 

of Chicago Press 1973. 
P. K. Moser, Gettier Problem, in: A Companion to Epistemology, J. Dancy, E. Sosa, E.,  

M. Steup (Eds.), Wiley-Blackwell, Malden, 2010, pp. 395–397. 
R. Murawski, Filozofia Matematyki. Zarys Dziejów, 2nd ed., Wydawnictwo Naukowe PWN, 

Warszawa 2001. 
R. Murawski, Essays in the Philosophy and History of Logic and Mathematics, Editions 

Rodopi B.V., Amsterdam 2010. 
I. Nonaka, Knowledge-creating Company, Harvard Business Review, 69 (6), 1991. 
I. Nonaka and H. Takeuchi, The Knowledge-Creating Company How Japanese Companies 

Create the Dynamics of Innovation, Oxford University Press, New York, 1991. 
G. Peano, Arithmetices principia: nova methodo, Fratres Bocca, Romae–Florentiae 1889.  
C. S. Peirce, What Pragmatism Is, The Monist, 15 (2), 1905, pp. 161–181. 
S. R. Penrose, The Emperor’s New Mind: Concerning Computers, Minds, and the Laws of 

Physics, Oxford University Press, Oxford, 1999. 
Plato, Platons Werke, translated by Schleiermacher, F., Georg Reimer, Berlin, 1856. 
Plato, Theatetus, R. H. Waterfield (trans.), Penguin Classics, Harmondsworth, Middlesex, 

England– New York 1987. 
Platon, Parmenides, Teajtet, W. Witwicki (trans.),  Antyk, Kęty 2002. 
K. Popper, The Logic of Scientific Discovery: On the Epistemology of Modern Science , 2nd 

edition, Routledge, London 2002. 
D. Pritchard, What Is This Thing Called Knowledge?, Routledge, London 2006. 
B. Russell, Human Knowledge—Its Scope And Limits, George Allen and Unwin Ltd., London 

1948. 
S. J. Russell, P. Norvig, Artificial Intelligence: A Modern Approach, Pearson, New Jersey 2010. 
W. Sady, Spór o Racjonalność Naukową. Od Poincarego Do Laudana, Wydawnictwo Nauko-

we Uniwersytetu Mikołaja Kopernika, Toruń 2013. 
E. Sober, Core Questions in Philosophy. A Text with Readings, 2005.  
A. Tarski, “Pojęcie prawdy w językach nauk dedukcyjnych”, Prace Towarzystwa Naukowego 

Warszawskiego. Wydział III Nauk Matematyczno-Fizycznych, VII (34), 1933.  
F. Van Harmelen, V. Lifschitz, B. Porter (Eds.), Handbook of Knowledge Representation, 

Elsevier, Amsterdam–Boston 2008. 
K. M. Wiig, Knowledge Management: Where Did It Come from and Where Will It Go?,  

Expert Systems with Applications, 13 (1), 1997, pp. 1–14. 
J. Woleński, The History of Epistemology, in: Handbook of Epistemology, I. Niiniluoto,  

M. Sintonen, J. Woleński (Eds.), Springer Netherlands, Dordrecht 2004, pp. 3–54. 
S. Woolgar, The Turn to Technology in Social Studies of Science, Science, Technology, & Hu-

man Values, 16 (1), 1991, pp. 20–50. 

 
 

ABOUT THE AUTHOR — PhD, associate professor, Jagiellonian University, In-

stitute of Information Studies. 

Email: rafal.maciag@uj.edu.pl 



FILOZOFIA I NAUKA 
Studia filozoficzne i interdyscyplinarne 

Tom 10, zeszyt specjalny, 2022 

 

 

 

Pavel N. Baryshnikov 
 

 

 

EXTENSION OF CRITICAL PROGRAMS  
OF THE COMPUTATIONAL THEORY OF MIND 

doi: 10.37240/FiN.2022.10.zs.12 

 

ABSTRACT 
 

Technological advances in computer science have secured the computer meta-

phor status of a heuristic methodological tool used to answer the question about the 

nature of mind. Nevertheless, some philosophers strongly support opposite opin-

ions. Anti-computationalism in the philosophy of mind is a methodological program 

that uses extremely heterogeneous grounds for argumentation, deserving analysis 

and discussion. This article provides an overview and interpretation of the tradition-

al criticism of the computational theory of mind (computationalism); its basic theses 

have been formed in Western philosophy in the last quarter of the 20th century. The 

main goal is to reveal the content of the arguments of typical anti-computationalist 

programs and expand their application to the framework of the semantic problems 

of the Classic Computational Theory of Mind. The main fault of the symbolic ap-

proach in the classical computationalism is the absence of a full-fledged theory of 

semantic properties. The relevance of considering these seemingly outdated prob-

lems is justified by the fact that the problem of meaning (and general problems of 

semantics) remains in the core of the latest developments in various areas of AI and 

the principles of human-computer interaction. 

Keywords: anticomputationalism, computational theory of mind, Chinese 

room, finite automata, symbolic semantics, language of thought. 

 

 
 

CRITICAL PROGRAMS OF COMPUTATIONALISM:  

A CLASSIC SET OF ARGUMENTS 

 

This article analyses critical programs of various forms of the computer-

istic paradigm at various stages of its formation. The main goal is to identify 

key methodological trends in critical programs, to supplement existing clas-

sifications and consider possible responses from modern cognitive sciences 

and the engineering theory of artificial intelligence. 

Today, review papers on various versions of the computational theory of 

mind offer the so-called typical list of critical programs: 
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— Variations of John Searle’s Chinese Room argument, 

— the triviality argument, 

— Kurt Gödel’s incompleteness theorem argument, 

— the limits of the computational modeling argument, 

— the temporal argument, 

— the embodied cognition argument.1 

Let us consider in more detail each of the above-listed positions, accompa-

nied by our own commentary and interpretation.  

 

 

The Chinese Room Argument 
 
Essentially, this argument is based on three assumptions: 1) сomputa-

tions have the properties of multiple realization, whereas the mental does 

not; 2) intentionality, as opposed to a computer program, is determined by 

means of content, not syntactic structures; 3) a program is not a product of  

a computer (it is written by an intelligent coder), while the mind is generat-

ed by the brain, where the content of the mind is presented. It is characteris-

tic that Searle’s arguments correlate with the problem of information ontol-

ogy in computing systems, where the translation of regular syntax into arbi-

trary semantics and vice versa remains extremely relevant.2 

Today, computationalists have counterarguments based on the newest 

advances in computer technology only for the judgment number 3. It should 

be noted that the cyclical and recursive structures of algorithms, in which  

a program generates other programs, have been known for a long time. Most 

often, their use was associated with the translation of expressions from  

a programming language into a low-level language of machine instructions. 

Today, there is a type of automatic machine learning, when algorithms 

themselves write sub-programs and train neural networks. We should men-

tion that the code created by a machine surpasses the code written by a pro-

grammer in a number of parameters.3 Of course, the artificial program gen-

eration has nothing to do with the products of the mental realm. However, 

here the very structure of the so-called machine supervisor (observer) is 

important, during its functioning the autonomy of the entire machine sys-

tem’s behavior increases. As the result of this increasing the complexity of 

the processed data and the relevance of responses to the user or the physical 

environment requests increase. All this brings machine intelligence closer to 

the functional benchmark of the Turing test. In this case, the functional sig-

————————— 
1 M. Rescorla, The Computational Theory of Mind, in: The Stanford Encyclopedia of Philosophy, 

E. N. Zalta (Ed.), 2017; https://plato.stanford.edu/entries/computational-mind/ 
2 J. R. Searle, Minds, Brains, and Programs, Behavioral and Brain Sciences, 3 (3), 1989, pp. 417–

424. 
3 T. Simonite, AI Software Learns to Make AI Software, 2017; https://www.technologyreview. 

com/2017/01/18/154516/ai-software-learns-to-make-ai-software/ 
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nificance of the fact that the machine does not think is leveled—an adequate 

action is sufficient. There are statistical models of natural language that cal-

culate the probabilities of the distribution over the sequence of tokens. After 

the stunning results in the generation of natural language texts obtained 

during the work on the GPT-3 autoregressive transformer, the arguments 

based on the principle of the “Chinese room” argument can be considered 

untenable. GPT-3 generates coherent human-like texts by extracting content 

from a vector representation of a gigantic number of sequences. “GPT-3 was 

writing articles, penning poetry, answering questions, chatting with lifelike 

responses, translating text from one language to another, summarizing 

complex documents, and even writing code.”4 The issue of syntax translat-
ing into semantics becomes irrelevant. The issue of the connection be-
tween meaning formation and probabilistic statistical models becomes 
more significant. 

 

 

Triviality Argument 
 
Triviality as an extreme degree of simplification in describing a certain 

system underlies the thesis, which is often found in the works of anti-

computationalists of the mid-20th century. Essentially, this thesis is about 

the fact that any physical process can be represented as a computational 

function, since a quantitative measure is applicable to all properties of mat-

ter. “Every ordinary open physical system implements every finite-state 

automaton.”5 An open system is understood here as a system that has con-

tinuous interaction with the environment. This interaction can take the form 

of information, energy or material transformations due to the permeability 

of the system boundary. Thus, the Classical Computational Theory of Mind 

is recognized as trivial, since it represents mind as an open system described 

by the functions of a finite-state machine. In a simplified form, an abstract 

finite-state machine starts its operation from the initial state and then 

changes its internal states in accordance with the transition function. The 

transition function is defined in terms of the set of states that can be transi-

tioned from the current state. It is important that this set is finite. The ad-

missibility of a transition is determined by regular events that correspond to 

a finite set of internal states. It is obvious that the complexity level of the 

interaction between the organism and the environment (not to mention the 

meaningful properties of mental states) exceeds the executive capabilities of 

the finite automaton. Computationalists’ counter-arguments are based on 

various modifications of the computational theory, including semantic, 

————————— 
4 S. Tingiris, B. Kinsella, Exploring GPT-3, Packt Publishing Ltd., Birmingham 2021, p. 3. 
5 H. Putnam, Minds and Machines, in: Dimensions of Mind, S. Hook (Ed.), New York University 

Press, New York 1960, pp. 148–180. 
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causal, and other aspects. In other words, the triviality argument sounds like 

this: if any physical systems are described by the properties of a finite au-

tomaton, then computationalism is trivial; if not, then computationalism is 

not complete. 

 

Gödel’s Incompleteness Theorem Argument 
 

Considering that a voluminous set of works is devoted to this problem, let 

us give a brief (interactive) description of the argument and counter an-

swers.  

— Anti-computationalists: human mathematical abilities are superior to 

the computational capabilities of a Turing machine, because a person 

is able to understand the meaning of the Kurt Gödel’s incompleteness 

theorem6 (Lucas, 1961; Nagel et al., 2001). 

— Computationalists (and philosophers supporting this position): the 

anti-computationalist understanding of the Gödel’s formal systems 

incompleteness theorem is based on mathematical errors and false 

premises. 

For example, in his comments to Roger Penrose’s Shadows of the Mind, 

David Chalmers points to the absence of a direct connection between the 

Gödel’s argument and the non-computability of physical elements in the 

theory of quantum gravity.7 Chalmers emphasizes that if each physical com-

ponent of the brain has a finite number of relevant states, then these causal 

relations between the states of the brain are representable in a discrete 

computational form, despite the continuity of natural processes. In other 

works, he denies the persuasiveness of external and internal critical argu-

ments and points to the universalism of computational models in the repro-

duction of the causal structure of the mental. 

 

Limits of Computational Modeling Argument 
 

This anti-computeristic “line of defense” is built on the intuitive assump-

tion that there are many aspects in human activity that go beyond the  

explanatory capabilities of formal systems: creativity, development, under-

standing, heuristics, planning, etc. The rigid logical limitations of computer 

models do not allow reflecting the flexibility, stability, and adaptability of 

many cognitive processes. Criticizing the Classical Computational Theory of 

Mind, Jerry Fodor points out that Turing-type computer modeling explains 

————————— 
6 J. Lucas, Minds, Machines and Gödel, Philosophy, 36, 1961, pp. 112–127; E. Nagel,  J. R. New-

man, D. R. Hofstadter (Rev., eds.), Gödel’s Proof, New York University Press, New York. 2001,  
p. 129. 

7 D. J. Chalmers, Facing up to the Problem of Consciousness, Journal of Consciousness Studies, 2, 
1995,  pp. 200–219. 
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only local fragmentary processes and is not able to adequately represent the 

abductive elements of probabilistic knowledge and conditional experience.8 

Note that when criticizing the early version of the language of thought hy-

pothesis, Fodor’s follower S. Schneider opposes to his arguments the idea 

that, firstly, Turing computations are sensitive to the properties of an inte-

gral system, and secondly, abductively derived knowledge is computable 

within the framework of a formal pragmatists.9  
  

 

Temporal Argument 
 

The key thesis defended by this argument is that mental processes take 

place over time. In addition, the human mind is capable of solving complex 

problems in a non-trivial way. The main emphasis of the proponents of this 

argument is that the classical model of sequential computation cannot cope 

with the explanation of the temporal characteristics of cognition processes. 

An abstract Turing machine does not take into account the resource con-

straints (time and energy) imposed on computations by the physical world. 

It is important to emphasize that this argument is used not only by anti-

computationalists but also by proponents of alternative computational ap-

proaches.10  

Various types of neural models or parallel computing are proposed to re-

produce the elements of mental processes. It is argued that an abstract com-

putational model can be equipped with temporal properties because each 

discrete step of computation can formally correspond to a certain moment in 

time or other physical parameter. The technological interpretation of the rep-

resentation is of interest. A computer is an artificial system capable of corre-

lating scalar values with analog physical signals. For example, when digitizing 

sound, the compressed waves are sent to a transducer (microphone dia-

phragm), which transmits them in the form of voltage fluctuations. These 

fluctuations are then encoded into a digital bit rate (the number of bits used to 

transmit data per unit of time). It turns out that at any moment of time the 

state of the system represents the spatio-temporal states of physical waves. 

However, technological comparisons of the operation of neurons with an 

analog-to-digital converter (ADC) inherit the entire set of engineering com-

plexities. The imperfection of the ADC is due to the fact that when digitizing 

the analog signal’s continual function of the time, distortions and errors are 

inevitable, to which the limitation of the frequency spectrum is added. 

————————— 
8 J. A. Fodor, The Mind Doesn’t Work That Way: The Scope and Limits of Computational Psy-

chology, MIT Press, Cambridge, Mass. 2000, p. 126. 
9 S. Schneider, The Language of Thought: A New Philosophical Direction, MIT Press, Cambridge, 

Mass.–London., 2011.  
10 G. Piccinini, Physical Computation: A Mechanistic Account, Oxford University Press, Oxford 

2015. 
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Therefore, according to the Kotelnikov-Shannon theorem, a complete digital 

restoration of an analog signal is impossible.11 Thus, any digital representa-

tion of analog physical processes is always an approximation. 

There are analytic computational counterarguments of the following 

type: the fact that the physics of cognitive processes has continuity does not 

mean that computational models must include this continuity. Physical 

states exist in continuous time, but this is not reflected in any way in the 

digital logic of the device itself. As a result, the idea is substantiated that 

computational models of mind should not describe absolutely all physical 

processes in the brain. The question remains open as to whether the conti-

nuity of physical processes entails the necessary continuity of cognitive pro-

cesses. This is not obvious to the supporters of computationalism. 
 
 

Embodied Cognition Argument 
 
The concept of embodied cognition was formed as a result of the perceptu-

al studies of Maurice Merleau-Ponty and James J. Gibson, who developed an 

ecological approach. The essence of this approach is to study the unity of cog-

nition and bodily action “built-in” into the challenges of the environment. 

With this formulation of the issue, the processes of mind cannot be regarded 

as abstract manipulations of symbols. Computationalism is opposed by envi-

ronmentalism, in which the unity of mind, body, and environment is de-

scribed in terms of the theory of dynamical systems.12 Computationalists, in 

turn, argue that the computational approach is sufficient to represent the dy-

namic relations of the organism and the environment in the form of a system 

of incoming signals and outgoing motor-communicative actions. 

Summarizing the so-called typical set of critical anti-computational pro-

grams, we can point out that, despite the variety of arguments, they are all 

united by the same logic of reasoning. This logic is based on the following 

principle: 

— mental processes are derived from physical ones, 

— physical processes causative of mental content have computational 

properties, 

— physical processes in computational models do not cause mental 

content, 
— therefore, computationalism is false, or at least incomplete (does not 

explain all the variety and complexity and mental content).  

In our opinion, the main problem here is that the methodology of computa-

tionalism as such is criticized, not its particular applications. The heuristici-

————————— 
11 V. A.  Kotel’nikov, On the Throughput of “Ether” and Wire in Telecommunications, Uspehi  

fizicheskih nauk, 176 (7), 2006, p. 762 (in Russian). 
12 F. J. Varela, E. Thompson, E. Rosch, The Embodied Mind: Cognitive Science and Human  

Experience, MIT Press, Cambridge, Mass. 1991.  
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ty of the computer metaphor in cognitive sciences and the philosophy of 

mind is so high that it is rather difficult to identify the weaknesses of com-

putationalism in general. Criticism can be strengthened by narrowing the 

methodological field. 
 
 

ANALYTICAL CRITICISM OF THE COMPUTATIONAL THEORY  

OF MIND 
 
Next, we present the arguments aimed precisely at the classical Fodor’s 

program of the Computational Theory of Mind in the framework of the provi-

sions of the language of thought hypothesis (LOTH). The term “analytical” in 

the title of the paragraph is associated with the method of conceptual analysis 

of the main criticism arguments, which is used by a number of authors.13 

Some examples from the “typical list” also overlap with analytical criticism. 

The key problem here is related to the semantic properties of mental states. 

Therefore, special attention is paid to clarifying the meaning of the terms used 

and the contexts of their use. The specificity of the analytical approach also 

lies in the fact that the thematic area shifts from the problem of computability 

and logical representability to the problem of meaning, which inevitably 

brings the research focus to the field of philosophy of language. 

Here, it is important to point out the key concept that will be used in con-

structing the criticism of the CTM—derived intentionality. Intentionality in 

modern analytical philosophy is interpreted very broadly. In this context, 

intentionality is understood as the inherent ability of mental states to be 

aimed at some object or some content. Derived intentionality is understood 

as the content of linguistic expressions inherited from the primary inten-

tional states of mind used for purposes that lie outside the propositional 

content of the expression. 

There are two different lines of the CTM criticism, but both use the con-

cept of derived intentionality. Each of these critical lines presents difficulties 

for the computational approach, but the essentially these difficulties differ. 

The first line is Causal Derivation Objection. The problem with the CTM is 

that the intentionality of linguistic symbols (prescriptions, illocutionary 

acts) causally depends on the intentionality of mental states and acts of 

meaning assignment. The second line of criticism is Conceptual Dependence 

Objection, which puts forward the following thesis: the conventional con-

cept of “symbolic meaning” conceptually depends on the concept of “mental 

meaning,” which has an internal a priori content.14 Thus, the first line states 

————————— 
13 S. W. Horst, Symbols and Computation. A Critique of the Computational Theory of Mind, 

Minds and Machines, 9 (3), 1999, pp. 347–381; K. M. Sayre., Intentionality and Information Pro-
cessing: An Alternative Model for Cognitive Science, Behavioral and Brain Sciences, 9 (1), 1986, pp. 
121–138. 

14 S. W. Horst, Symbols and Computation …, op. cit., p. 354. 
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that there is nothing inherent in the semantic properties of symbols, de-

pending on mental states, representations, and discursive symbols. The sec-

ond line, on the contrary, indicates two types of meanings (symbolic and 

mental), which cannot be reduced to the same ontology. Let us take a closer 

look at each of the criticisms. 
 

 

Causal Derivation Objection 
 

Causal intentionality is a problem that constitutes the most popular criti-

cism of the CTM. A typical representative of this type is the Chinese Room 

argument. The semantic properties of intentionality can be inherent in both 

mental states and linguistic tokens (inscriptions, illocutionary acts). The illo-

cutionary act expresses the semantic characteristics of the mental state. This 

expression takes place when the speaker performs the act of assigning  

a meaning that fills the sounds of speech or forms of writing with the content 

of the intentional state. Intentional causation is possible when the speaker’s 

intention (aimed at making the tokens express a state) causes the utterance to 

have intentionality. In fact, in order to realize a causal explanation of language 

tokens, it is necessary to distinguish between two states of the speaker: 

1. mental state expressed by a linguistic act; 

2. an intentional act, by which the content of this mental state is communi-

cated to the spoken sounds. 
 

These clauses contain inconsistencies for the CTM. The semantic proper-

ties of symbols are causally derived from mental states, although the seman-

tic properties of mental states are not derivatives. Therefore, it would be 

false to explain the semantics of mental states through the semantics of 

symbols, because: 

1. The semantics of mental states is not derivative. 

2. Any explanation of significant (relevant) symbols requires an explanation 

of the semantic properties of symbols, which in turn require an explana-

tion of the semantic properties of mental states. 
  

The argument consists of two statements and looks very convincing:15 
 

A. All symbols with semantic properties have to have these properties deriv-

atively. 

B. None of the semantic properties of mental states is derivative. 
 

The latter statement directly contradicts the CTM, which states that the 

semantic properties of mental states are derived from the semantic proper-

ties of mental representations. 

————————— 
15 S. W. Horst, Symbols, Computation, and Intentionality: A Critique of the Computational Theo-

ry of Mind, CreateSpace, Charleston, SC 2011. 
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Taking an extreme position, Daniel Dennett argues that the semantic 

properties of high-level cognitive processes are derived from low-level cog-

nitive states (from the intentions of genes).16 Objection A looks surmounta-

ble if we prove that all tokens (inscriptions, sayings, computer symbols) are 

derivative. Fodor points out that the only way symbols can acquire semantic 

properties is by inheriting dependence on certain entities that have mean-

ing, or as a result of the act of assignment. However, if Searle asserts that 

the semantic properties of speech causally depend on the intentional states 

of the speaker, then Fodor points out that the semantic properties of sym-

bols of mentalism (the language of thought) are inherent. Consequently, the 

symbols of mentalism have a special nature, different from the symbols on 

the tape of the Turing machine. This raises the question of the nature of 

mental computation and its relationship to traditional computationalism. 

 

 

Conceptual Dependence Objection 
 

This objection is based on the violation of the identity of terms in the 

analysis of the semantic properties of mental states and symbols. The terms 

“intentionality,” “semantics,” “meaning,” “reference” are used concurrently 

both when discussing the semantic properties of mental states and when 

discussing the semantic properties of symbols. However, these terms may 

have different content, which depends on the context of the subject area. In 

the expression “A means ...” the verb “mean” will have certain content if A is 

a mental state and different content if A is a symbol. Horst connects such  

a vague semantics with the paronymy of terms, giving examples of the below 

type: 

(1) Healthy body / Healthy food. 

or 

(2) Many of John’s thoughts have been about Mary of late. / The in-

scription of the name “Mary” in John’s dairy are about Mary. 17 
 

It is interesting to consider an example which demonstrates the differ-
ences in the semantic intentional properties of mental states and symbols 
through the contextual differences in the meaning of the preposition 
“about.” 

The term “derived intentionality” has similar paronymy. Derived inten-

tionality for symbols (especially in the computer memory tape) does not over-

lap with the intentionality of mental processes. GO symbols can be interpret-

ed within the lexical convention of the English language (in which case it 

would be the verb of movement “to go”); can be interpreted in the convention 
————————— 

16 D. C. Dennett, Consciousness Explained, Penguin, London 1991, p. 74. 
17 S. W. Horst, op. cit., Symbols and Computation ...,  1999, p. 350. 
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of the Japanese language (then it will be a noun meaning a board game). Alt-

hough, it is worth pointing out that here we only talk about phonetic symbols, 

since graphically in the Japanese convention, the game should be indicated by 

the hieroglyph 碁. Without interpretive conventions (compilation algorithms), 

these symbols—GO or 碁—mean nothing.  

Thus, the CTM semantic problem has two separate interpretations: in 

terms of mental states and in terms of symbolic operations. In this case, it is 

important for the CTM proponents to indicate in which interpretative con-

vention the term “meaning” is used and whether it relates to the content of 

mental states. As a result, conceptual dependency can be expressed by the 

following simple statement: 

Concept X is conceptually dependent on concept Y only if an adequate 

analysis of X includes the mention of Y. 
 
 

Based on the conceptual dependence thesis, S. Horst summarizes the 

provisions of his criticism of the CTM approach to intentionality in ten 

statements:18 

1. Semantic terms like “intentionality,” “semantics,” “meaning,” “refer-

ence” are paronymic and used in different meanings in relation to 

mental states and symbols. 

2. It is necessary to distinguish between the ways of using these terms in 

relation to the semantic properties of mental states and symbols. 

3. Expressions applicable to the semantic properties of symbols are con-

ceptually dependent on expressions applicable to the semantic prop-

erties of mental states. 

4. Analysis of the attributes of the semantic properties of symbols re-

veals this dependence, since in the CTM, the semantic properties of 

symbols refer to the semantic properties of mental states. 

5. Any attempt to represent the semantic properties of mental states in 

terms of the semantic properties of symbols will regress and form  

a vicious circle. 

6. When the CTM claims that mental representations have semantic and 

syntactic properties, the question arises whether it is about (A) the 

semantic properties of mental states, (B) the semantic properties of 

symbols, or special computational semantics (C). 

7. Acceptance of interpretation A does not make sense. 

8. Acceptance of interpretation B leads to regression. 

9. Accepting C, we get convinced that there is no adequate theory of se-

mantic properties in the CTM. 

10. The explanatory weakness of the CTM stems from an unclear “vocabu-

lary” of semantic terms. 

————————— 
18 Ibidem, pp. 354–355. 
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It is necessary to point out that Horst’s argumentation is further 

strengthened by the fact that a symbol in the traditional semiotic sense dif-

fers from the abstract symbols that are manipulated by the “printer” on the 

Turing machine tape. Here we go back to the metaphorical origins of com-

putationalism. A semiotic symbol in any sign system is a conventional des-

ignation of a concept, idea or phenomenon, the content of which is attribut-

ed conventionally. In computing systems, a symbol is comparable to a quan-

titative representation of information. That is, symbolic elements (for ex-

ample, in the ASCII standard) are structural units of information, the se-

mantic properties of which are exhausted by its specification reflecting func-

tions, information and control relations. At the same time, a symbol in the 

computing system does not indicate anything other than its own functional 

properties. What is the specificity of the computer program symbols seman-

tics, and to what extent is this semantics comparable to the semantics of 

mental states? In other words, does the CTM have sufficient explanatory 

power in mind-related issues? 

In computer science, semantics is the meaning of an abstract syntax 

(sic!), expressed in terms of a rigorous mathematical model. Semantics in 

one case represents the set of admissible transformations over the syntactic 

model. For example, the compiler translates the program language into an 

equivalent machine language description. In another case, semantics is  

a description in the metalanguage of permissible transformations, as, for 

example, in the case of the line-by-line work of the interpreter. 

The essence of the computer programs semantics is to create rules for as-

signing values to the symbolic components of these programs. The specifici-

ty of the semantic properties of computer symbols is expressed in the defini-

tion of some effectively computable relation as a denotation. This is a basic 

prerequisite for the adequate functioning of a computer. There are three 

types of programming languages semantics, the properties of which are real-

ly difficult to compare with the content side of mental states (operational 

semantics, propositional semantics, and denotational semantics). The se-

mantic properties of computer symbols are reduced to the consistent com-

putation of syntactic structures within the constraints of computation theo-

ry. Due to the fact that computations are carried out on the physical compo-

nents of machines, hardware restrictions related to the amount of RAM, 

processor clock frequency, physical time, etc. are imposed here too. 

Thus, we come to the conclusion that the main function of symbolic se-

mantics is the consistency of program syntax with opcodes, addressing 

modes, and numeric equivalents that will be implemented in the physical 

states of the machine. Despite the fact that this definition intersects with the 

functionalist interpretation of mind/brain, it is necessary to recognize the 

following: if we recognize the content side of phenomenal experience, then 

the computational understanding of semantics in this matter looks useless. 
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Machine procedures do not have phenomenal content; therefore, the truth 

of semantic computations depends not on conformity to the “extra-

linguistic” world but on the consistency of syntax within the framework of 

computation theory. If cognitive sciences have not yet discovered a strong 

relationship between the limitations of formal models and the limitations of 

cognitive processes of the brain and mind, then computationalism in  

a broad sense may be considered a heuristic but not a universal scientific 

metaphor. 

 
 

REFERENCES 

 
D. J. Chalmers, Facing up to the Problem of Consciousness, Journal of Consciousness Studies, 

2, 1995,  pp. 200–219. 
D. C. Dennett, Consciousness Explained. Penguin, London 1991. 
J. A. Fodor, The Mind Doesn’t Work That Way: The Scope and Limits of Computational 

Psychology, MIT Press, Cambridge, Mass. 2000.  
S. W. Horst, Symbols and Computation a Critique of the Computational Theory of Mind, 

Minds and Machines, 9 (3), 1999, pp. 347–381. 
___ , Symbols, Computation, and Intentionality: A Critique of the Computational Theory of 

Mind, CreateSpace, Charleston, SC 2011. 
V. A.  Kotel’nikov, On the Throughput of “Ether” and Wire in Telecommunications, Uspehi 

fizicheskih nauk, 176 (7), 2006 (in Russian).  
J. Lucas, Minds, Machines and Gödel, Philosophy, 36, 1961, pp. 112–127. 
E. Nagel, J. R. Newman, D. R. Hofstadter (rev., eds.), Gödel’s Proof, New York University 

Press, New York 2001. 
G. Piccinini, Physical Computation: A Mechanistic Account, Oxford University Press, Oxford 

2015.  
H. Putnam, Minds and Machines, in: Dimensions of Mind, Hook, S. (ed.), New York Universi-

ty Press, New York 1960, pp. 148–180. 
M. Rescorla, The Computational Theory of Mind, in: The Stanford Encyclopedia of Philoso-

phy, Edward N. Zalta (Ed.), 2017, Metaphysics Research Lab, Stanford University. 
https://plato.stanford.edu/entries/computational-mind/ 

K. M. Sayre., Intentionality and Information Processing: An Alternative Model for Cognitive 
Science, Behavioral and Brain Sciences, 9 (1), 1986, pp. 121–138. 

S. Schneider, The Language of Thought: A New Philosophical Direction , MIT, Cambridge, 
Mass.–London 2011.  

J. R. Searle, Minds, Brains, and Programs, Behavioral and Brain Sciences, 3 (3) 1980, pp. 
417–424. 

T. Simonite, AI Software Learns to Make AI Software, 2017; https://www.techno-
logyreview.com/s/603381/ai-software-learns-to-make-ai-software/ 

S. Tingiris, B. Kinsella, Exploring GPT-3, Packt Publishing Ltd, Birmingham 2021. 
F. J. Varela, E. Thompson, E. Rosch, The Embodied Mind: Cognitive Science and Human 

Experience, MIT Press, Cambridge, Mass. 1991.  
 

 

ABOUT THE AUTHOR — Doctor of science, Philosophy (the degree equivalent 

to habilitation), professor of the Department of Historical Socio-Philosophical Dis-

ciplines, Oriental Studies and Theology,  Pyatigorsk State University, 357532, Rus-

sian Federation, Pyatigorsk, Kalinin Avenue 9, Russia.  

Email: pnbaryshnikov@pglu.ru 

https://plato.stanford.edu/entries/computational-mind/
mailto:pnbaryshnikov@pglu.ru


FILOZOFIA I NAUKA 
Studia filozoficzne i interdyscyplinarne 

Tom 10, zeszyt specjalny, 2022 

 

 

 

Robin K. Hill  
 

 

 

A CAUTION AGAINST THE ARTIFICIALISTIC FALLACY 

doi: 10.37240/FiN.2022.10.zs.13 

 

 
ABSTRACT 

 

The casual justification of the influence of a technology, particularly artificial in-

telligence, by appeal to the existence of the technology constitutes an artificialistic 

fallacy, analogous to the naturalistic fallacy that is well-known in philosophy. Simi-

lar to an invocation of nature to provide moral warrant (the naturalistic fallacy), 

modern tech evangelists invoke the burgeoning of hardware and software products 

in order to promote that burgeoning (the artificialistic fallacy). This fallacy is often 

tacit or committed by omission. Emerging ethical initiatives emphasize the refine-

ment, explanation, and oversight of AI products rather than their fundamental ethi-

cal effect, making the fallacy recursive.  

Keywords: philosophy of computing, ethics of computing, artificial intelligence. 

 
 

 

PHILOSOPHY FOR TECH 

 

Conscientious philosophical analysis can reveal latent presumptions that 

invite actual and potential problems, in technology as well as other realms.  

Although the humanities play a minor role at most technology firms (where 

“minor” may be generous), it is important for professionals in computing 

technology to understand the context and stance of their work as it relates to 

human life, now and in the future. We need to detect misconceptions, mis-

leading perspectives, and suppressed issues. While all computing profes-

sionals hypothetically have the best intentions, and most of us surely do, it 

takes extra thinking to perform the ethical analyses that are called for by 

technological advances. Indeed, that’s the point here—that technological 

advances call for ethical analyses, and in a particular way that is not clearly 

addressed by myriad contemporary initiatives to bring more ethics to bear 

on technology. High tech is so successful, by many measures, that it seems 

to create a mandate to continue on its current trajectory. If that mandate is 

based on the state of the world, the needs of the consumer, and the utility 
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provided, that’s fine. But if it is based on a subtle transition from the de-

scriptive to the prescriptive, we should object. 
 

 

THE NATURALISTIC FALLACY 

 

Philosophers exposed the subtlety in question long before high tech came 

along. We look briefly at two accounts, by David Hume and by George E. 

Moore.  Hume noticed, in his reading of academic philosophers, that they 

tended to slide from “is” to “ought;” that is, they tended to use a description 

of how things are in nature to justify how things should be in human affairs 

(Hume, 1739, Book 3 Part 1, Section 1). He pointed out that there is no deri-

vation in logic that justifies reaching a normative conclusion from empirical 

evidence. A couple of centuries later, Moore wrote a well-known exposition 

of this fallacy, stating it particularly in terms of the theory of evolution: 

“This is the view that we ought to move in the direction of evolution simply 

because it is the direction of evolution” (Moore, 1993). Under both of these 

analyses, people are free to derive their morality from nature, or from some 

other facts about the world, but they must adopt that as a premise in order 

to avoid the fallacy and achieve validity in the reasoning. 
 

Naturalistic Fallacy: the derivation of “ought” from “is,” with “is” taken 

as Nature. 

Overt Expression: “Vegetarianism can’t be morally justified—we’ve been 

eating meat for millenia.” 

Covert Expression: “You can’t get in the way of progress.” 

Moore uses the device of the Open Question to expose instances of the 

naturalistic fallacy:  Given that X is the case that holds (in nature), can we 

still ask whether X is good?  If the question whether X is good is a coherent 

one, then the goodness of X does not follow from its veracity; that is, its sta-

tus as truth in the world does not make it a moral imperative (ibidem). 

To be precise about our interpretation of the Naturalistic Fallacy:  

1. The assertion “A is natural, and we ought to A” is coherent, and may 

be true. 

2. The argument “A is natural and we ought to do what’s natural, and so 

we ought to A” is valid. 

3. The assertion “A is great, and we ought to do A” is coherent, and may 

be true. 

4. But the argument “A is natural, and so we ought to  A” is fallacious.  

 

We object only to the last, the implicit appeal to “how things are” to justi-

fy how things are (as well as the appeal to “how things are not” to justify 

how things are not). 
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THE ARTIFICIALISTIC FALLACY 

 

We identify a similar error, the Artificialistic Fallacy (so named because 

instances appear particularly in comment on artificial intelligence technolo-

gy). 

Artificialistic Fallacy: the derivation of “ought” from “is”, with „is” taken 

as Technology (particularly AI). 

The form in which we see this expressed is a celebration of the cleverness 

of humans leading to a normative flavor of congratulation and thence to an 

assumption of moral goodness. As with the naturalistic fallacy, troubling 

instances of reliance on this argument are often not clearly exposed. 

The Artificialistic Fallacy addresses technology and its general endorse-

ment of progress, and rests comfortably on ambiguous connotations of that 

very “progress,” rather than on clear inference. Progress can mean increas-

ing knowledge and ability, but it can also connote movement; in this case, 

momentum toward betterment of human life.  The pragmatics of that use of 

the word “progress” implies that the momentum should not be stymied.   

Therefore, a claim of increasing technological ability can be referred to as if 

it were increasing human flourishing. Like the Naturalistic Fallacy (on 

Moore’s account in terms of evolution), the Artificialistic Fallacy is dynamic, 

its instances seen in development over time, as trajectories.  To apply the 

(Artificialistic) Open Question is to ask this:  Given that X is an accom-

plishment of technology, can we still ask whether X is good?  The answer to 

the question whether X is good could be “yes,” of course, but neither possi-

ble answer begs the question. 

 

 

OVERT MANIFESTATIONS 

 

The satirical American publication The Onion carries a recent story of 

Silicon Valley tech leaders promoting an automated grizzly bear as an “una-

voidable and inevitable part of progress” (Onion, 2021).  Making the point 

humorously, the piece quotes (falsely, of course) a letter from tech leaders: 
 

“Any kind of regulation on this front will only hinder America’s ability to de-

sign and mass-produce high-quality indestructible grizzlies, which is the way 

the world is headed. You can’t stop progress ...” 
 

The target of this satire, of course, is the implicit claim that we shouldn’t 

stop progress, no matter what.  

For another example, from the Wolfram company website: 
 

“The rise of computation has been a major world theme for the past 50 years. 

Our goal is to provide the framework to let computation achieve its full poten-
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tial in the decades to come: to make it possible to compute whatever can be 

computed, whenever and wherever it is needed, and to make accessible the 

full frontiers of the computational universe.” (Wolfram, 2019) 
 

The fifty-year rise of computation constitutes the “is.” The drive to com-

pute “whatever can be computed” and make that computation accessible—

its perpetuation—constitutes the “ought.”  To apply Moore’s question is to 

ask whether the given the 50 years of computation rising, can we still ask 

whether computing whatever-can-be-computed is good?  Yes, that seems  

a coherent question to this author. 

 
 

FOCUS AND CONTEXT 

 

The analogy with the Naturalistic Fallacy is not perfect; there is a differ-

ence in scope between the Naturalistic and the Artificialistic Fallacies.  The 

Naturalistic version can be invoked to express any attempt to reduce ethics 

to some other scale.  Under that view, the Artificialistic Fallacy is an in-

stance of the Naturalistic, in the artificial realm, rather than a peer. 

Some defenders of technology detect the original Naturalistic Fallacy in  

a popular aversion toward modern technology in which the natural is held in 

higher regard than the technical. The thesis here is an inversion of that. Do-

rato examines the use of the term or concept “natural” in ethical arguments, 

along with criticism of technology as “against nature” (especially nanotech-

nology). He maintains that such unsupported condemnation is illegitimate 

(Dorato, 2015). Nothing here contradicts his claim. We agree that any ar-

gument invoking nature as support should explain and justify that move. 

Nor is techno-optimism the target of this work.  As O’Mara defines it, 

augmenting her account with pertinent history, techno-optimism is “the 

belief that technology and technologists are building the future and that the 

rest of the world, including government, needs to catch up” (O’Mara, 2019).  

Such optimism, a firm belief in the future benefits to be brought by compu-

ting technology, predicts facts, whereas the theme here is the slide from 

facts to ethics.  (We look harder at this definition below.)  Many commenta-

tors have pointed out that the leaders of Silicon Valley describe their own 

companies’ products as making the world a better place, leaving the exact 

effects rather vague (ibidem).  Only the future will affirm or deny the factual 

claims.  In fact, pure techno-optimism, which is morally neutral, must be 

carefully factored out of ethical discussions.  The related activity of techno-

evangelism tends to conflate people’s standard of living with their quality of 

life as a means of persuasion—promoting support, adoption, and sales—

rendering its moral content indeterminate (Wikipedia, 2022).  Any promot-

er of a particular technology product, hardware, software, or other, may be 

motivated simply by a conviction of the superiority of that product and the 
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desire to share its benefits with others, rather than motivated by normative 

zeal. 

We call for ethical probing of the sources of such conviction, but do not 

condemn high tech in general. It would be superfluous to list the benefits 

that computing, and the Internet, have brought about. This is not criticism 

via the Law of the Instrument (“When you have a hammer, everything looks 

like a nail”), but an examination of the consequences. This is not to target 

individual statements, not to identify villains, nor to cultivate superiority. 

We all, even the most well-intentioned social observers, tend to adhere to 

conventional wisdom. We all need reminders. 

 

 

COVERT AND COMPARABLE MANIFESTATIONS 

 

1) Marketing 

Marketing claims that glorify the computerization of processes are some-

times clearly exaggerated, such as the Salesforce statement that “Digital 

transformation adds value to every customer interaction” (Salesforce, 

2020). Some customers with experience in call centers may dispute that, 

although the company concerned may indeed see added value. We expect 

business to promote its products, and marketing to deploy many shades of 

innuendo to guide consumers toward a better version of the present. So 

commerce may not be fair ground on which to claim foul. Yet these claims 

drive government and even academic research.  As I opened a recent issue of 

the Communications of the ACM, I found this: “... for all the remarkable 

advancements, there’s a pesky reality: smart devices could still be a whole 

lot more intelligent—and tackle far more difficult tasks” (Greengard, 2020). 

The remarkable advancements constitute the “is;” meeting the challenge of 

making smart devices more intelligent constitutes the “ought” (implicitly).  

But cannot we ask, coherently, under the remarkable advancements, wheth-

er making smart devices even more intelligent is good? 

 

2) Proliferation of Technology 

Government agencies and private organizations under increased work-

loads are sold recommender systems to help make sensitive decisions. Gov-

ernment agents deploy those systems to get the job done, and also—

perversely, on our view—to justify those decisions. We have seen this in the 

case of the criminal-sentencing system COMPAS, the bias of which (in early 

versions) was exposed by ProPublica (Mattu et al., 2017). This is the type of 

product born of the momentum of tech rather than the benefits of tech. And 

consider the product iBorderCtrl, intended to identify people at European 

border crossings. The staff of ActuIA explain it with appropriate skepticism 

(ActuaIA, 2019), and Gallagher and Jona later note that it fails (Gallagher et 
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al., 2019). This suggests that the assumption of progress-as-improvement 

was mistaken, but that is not really the point, because that is an error in the 

prediction of fact, not an error in sliding from “is” to “ought.” (Failure of 

such a product, however, subverts the “ought” on pragmatic grounds.) 

High tech reaches beyond the satisfaction of needs to the creation of 

needs, such as instant delivery of entertainment, smart refrigerators, and 

constant counting of steps taken. This paper is not a sermon on marginal or 

silly products of high tech. But it does have something to say about what 

happens during their design. Often, shortcomings or triviality are viewed as 

challenges to overcome, generating a technical conversation, whereas this is 

a call for the flaws to generate a normative conversation, allowing aban-

donment as a possible outcome. 

 

3) Commission by Omission  

The artificialistic fallacy is often committed by omission of the question 

“whether” in favor of the question “how,” that is, in the subordination of the 

yes-or-no decision to elaboration on the mechanisms. Greene, Hoffman, and 

Stark present a study of values statements published by AI institutions, 

comprising non-profit, corporate, and academic membership, in which they 

note that “ ... ethical debate is largely limited to appropriate design and im-

plementation—not whether these systems should be built in the first place” 

(Greene et al., 2019).  In other words, Moore’s Open Question is ignored.  In 

successive AI Now reports, the authors are increasingly alarmed by this, 

their recommendations moving from opening up research to monitoring AI 

systems to regulation and governance (Crawford et al., 2016; Campolo et al., 

2017; Whittaker et al., 2018).  We interpret this to indict the tech business 

for paying no attention.  Greene and colleagues further note that the empha-

sis is placed on fixing AI so that its full advantages can be obtained without 

resistance: “... edicts to do something new are framed as moral imperatives, 

while the possibility of not doing something is only a suggestion, if men-

tioned at all” (Greene et al.).  

That aligns with the point here: The normative questions about AI tech-

nology are not dismissed; rather, they simply never surface. 

The attitude that “we have to get it out there” and “we have to show peo-

ple” and “we have to calm their fears” are all ways of skipping the Open 

Question. 
 

4)Historical Analogy  

A couple of centuries ago, a campaign emerged in the United States that:  

Aimed to improve the lives of people and groups, even those not yet 

involved; 

Appealed to commercial interests and to youth who desired oppor-

tunity; 



 A Caution against the Artificialistic Fallacy 281 

Was seen as a duty aligned with divine plan, and with nature; 

Assumed that those affected would buy in when they understood the 

advantages; 

Became a pervasive notion, fulfilled in action, while never an adopted 

policy. 

 

That time was the mid 19th-century and the campaign was known as 

Manifest Destiny—the drive to settle, and thereby take over, the American 

West. It exhibited a marked resemblance to the current enthusiasm for high 

tech. Proponents such as John L. O’Sullivan saw the far Pacific Ocean, the 

boundary given by nature, as the right and proper extension of the new and 

growing United States, executing a geographic form of the Naturalistic Fal-

lacy. A Congressman opined that God designed the original States „as the 

great center from which civilization, religion, and liberty should radiate and 

radiate until the whole continent shall bask in their blessing” (Merk, 1963, p. 

28). The word “should” makes that bold declaration a moral imperative, 

justifying a movement already underway.  

It is unfair to compare modern initiatives for AI to the militant tone of 

O'Sullivan’s writings, in which the term “Manifest Destiny” is first used; he 

called on racism, uni-culturalism, and crass patriotism.  Merk notes that 

other more generous motives, such as the spreading of democracy, the shar-

ing of prosperity, and even the preservation of local control through federal-

ism (states’ rights), were also in play.  It s important to note, in an era of 

opinions that sweep through the masses, that opposition was vigorous as 

well (ibid.).  A critique of Manifest Destiny, however, should be left to real 

experts in political, social, and historical affairs. We are interested in the 

Ought-from-Is aspect. This historical analogy illustrates nicely the dynamic 

aspect of this type of fallacy; it emerges as a process rather than a static goal. 

The modern Artificialistic Fallacy shares that aspect but appeals but to 

man’s ingenuity and technological prowess, rather than to God’s sanction. 

 

 

CONFERRAL OF VIRTUE 

 

As Hume says of the transition from “is” to “ought” in moral commen-

tary, “The change is imperceptible” (Hume, 1739). To borrow phrasing from 

Moore, the philosophers addressed the commonplace belief that the direc-

tion in which we are developing shows us the direction in which we ought to 

develop. We must carefully separate the prediction from the morality.   

Randy Connolly comdemns the limited vision, stating that, for too long, 

computing has exhibited “a tendency to rely on pop-culture theories about 

inevitable technology-driven social change that painted an attractive and 

self-satisfied veneer over our work” (Connolly, 2020, pp. 57–58).  To accuse 
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a profession of attractive and self-satisfied work involves values, not just 

facts, hence is normative.  Let us return to O’Mara’s definition of techno-

optimism: “the belief that technology and technologists are building the 

future and that the rest of the world, including government, needs to catch 

up” (O’Mara, 2019).  The part about “building the future” is predictive, but 

the part about “needs” is normative, implying, as in Connolly, the achieve-

ment of virtue. 

It's significant that the Artificialistic Fallacy is rooted not in thinking but 

in unthinking.  No one (of whom I know) claims crudely that technology is 

good simply because technology is here.  And, of course, much of technology 

is good in some sense.  Virtue is a heavy load for an unconsidered assump-

tion to carry, but virtue comes along with the normative connotations of the 

“ought.” 

And, under modern circumstances that privilege Internet communica-

tion, automated data sharing, and apps that enable quick and convenient 

arrangements, this conferral of virtue compounds itself, as will be described 

below in the section “Recursive Application.” 

Few would deny that technology can work out badly. See Eubanks (2018) 

and many other commentators for accounts of harm. But scrutiny of ethical 

reasoning does not have to be justified by egregious damage. Tech outcomes 

may be good or bad, regrettable, mild, mixed, or indifferent, but fallacies 

should be eschewed anyway. We object not to selling products nor to de-

signing new ones, but merely to the subjugation of morals to momentum. 

The key pitfalls of such subjugation, described below, include vulnerability 

induced by the novelty and insidious recursive application of the fallacy. 
 

 

VULNERABILITY TO NOVELTY 

 

The novelty of high tech and its attendant issues precludes cautious as-

sessment, inflicting a vulnerability for which the public is badly prepared. 

The current status of iBorderCtrl is not known, as the European Commis-

sion has not released reports on its deployment in four countries in 2019 

(Stolton, 2020), deprecating it as a trial project. The public had no voice in 

the project, initially or currently. There may be cases where that is appropri-

ate; there may be cases where a program or facility is so new that security 

demands secrecy, allowing no space for serious ethical consideration. But in 

many new programs, normative control is unknowingly or passively abdi-

cated to private industry, as in the case of Google’s Street View—the public 

was never asked. Because the developments are so new as to come without 

normative precedents, the tech world ends up determining the suitability of 

its own products. 
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RECURSIVE APPLICATION 

 

Flaws or failures in artificial intelligence are blamed on the AI system, 

not on the attempt at application, leading to refinements in the AI and fur-

ther application. The Naturalistic Fallacy allows only one iteration, which 

can’t be repeated by humans.  Because the Artificialistic Fallacy does not 

depend on nature, but on man, we can perpetuate it, and do. 

Replies to criticism of AI application shortcomings often promise new 

and improved AI.  According to Thomas Hellstrom, “The problem of over-

confidence in AI may paradoxically increase rather than decrease over time” 

(Hellström, 2020). The result is repeated reworking and repeated commis-

sion of the fallacy over the previous state of affairs, a momentum toward 

ever more complex yet dubious technology, in a closed system. 

 
 

CONCLUSION 
 
Many high tech companies and organization have recently undertaken 

ethical initiatives, but they emphasize the explanation and oversight of AI 

products rather than their fundamental morality. The wanton application of 

technology, especially machine learning and artificial intelligence, to social 

problems and consumer propensities reveals a particular issue in normative 

reasoning. Certainly, technology is sometimes ineffectual or even harmful; 

that is not the point here. Certainly, the assumption of inevitability of tech-

nological proliferation should not be a driving force; that is not the point 

here. These factors only supplement the point here—that the derivation of 

technical virtue, of desirability, of goodness, from the current technical tra-

jectory, is fallacious.  Insofar as the tech world itself determines the suitabil-

ity of digital transformation, the tech world should take this into account. 
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ABSTRACT 
 

The scope of Platonism is extended by introducing the concept of a “Platonic 

computer” which is incorporated in metacomputics. The theoretical framework of 

metacomputics postulates that a Platonic computer exists in the realm of Forms and 

is made by, of, with, and from metaconsciousness. Metaconsciousness is defined as 

the “power to conceive, to perceive, and to be self-aware” and is the formless, con-

tentless infinite potentiality.  

Metacomputics models how metaconsciousness generates the perceived actuali-

ties including abstract entities and physical and nonphysical realities. It is postulat-

ed that this is achieved via digital computation using the Platonic computer. The 

introduction of a Platonic computer into the realm of Forms thus bridges the “in-

verse explanatory gap” and therefore solves the “inverse hard problem of conscious-

ness” in the philosophy of mind. 

Keywords: Platonism, Platonic computer, pancomputationalism, metacompu-

tics, metaconsciousness, metaprocessor, metadata, metaprogram, abstract entities, 

physical reality, nonphysical reality. 

 

 

1. INTRODUCTION 

 

In philosophy of mind, the “hard problem of consciousness” was so-

named by David Chalmers (Chalmers, 1995), although the issue has scholar-

ly antecedents from considerably earlier put forward by thinkers including 

John Locke (Locke, 1772) and Thomas Henry Huxley (Huxley, 1868). 

The hard problem of consciousness arises from taking the position of 

physicalism which holds that material existence is fundamental and every-

thing is physical. From this it is evident that consciousness is a derivative of 

the physical brain. However, if a physicalist world view is adopted it be-

comes difficult to explain how neuronal activities in the brain gives rise to 

the first-person conscious experience of experiences such as red rather than 
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green, or the sound of a dog barking, the smell of rose, or taste of red wine. 

There is an explanatory gap (Levine, 1983) between our understanding, no 

matter how complete, of the neuro correlates of a conscious experiences and 

our subjective conscious experience. 

Having realized that the hard problem of consciousness is unsolvable, the 

last few decades has seen an increasing number of consciousness research-

ers turning away from physicalism and adopting alternative philosophical 

positions. Many made the progressive move to dualism in the 1980’s and 

1990’s, then on to panpsychism in 2000’s, and more recently to idealism 

(Chalmers 2019). 

Idealism holds that consciousness is the fundamental nature of reality, 

that is, everything is mental. From this point of view matter is a derivative of 

consciousness. However, if an idealistic world view is adopted then it be-

comes difficult to explain how consciousness gives rise to the apparently 

independent existence of the material world. This is encapsulated in the 

phrase the “inverse hard problem of consciousness” that was coined by Max 

Velmans to highlight this issue (Velmans, 2021). 

Various attempts have been made to address the inverse hard problem of 

consciousness. For example, Bernardo Kastrup put forward the argument 

that universal consciousness is all there ultimately is, with everything else in 

nature being reducible to patterns of excitation of this consciousness 

(Kastrup, 2019). Kastrup did not, however, propose a mechanism that 

would explain how such patterns of excitation of universal consciousness 

could give rise to the perceived phenomenal physical world.  

Donald Hoffman proposed “the interface theory of perception,” which 

postulates that the objects we perceive in time and space are metaphorical 

icons that act as our interface to reality (Hoffman, 2010). Hoffman uses the 

metaphor of a desktop computer and its icons.  The icons of such a desktop 

computer provide a functional interface so that the user does not have to 

deal with the underlying programming or the electronics in order to use the 

computer efficiently. The interface theory of perception uses a mathematical 

model based around conscious agents, within a fundamentally conscious 

universe, to support conscious realism as a description of nature. However, 

the causal link between universal consciousness and the icons in the inter-

face is not well established by the proposed mathematical model.  

Hence, despite various attempts to deal with this issue there still appears 

to be an “inverse explanatory gap” between the perceived phenomenal phys-

ical world and universal consciousness. As such, this paper attempts to 

bridge the inverse explanatory gap by incorporating pancomputationalism 

into the framework of idealism.  
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2. PANCOMPUTATIONALISM 

 

Human intellect often relies heavily on metaphor to approach the un-

known. For example, if we cannot see the elephant, we can use conceptual 

metaphors such as a pillar, fans, rope, wall, etc. to comprehend and describe it.   

Throughout the history of science, metaphors have been used to propose 

and refine scientific theories and models. This has included the metaphors 

of light as a wave, light as particles, gas as billiard balls, electric current as 

flow and the atom as a planetary system. All these are examples of meta-

phor-based hypotheses that have been accepted into mainstream scientific 

thinking and theories. Nevertheless, other metaphorical models such as the 

plum pudding model of the atom, were discarded when they failed to ex-

plain new experimental results.      

Since the second half of the 20th century, inspired by the development of 

computation and digital communication technologies, some computer sci-

entists and physicists have proposed a range of new ideas of reality that de-

scribe the universe as the output of computation. In 1969, Konrad Zuse, one 

of the earliest pioneers of the modern computer, first suggested the idea that 

the entire universe was being computed on a computer (Zuse, 1969). Mirror-

ing this idea others, such as John Wheeler, proposed the now famous re-

mark “it-from-bit:”   
 
“ ‘It from bit’ symbolizes the idea that every item of the physical world has at 

bottom—a very deep bottom, in most instances—an immaterial source and 

explanation; that which we call reality arises in the last analysis from the pos-

ing of yes–no questions and the registering of equipment-evoked responses; 

in short, that all things physical are information-theoretic in origin and that 

this is a participatory universe.” (Wheeler 1990) 
 
Computer scientist Edward Fredkin speculated that such an idea “… only 

requires one far-fetched assumption: there is this place. Other, that hosts 

the engine that ‘runs’ the physics” (Fredkin, 2005). Other scientists, who 

have modelled the universe as the processing output of a giant computer 

include Jűrgen Schmidhuber (Schmidhuber, 1997), Stephen Wolfram (Wolf-

ram, 2002), Max Tegmark (Tegmark, 2007), Hector Zenil (Zenil, 2012), and 

Tommaso Bolognesi (Bolognesi, 2012).  

Furthermore, quantum versions of this computational universe hypothe-

sis have been proposed by Nobel laureate Gerard’t Hooft (Hooft, 1999), Da-

vid Deutsch (Deutsch, 1997), Seth Lloyd (Lloyd, 2005), Paola Zizzi (Zizzi, 

2005) and Brian Whitworth (Whitworth, 2010).   

Similarly, the pancomputationalist world view was popularized in its  

current form by philosopher Nick Bostrom who uses a type of anthropic 

reasoning to claim that humans are almost certainly living in a computer 

simulation (Bostrom, 2003). 
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These previous ideas and models however have not considered how such 

a computer, that might be capable of generating and sustaining the universe, 

could have come into existence. To refine such computational universe 

speculations into a more coherent theory the following questions need to be 

addressed:  
 

— Where is the computer? 

— Where does it come from? 

— What is it made of? 

— How was it built? 

— What are its properties? 

— Who or what is the programmer? 
 

Metacomputics has been proposed by Simon X. Duan (Duan, 2018) as  

a theoretical framework that is able to address each of these questions. 

 

 

3. THE THEORETICAL FRAMEWORK OF METACOMPUTICS 

 

Metacomputics is a theoretical framework constructed on the basis of 

Platonism. Platonism holds that abstract entities exist objectively in the 

realm of Forms, which operates as the fundamental reality, as illustrated in 

Figure 1. Abstract entities, such as numbers, geometric shapes and abstract 

objects are real and perfect nonphysical forms. Whereas material objects in 

the physical realm are only “shadows”, or pale approximations of these ab-

stract entities in the realm of Forms. Nevertheless, material objects in the 

physical reality resemble their perfect abstract forms to varying degrees, as 

illustrated in Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Figure 1. Platonic realm of Forms  
Source: http://www.newforestcentre.info/realm-forms.html 

http://www.newforestcentre.info/realm-forms.html
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Figure 2. Platonic realm of Forms and physical world of particulars.  
Source: https://paulspassingthoughts.files.wordpress.com/2017/02/plato-dog-form.jpg 

 

 

Based on such a principle, it is postulated that the everyday material 

computer made of silicon is only a shadow, or poor imitation, of the perfect 

abstract metacomputer that exists in the realm of Forms. This abstract me-

tacomputer is called the “Platonic computer” (Duan, 2018). The parallel 

existence of the physical computer and Platonic computer is illustrated in 

Figure 3. 
 

 

Figure 3. Physical computer as “shadow” or poor imitation of platonic computer 

 

https://paulspassingthoughts.files.wordpress.com/2017/02/plato-dog-form.jpg
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The theoretical framework of metacomputics (Duan, 2018) can be sum-

marised by the following key points: 
 

— The presumed existence of an operating metacomputer (i.e., Platonic 

computer) in the realm of Forms.  

— This Platonic computer is an universal machine that is made by, of, 

with, and from metaconsciousness.  

— Metaconsciousness is defined as the “power to conceive, to perceive, 

and to be self-aware” and is the formless, contentless infinite potentiality. 

— Actualities arise from metaconsciousness via metacomputation of the 

Platonic computer.  

 

According to metacomputics, the construction of the Platonic computer 

involves the following three steps (Duan, 2018), as illustrated in Figure 4:  
 

1. Metaconsciousness manifests itself into existence. 

2. Binary metaphysical switches are made with two opposing states (un-

manifested metaconsciousness and manifested metaconsciousness). 

3. The metacomputation system is constructed using the binary meta-

physical switches to form the following three faculties: a metaprocessor, 

metadata, and a metaprogram. 

 

Figure 4. Construction of Platonic computer in the realm of Forms 
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The processing output of the metacomputation system gives rise to a di-

verse range of actualities, including abstract entities as well as physical and 

nonphysical realities. 
 
 

4. COMPARISON BETWEEN PLATONIC COMPUTER  

AND PHYSICAL COMPUTER 

 

Both the Platonic computer and the physical computer operate on binary 

opposing states. However, there are fundamental differences between the 

make-up of the binary states in the Platonic computer compared to the 

physical computer. For example, within the Platonic computer the met-

aprocessor is made of metaconsiousness, and the output is generated by 

manipulating the two binary opposing states, i.e., manifested metacon-

sciousness and unmanifested metaconsciousness (Duan, 2018), as illustrat-

ed in Figure 5. 

 
Figure 5. Switching of binary opposing states—Pixel (shaded square) and Void (blank 

square)—by alternating image A and B (Duan 2018). Pixels denote manifested metaconsciousness, 
voids denote unmanifested metaconsciousness 

 
 

Similar to the metaprocessor, the other two faculties in the metacompu-

tation system, i.e., metadata and metaprogram are also composed of mani-

fested metaconsciousness (i.e., pixels or 1s) and unmanifested metacon-

sciousness (i.e., voids or 0s), as shown in Figure 6. 
 

 
Figure 6. Three faculties of Platonic computer (metacomputation system) are all composed  

of binary opposing metaphysical states 
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The processing outputs of the Platonic computer are specific configura-

tions of the binary states (i.e., manifested metaconsciousness and unmani-

fested metaconsciousness). Furthermore, a specific configuration of these 

binary states defines the conscious state of being a specific actuality, such as 

redness, twoness.  

In comparison, a physical computer processor is made of binary ON/OFF 

switches made of silicon, and its output is generated by manipulating these 

physical switches. Hence, the processing outputs of the physical computer 

are specific configurations of binary states, i.e., ON (1) and OFF (0). A spe-

cific configuration of these 1s and 0s defines a symbol which can be dis-

played on the computer screen. For example, according to the American 

Standard Code for Information Interchange (ASCII), the digits 1010 defines 

the symbol “10,” whereas the binary digits 01000001 defines the letter “A,” 

all of which can be displayed on the computer screen.  

Representing a shadow of Platonic computation, physical computation 

using a material computer can only simulate certain aspects of it. For in-

stance, a physical computer can simulate the dynamic changes of the weath-

er so that a weather forecast can be made with a reasonable level of accura-

cy, but it doesn’t get wet and windy inside the computer screen that displays 

this simulation. That is, simulation of the weather in a physical computer 

will not produce the conscious experience of wet and windy. 

Despite the limitations of physical computation, the physical computer 

still represents a useful tool to simulate some aspects of Platonic computa-

tion. The following section discusses how the generation of abstract entities 

by the Platonic computer can be simulated using a physical computer. 

 

 

5. GENERATION OF ABSTRACT ENTITIES 

 

1) Natural numbers  
 

According to Platonism, numbers exist beyond space and time in the 

realm of Forms. That is, they are neither the cause nor the result of anything 

physical. Mathematicians typically describe numbers by their effects or 

properties (e.g., set theory). They take natural numbers as a given and ac-

cept their origin and ontology as a mystery. For instance, the German math-

ematician and logician Leopold Kronecker (1823–1891) is reported to have 

said, “God created the natural numbers; all the rest is the work of man” 

(Gray, 2008).  

The creation of natural numbers can be simulated on a physical comput-

er by running a +1 program, as shown in Figure 7. Running this program on 

a physical computer produces the output: 1, 2, 3, 4, 5, 6…… and so on as  

a sequence of digits on the physical computer screen. Based on the assump-
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tion that the physical computer is but an imitation of the Platonic computer, 

it is postulated that, in parallel to the physical computer, the Platonic  

computer running the + 1 program generates oneness, twoness, threeness, 

fourness, fiveness, sixness … and so on in the realm of Forms as specific 

conscious states. 
 

 
  

Figure 7. Output of a physical computer (left) and the Platonic computer (right)  
from running a +1 program 

 
 

2) Colours 
 

According to Platonism, colours are Universals existing beyond time and 

space in the realm of Forms. For example, an apple and ruby may both be 

red and the redness they share is a Universal and exists independently of 

any red “physical thing.” Nevertheless, a physical computer can be pro-

grammed to produce phenomenal colours as a simulation of how the Platon-

ic computer would produce abstract colours as Universals. As shown in Fig-

ure 8, the physical computer (on the left) generates the phenomenal colours 

red, green, blue. It is postulated that, in parallel to the physical computer, 

the Platonic computer (on the right) generates Redness, Greenness, Blue-

ness as specific conscious states. 
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Figure 8. Phenomenal colours as output of a physical computer (left) and abstract colours  

as output of the Platonic computer (right) 

 
 

6. GENERATION OF PARALLEL UNIVERSES 
 
According to metacomputics, 3D space is not a given, instead, it is a pro-

cessing output of metacomputation (Duan, 2018). Three-dimensional space 

functions as a 3D display made of voxels, as illustrated in Figure 9. 
 

 
Figure 9. 3D space functions as a 3D display made of voxels 

 
 

The contents of 3D space arise from metaconsciousness via computa-

tional processing of the Platonic computer. The Platonic computer can be 

configured to run at different clock speeds. At each clock speed, a universe 

with a specific refresh rate is displayed in the 3D space. Thus, a set of multi-

ple parallel universes, the multiverse, is produced and sustained by meta-

computation.  
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According to metacomputics (Duan, 2018), the memory and processing 

speed of the metacomputation system increases exponentially as it descends 

from a higher level to a lower level of parallel universe, as illustrated in Fig-

ure 10. The memory and clock speed of the Platonic computer is defined by 

the following formulas: 
 

Memory = 4N 

Clock speed = 2(N-1) cycles/unit 
 

Where N is the number of levels descended from the top level of parallel 

universe.  

With increased memory and processing capacity the Platonic computer 

at a lower level parallel universe would have the capacity to run more com-

plex programs and process more complex data structures.  

 
Figure 10. Memory and clock speed of metacomputer for different levels of parallel universes 

 
 
Metacomputics postulates that each parallel universe is the representa-

tion of processing output of metacomputation by a Platonic computer oper-

ating at different clock speeds. Hence, the physical universe is only one of 

many parallel universes in the multiverse.  

The physical universe we normally experience in our waking state is gov-

erned by a set of rules that gives rise to a set of programs called “physics” 

that makes the processing output display “physical.” Laws of nature ex-

pressed by mathematical equations in physics are the approximation of 

metaprograms that govern the physical universe. For example, a falling ap-

ple is programmed to fall with an acceleration of 9.8m/s2.  Magnets are pro-

grammed to attract or repel each other dependent upon their polarity. In 

quantum mechanics, we can model the entanglement of two particles, but 

we cannot explain why entanglement occurs. From the point of view of met-

acomputics, the two particles are essentially two images on a 3D display. As 

they are the processing output of metacomputation, they can be pro-

grammed to entangle.  
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We experience physical existence such as solidity and stability because 

physical objects are programmed to exhibit these physical properties. As 

such, the physical properties of matter are derived from their programming. 

This can, for example, be simulated by a computer game of pool. The pool 

balls are images displayed on the screen that are programmed to behave as 

though they are solid balls. 

Other parallel universes constructed by the Platonic computer operating at 

different clock speeds may have different rules and programs other than “phys-

ics,” so they do not appear to be physical, but it does not mean they are less 

real. For example, those who have had a profound nonphysical visual experi-

ence during a lucid dream, or during meditation, or when using psychedelics, 

or when near death, etc., insist that their experience of the nonphysical realm 

is somehow realer than what they experience in physical realm. 

As different parallel universes are processing outputs of metacomputa-

tion displayed in 3D space at different refresh rates, a specific refresh rate of 

the display gives rise to a specific vibration frequency of that universe. Thus, 

different parallel universes can potentially be experienced by tuning into 

their specific vibration frequencies. This can be likened to delete spaces 
tuning into different radio or television channels.  

Although all parallel universes superimpose in the same 3D space, most 

people in a normal waking state tune into only one vibration frequency and 

perceive only the physical universe. Nevertheless, experiencing nonphysical 

reality is not as rare as most of us may assume. For instance, everyone experi-

ences nonphysical visions in a dream state, many people also experience non-

physical visions in a psychedelic state, out-of-body state, meditation state and 

trance state, etc. Furthermore, some skilled meditation practitioners can tune 

into more than one vibration frequency in a controlled manner; hence they 

can perceive more than one parallel universe through their mind vision. 

 

 

7. INDIVIDUAL CONSCIOUSNESS  

AND PERSONAL SUBJECTIVITY 

 

Metaconsciousness is defined as the potential power to conceive, per-

ceive and to be self-aware (Duan, 2018). According to metacomputics, meta-

consciousness is the most fundamental aspect of existence that creates the 

Platonic computer as a universal machine and runs the metacomputation. 

Metaconsciousness is also the source of subjectivity, the self, the I-ness. As 

metaconsciousness is the creator of time and space, it transcends both time 

and space. Thus, metaconsciousness is nonlocal—it has no location in space, 

it is neither here nor there. It is also timeless—it does not come into exist-

ence or go out of existence. In addition, it is formless—it has no boundary, 

shape or size. 
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In order to experience creation in space and in time, metaconsciousness 

constructs multiple living beings in the multiverse via metacomputation. 

Metaconsciousness then fragments itself into multiple individual conscious 

agents and localises each individual consciousness within each living being. 

This gives rise to the sense of individual subjectivity.  

As a living being exists in space and time, each individual conscious 

agent perceives the universe from the point of view of the individual living 

being. This allows metaconsciousness to experience the diversity of its crea-

tion through all the different first-person perspectives of all living beings in 

space and time in the multiverse.  

The relationship between metaconsciousness and an individual con-

scious agent can be likened to the television broadcaster in the central con-

trol room and multiple cameramen at an event such as a football match. 

During the match different camera men are positioned at distinct locations 

around the football pitch and film the game from a particular point of view. 

Whereas, the broadcaster in the TV station control room has access to all the 

images gathered from all of the cameras across the multiple points of view 

around the football pitch. 

 

 

8. COMPARISON BETWEEN PARADIGMS  

OF PHYSICAL SCIENCE AND METACOMPUTICS 

 

The theoretical framework of metacomputics provides an alternative 

paradigm to the existing physical science approach. The two paradigms 

share the same empirical methodology. That is, both paradigms rely on ex-

perience to explore phenomenal reality both in the physical universe and in 

nonphysical parallel universes. The two paradigms differ, however, in ontol-

ogy, epistemology and use of language.  

Ontologically, the existing physical science paradigm assumes that matter 

is the primary form of existence and the ultimate reality. In contrast, the met-

acomputics paradigm assumes metaconsciousness is primary and is the ulti-

mate reality. On epistemology, the existing physical science paradigm adopts 

a reductionist approach. This approach leads to an important consequence: it 

assumes that consciousness and its rich phenomenology is “nothing but” the 

set of neuronal interactions within the brain. In contrast, the metacomputics 

paradigm adopts a more holistic approach. Here, metaconsciousness digital-

ises itself to construct a universal machine—the Platonic computer. The mul-

tiverse is the processing output of such a universal machine. 

With regards to language, the existing physical science paradigm uses 

mathematical equations to express the laws of nature and as such mathe-

matics is the language of physical science. Whereas the metacomputics par-

adigm uses algorithms and data structures to express the diversity of the 
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multiverse. Hence, metaprogram and metadata are the language of meta-

computics.  

In summary, it has been shown that metacomputics is a new theoretical 

framework that provides an alternative perspective to reality. It helps to 

clarify many important concepts that have perplexed humans for millennia, 

including metaconsciousness, creation, the multiverse, reality, and individ-

ual consciousness. In addition, metacomputics has shown to be capable of 

explaining phenomena and patterns observed in the physical universe. 

Where, for example, the laws of nature revealed by physics may be viewed as 

mathematical expressions of metaprograms. Furthermore, metacomputics 

is also capable of explaining nonphysical reality, as perceived in parallel 

universes, in dream states, near death states, psychedelic states, and medi-

tation states. Such perceptions are the result of the processing output of 

metacomputations across parallel universes. 
 
 

9. TESTABLE PREDICATIONS OF METACOMPUTICS 
 

As we have seen the proposed theoretical framework of metacomputics 

can be used to explain perceived realities, both physical as well as nonphysi-

cal. However, to qualify as a scientific theory the explanation of existing 

phenomena alone is not enough. A candidate scientific theory is required to 

provide testable predictions so that the validity of the hypotheses can be 

falsified or verified by experiments.  

According to metacomputics, all parallel universes are the processing 

output of the Platonic computer. From this it is proposed that 3D space is 

not a given, instead, it is constructed and sustained by metacomputation. It 

functions as a 3D display made of voxels. This leads to the hypothesis that 

space itself is discreet, instead of continuous.  

Zeno’s paradox, commonly referred to as “The Dichotomy,” is visually out-

lined in Figure 11 and used as a thought experiment to test this hypothesis. 

 
Figure 11. Zeno’s paradox “The Dichotomy” as a thought experiment to prove space is discrete. 

Source: https://commons.wikimedia.org/wiki/File:Zeno_Dichotomy_Paradox.png.  
Artist: Martin Grandjean 
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Suppose you are going towards a point 1 m away at a rate of 1 m/s.  

If so, with your first step it will take you ½ second to cover half the distance, 

or ½ m. Let's define each additional “step” as covering half of the remaining 

distance in half of the remaining time. So, the 2nd step will mean covering 

¼ m in ¼ second, and so on. The entire process of reaching your final des-

tination is thus broken into infinitely many steps of ½ m, ¼ m, 1/8 m...... 

and so on in distance and many steps of ½ s, ¼ s, 1/8 s......and so on in 

time. 
 
 

 
 
 

Although mathematically the sum of all the steps equals 1, the number of 

steps is still infinity. That is, there is no “last step.” So how can a process 

without a last step be completed? 

The fact that you do reach the destination is proof that there is a last step. 

Therefore, there must be a smallest unit of length in space and time as the 

last step to reach the final point. According to metacomputics the last step is 

the size of the smallest voxel in the 3D display, i.e., space (see Figure 9). 

From the above example it can be seen that metacomputics can provide pre-

dictions which can be tested by thought experiment. 

 

 

10. DEVELOPMENT OF PANCOMPUTATIONALISM  

AND PLATONISM 

 
From the previous discussion, it can be seen that the multiverse can be 

modelled as the processing output of Platonic computation. Hence, meta-

computics has successfully developed a pancomputationalist world view into 

a theoretical framework by resolving the following questions raised in sec-

tion 2 of this paper;  
 

1. Where is the computer?  

The universal machine (i.e., Platonic computer) is in the realm of Forms 

and is beyond phenomenal space, i.e., it is nonlocal. 
 

2. Where does it come from?  

The Platonic computer is made from metaconsciousness. 
 

3. What is it made of?  

The Platonic computer is made of manifested metaconsciousness and 

unmanifested metaconsciousness. 
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4. How is it built?  

The metacomputation system is built by configuring manifested meta-

consciousness and unmanifested metaconsciousness into three faculties – 

metaprocessor, metadata and metaprogram. 
 

5. What are its properties?  

The Platonic computer operates at a specific clock speed (2(N-1) cy-

cles/unit) and memory (4N) within each parallel universe, where N denotes 

the number of levels of the parallel universe.  
 

6. Who or what is the programmer?  
 

Metaconsciousness is the ultimate infinite potentiality and creativity. 

Defragmented metaconsciousness, i.e., individual conscious agents at each 

level of the parallel universe perform programing for the next level of the 

parallel universe.  

 

The theoretical framework of metacomputics has also extended the no-

tion of Platonism. In the traditional Platonic realm of Forms, there are only 

Universals which are timeless, absolute and unchanging. The theoretical 

framework of metacomputics introduces an operating computer as a univer-

sal machine into the realm of Forms. Hence, the new realm of Forms con-

tains a Platonic computer which is dynamic, and its processing output, i.e., 

abstract entities which are unchanging.  

It is not possible to study the Platonic computer empirically as it is not 

accessible by our normal physical senses or by using current physical in-

struments. Hence, it may be difficult to accept the validity of the Platonic 

computer. Nevertheless, if the notion of Platonism is accepted, it can be 

postulated that such a universal machine exists in the realm of Forms as the 

archetype of the physical computer. Built on the foundation of Platonism, 

the theoretical framework of metacomputics can be seen to be internally 

consistent and coherent.  

 
 

11. SUMMARY AND CONCLUSIONS 
 
The scope of Platonism is extended by introducing the new concept of  

a “Platonic computer” which is incorporated in metacomputics. The theoret-

ical framework of metacomputics postulates that a Platonic computer exists 

in the realm of Forms and is made by, of, with, and from metaconscious-

ness. Metaconsciousness is defined as the “power to conceive, to perceive, 

and to be self-aware” and is the formless, contentless infinite potentiality.  

According to metacomputics, the physical computer made of silicon is 

but a shadow or poor imitation of the Platonic computer. Thus, by program-

ing the physical computer it is possible to simulate the operation of the Pla-
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tonic computer. The processing output of a physical computer includes 

symbols and virtual reality, whereas the processing output of the Platonic 

computer includes abstract entities as well as perceived phenomenal physi-

cal and nonphysical realities.  

Metacomputics models how metaconsciousness generates the perceived 

actualities including abstract entities and physical and nonphysical realities. 

It is postulated that this is achieved via digital computation using the Pla-

tonic computer. The introduction of the Platonic computer into the realm of 

Forms thus bridges the “inverse explanatory gap” and therefore solves the 

“inverse hard problem of consciousness” in the philosophy of mind. 
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ABSTRACT 

 

Thanks to advances in machine learning in recent years the ability of AI agents to 

act independently of human oversight, respond to their environment, and interact 

with other machines has significantly increased, and is one step closer to human-like 

performance. For this reason, we can observe contemporary researchers’ efforts 

towards modeling agency in artificial systems. In this light, the aim of this paper is 

to develop a dual-process approach to the problem of AI agency perception, and to 

discuss possible triggers of various agency perceptions. The article discusses the 

agency attribution phenomenon, based on which the argument for the dual-process 

nature of agency perception is developed. Two distinct types of thinking (pro-

cessing) involved in human reasoning on AI agency are suggested: Type 1 and Type 

2. The first one is fast, automatic, routine, and often unconscious; the second is 

a slower, controlled, more conscious one. These two distinct types of processing can 

yield differing and sometimes conflicting results for human cognition and interac-

tion. The preliminary philosophical findings may contribute to further investigations 

in philosophy of mind or cognitive psychology and could also be empirically tested 

in HCI and UX studies. 

Keywords: artificial intelligence; perceived agency; agency attribution. 

 
 

 

1. INTRODUCTION 

 

Intentional human action has always been distinguished from machine 

operation, which is usually described as a repetitive and pre-programmed 

activity. However, if we continue to define action by the demanding features 

of intentions, desires, beliefs, and mental capabilities that are typical for 

humans (cf. Brooks, 1991), we could “miss and misunderstand the massive 

changes in the intelligent machine design and interactive media use that 

open up Pandora’s box filled with thousands of agents” (Rammert, 2015,  

p. 62). Artificial intelligence (AI) agents differ from human ones, but they 

also differ from classical machines. Thanks to recent advances in machine 
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learning and data science, the ability of AI agents to act independently of 

human oversight, respond to their environment, and interact with other 

machines has significantly increased, and is now one step closer to human-

like performance. For this reason, we can observe contemporary research-

ers’ efforts in defining and modeling agency in artificial systems. 

The rapid development of artificial intelligence technology that started at 

the end of the twentieth century and continues until now, has led to an ex-

plosion of various definitions of agency. According to various authors, an 

agent is “A system that can act on its own behalf in an environment” 

(Kauffman, 2000, p. 8), “A system that tries to fulfill a set of goals in a com-

plex, dynamic environment” (Maes, 1994, p. 136), “A system situated within 

and a part of an environment that senses that environment and acts on it, 

over time, in pursuit of its own agenda and so as to effect what it senses in 

the future” (Franklin, Graesser, 1996, p. 25), “Anything that can be viewed 

as perceiving its environment through sensors and acting upon that envi-

ronment through effectors” (Russell, Norvig, 1995, p. 33), “[An] embodied 

system [that pursues] internal or external goals by its own actions while in 

continuous long-term interaction with the environment in which it is situat-

ed” (Beer, 1995, p. 173), “[A] system that can initiate, sustain, and maintain 

an ongoing and continuous interaction with their environment as an essen-

tial part of their normal functioning” (Smithers, 1995, p. 97), etc. 

One can claim, however, that such definitions are incomplete, as they 

strongly rely on intuitive or commonsense notions such as “acting on one’s 

own,” “pursuing one’s agenda,” or “being in continuous long-term interac-

tion.” As such, they leave a significant room for subjective, individual inter-

pretation. A good definition should be able to capture the meaning of the 

term as used intuitively in science and everyday life, but at the same time, it 

should be followed by an operational and precise conceptualization of the 

term. In some cases, we cannot establish whether a system is a genuine 

agent judging solely by its behavior because others can have a different in-

terpretation of it. Researchers try to mitigate that effect to some extent by 

enlisting and discussing necessary and sufficient conditions that are to be 

met to classify a system as a genuine agent. Conditions, that are introduced 

with precise, yet understandable terms. 

For instance, Barandiaran, Di Paolo, and Rohde attempt to start with 

a simple and non-controversial description of an agent. According to them, 

our common, minimal understanding of agenthood relates to “A system 

doing something by itself according to certain goals or norms within a spe-

cific environment” (Barandiaran et al., 2009, p. 369). Then, the authors 

discuss three necessary conditions that are hidden within their definition: 

individuality, interactional asymmetry, and normativity. Individuality 

means that a system should be distinguishable from its environment. Inter-

actional asymmetry refers to agents’ ability to be the source of the activity 
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(or “modulations”) towards the environment. The third condition, norma-

tivity, points out that the agent’s interactions with the environment are not 

random or arbitrary, but are done following goals or norms, which provide 

some sort of reference conditions for this activity.  

It seems there is still no consensus on what such a minimal set of condi-

tions should comprise, and new attempts are presented frequently. Thinking 

about the Barandiaran et al. approach, one may argue it is impossible, or at 

least is arbitrary, to decouple an agent from its environment, as well as to 

point out a single source of asymmetrical interaction with no doubt. This 

reasoning is discovered, for example, in (Rammert, 2015), where the author 

conceptualizes machine agency as fragmented in many pieces and delegated 

to myriads of pro-active and cooperative sub-systems showing low-level 

agency themselves, that are invisible in our everyday interaction, as they are 

strongly coupled in linear, sequential, or aggregated ways, into opaque yet 

functional black-boxes. In (Rose, Jones, 2005), the authors introduce the 

notion of the double dance of agency, claiming that human and machine 

operation outcomes are not determined by either, but emergent from the 

process of their interaction. As interactions between humans and intelligent 

machines and other systems become nowadays increasingly indistinguisha-

ble, it is difficult to establish whether a system is an individual, homogenous 

source of activity in its environment in order to be considered a genuine 

agent (cf. e.g. Nass et al., 1994; Appel et al., 2012; Araujo, 2018). In human-

machine networks (HMNs), agency of the individual parts may be not prima 

facie accessible, and significant cognitive work must be done to decouple 

relational structure, looking for individual agents in a kind of ex-post ra-

tionalization attempt. 

Considering a range of approaches to defining AI agency, I have recently 

developed two meta-concepts aggregating other accounts, which are point 

and network notions of agency (Rabiza, 2022). By the former, I mean no-

tions that describe conditions for agenthood related to the agent’s internal, 

functional organization. Point notions define AI agency according to various 

attributes, such as those mentioned by Barandiaran et al. The latter capture 

agency “not as a fixed essence or a property that something or someone pos-

sesses, but as an attribute of many actors’ relationships” (Rabiza, 2022,  

p. 3). Here, we can classify all models attempting to explain machine agency 

as an emergent product of a process of human-machine interaction with 

many intertwined and mediated “agentive participants” involved. Further-

more, I suggested that the point-network theoretical distinction follows the 

dual-process nature of AI agency perception in humans (Rabiza, 2022, 3). In 

this paper, my aim is to further develop a dual-process approach to the 

problem of AI agency perception, and to discuss possible triggers of various 

agency perceptions. 
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2. DUAL-PROCESS AGENCY PERCEPTION 

 

Researchers tend to admit that machine agency exists, although it differs 

from that of humans, and is “probably the result of human interaction and 

perception” (Engen et al. 2016, p. 4). Taking this into account, my focus is 

on an epistemological perspective of the AI agency perception problem. Ac-

cording to conducted literature research, artificial intelligence is foremostly 

perceived (e.g. Appel et al., 2012; Araujo, 2018; Araujo et al., 2020; Banks 

2019; Engen et al., 2016; Jackson, Williams, 2020; Lucas et al., 2018; Rose, 

Truex, 2000; Silva, 2019) and attributed (e.g. Ciardo et al., 2020; Förster, 

Althoefer, 2021; McEneaney, 2009; Moon, Nass, 1998; Rose, Jones, 2005; 

Zafari, Koeszegi, 2020) during a human-computer interaction (HCI).1 This 

brings us to the idea that agency attribution may be related dual-process 

nature of AI agency perception in humans. 

Various dual-process and dual-system theories have become popular in 

psychology and cognitive science research (cf. an overview of such theories 

in Frankish, 2010). Arguably, the most well-known categories in the field 

are Daniel Kahneman’s two systems of the mind, labeled “System 1” (“auto-

matic system”) and “System 2” (“effortful system”): 

 
“System 1 operates automatically and quickly, with little or no effort and no 

sense of voluntary control. System 2 allocates attention to the effortful mental 

activities that demand it, including complex computations. The operations of 

System 2 are often associated with the subjective experience of agency, 

choice, and concentration.” (Kahneman, 2011, p. 22) 

 

A form of somewhat similar dual-process theory may apply to the prob-

lem of AI agency perception. I argue that there are two distinct types of 

thinking (processing) involved in human reasoning on AI agency: Type 1 

and Type 2. The first one is fast, automatic, routine, and often unconscious; 

the second is a slower, controlled, more conscious one. These two distinct 

types of processing can yield differing and sometimes conflicting results for 

human cognition and interaction. 

Type 1 processing triggers a point-type agency perception during HCI. 

Attempting to interpret intelligent machines’ agent-like behavior entails 

making attributions about possible causal relationships and mechanisms 

governing their operation. In the Type 1 mode of thinking, we are likely to 

attribute agential status to a technical artifact thanks to a mental mecha-

————————— 
1 “Attribution” here means a process ascribing agential status (also called an “agency judgment,” 

(Nomura et al., 2019) to artificial actors based on the perception of AI action-outcome contiguity 
and causality that triggers a sense of external agency. Claims on the phenomenon of attributing 
human-typical qualities to machines are widely supported by empirical pieces of evidence pointing 
to a human tendency towards both mindful and mindless anthropomorphism of artificial entities 
(e.g., Kim, Sundar, 2012; Nass et al., 1995; Nowak, Biocca, 2003). 
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nism I propose naming the agential stance.2 Daniel Dennett identifies three 

basic mental strategies to explain the behavior of external-world objects, 

which he calls “stances:” the physical stance, the design stance, and the in-

tentional stance (Dennett, 1987). The intentional stance focuses on a reason-

giving explanation of an action in terms of assumed mental properties of an 

agent—namely that an agent has certain desires and beliefs and acts ration-

ally towards their completion. Indeed, studies seem to indicate that humans 

to some extent tend to adopt an intentional stance towards artificial agents 

and give mentalistic explanations of their actions (Marchesi et al., 2019). 

The proposed agential stance can be regarded as yet more folk-psychological, 

instrumentally rational heuristics for predicting, explaining, and generating 

quasi-stable interpretations of the external world phenomena, by a mindful as 

well as a mindless attribution of agency (agential status assumption) to its 

objects3. Accordingly, a human user in the agential stance tends to perceive AI 

agents as genuine, even human-like agents, because agency attribution makes 

an overall HCI easier and less effortful, improving the overall first-person user 

experience. 

One may assume Type 1 processing works spontaneously and automati-

cally in HCIs involving AI agents and user interfaces designed for smooth 

social interactions, such as social robots or socially intelligent agents (SIAs) 

(e.g., Dautenhahn, 1998, Dautenhahn et al., 2006; Persson et al., 2001) or 

affective social robots (e.g. Sengers, 2002; cf. Marchesi et al., 2019). It is less 

likely that Type 1 thinking will occur equally in interactions with machines 

devoid of similar anthropomorphic cues or a human-centered design. 

In those circumstances, when agency attribution towards an artificial 

agent is too cognitively demanding for a human user, Type 2 processing 

would be expected to occur. This mode of thinking triggers a different, net-

work-type agency perception during HCI. My argument here is that, as the 

human mind tends to interpret and model the behavior of external-world 

objects for cognitive reasons, to rationalize external agency, we automatical-

ly perceive AI agents as entities entangled in stable alliances of many actors 

————————— 
2 Agency attribution in the agential stance should not be confused with the similar category of in-

tentional binding effect, which refers to the subjective experience of the compressed temporal inter-
val between voluntary action and its external sensory consequence (as a result action and outcome 
are perceived as being closer together in time) and is sometimes used as in an implicit measure of 
the first-person sense of agency (SoA) (e.g., Desantis et al., 2012; Moore, Obhi, 2012; Obhi, Hall, 
2011; Suzuki et al., 2019). Agential stance, on the other hand, describes a folk-psychological mecha-
nism of attribution based on the perception of AI action-outcome contiguity and causality, triggering 
the sense of external action ownership (third-person SoA) in the one observing an action similar to 
one’s own. Thus, if intentional binding is experienced in another agent’s action, it might contribute 
to agency attribution. 

3 This approach is in line with the cognitive miser theory in psychology, claiming that a human 
mind has a natural tendency to avoid spending too much of a cognitive effort and simplify the think-
ing process whenever possible (Stanovich, 2009; 2011). As Fiske and Taylor put it: “People are 
limited in their capacity to process information, so they take shortcuts whenever they can” (Fiske, 
Taylor 1991, p. 41). 
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involved in the human-machine network.4 In the agency-status analysis,  

a human observer looks for both a net of external relations around the agent 

and its internal structure. These agential powers may comprise mediated 

“agentive participants” such as human designers, hardware and software 

architectures, algorithms, datasets, and end-users with their material prac-

tices, as well as relations with other machines and human agents that are 

invisible in Type 1 “black-boxed” perceptions.5 Type 2 processing is there-

fore a more complex and controlled way of reasoning on external action 

seeking the consistency and quasi-stability that comes from a coherent view 

of a larger “agential structure.” It consists of more detailed and nuanced 

thought processes focused on decomposing, deconstructing, measuring, and 

analyzing the relational nature of HMN agency with more of a scientific or 

theoretic (albeit in a naïve sense) approach (cf. Crisp, Turner, 2014). 

 

 

3. POSSIBLE TRIGGERS OF VARIOUS AGENCY PERCEPTIONS 

 

The immediate question of “What can trigger this range of AI agency per-

ceptions?” is vast and remains mostly unanswered in this paper. There may 

be many (or very few) potential factors influencing the transition between 

Type 1 and Type 2 thinking about AI agency, resulting in point and network 

types of perceptions. An empirical study could outline a possible direction 

for further research. Instead, I would like to pose a hypothesis about one of 

the potential breaking points in the perception of AI agency that is rooted in 

the principles of AI design. 

In Being and Time, Martin Heidegger differentiates two phenomenologi-

cal modes of tool-being that are constituted through Dasein’s varying atti-

tudes toward objects in the world: “presence-at-hand” and “readiness-at-

hand” (Heidegger, 1962). As Graham Harman puts it: 

 
“The latter term, ready-to-hand, refers to equipment that remains concealed 

from view insofar as it functions effectively. Present-at-hand, the opposite 

term, refers to at least three different sorts of situations. In Heidegger’s writ-

ings objects present in consciousness are called present-at-hand, and so are 

‘broken tools’ that become obtrusive once they no longer function effectively, 

and so is the physical concept of objective matter occupying a distinct point in 

space-time.  

At any rate, present-at-hand and ready-to-hand are not two different types of 

entities. Instead, all entities oscillate between these two separate modes: the  

————————— 
4 What I mean here, is that faced with no easy access to individual agency perception we tend to 

look for a bigger picture in order to make sense. 
5 If external action cannot be easily rationalized by assigning causative status to an object, inter-

pretations based on network (relational, structural) characteristics become an epistemically useful 
mean to an end. 
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cryptic withdrawal of readiness-to-hand and the explicit accessibility of pres-

ence-at-hand.” (Harman, 2019, pp. 18–19) 

 

A tool is ready-at-hand when it is perceived as a handy piece of equip-

ment to be used for achieving some goal. It consists of multiple parts  

(such as a hammer comprising a head, claw, or handle) but they are  

usually “hidden or withdrawn realities performing their labors unnoticed” 

(Harman, 2019, p. 18). Most frequently, we deal with tools within this kind 

of practical relation, taking them for granted as items of everyday use. The 

moment the tool is broken, however, it becomes present-at-hand. The tool 

then reveals its secrets to Dasein, who now perceives it in a more scientific 

or theoretic perspective, concerned only with the bare factuality of its con-

stituent parts, regardless of its usefulness, and with no subjective context 

involved. 

Per analogiam, a tool malfunction can be one of many potential triggers 

for a dual-process AI agency perception (or a machine agency perception in 

general). Another potential candidate closely related to AI design patterns 

could be AI interpretability.6 A hypothesis I would like to pose concerns 

a possible negative correlation between the perceived agency of AI systems 

and their interpretability. The more the AI system is opaque and hides its 

inner workings as a nontransparent and poorly interpretable black-box 

(while still providing smooth interaction and good user experience), the 

more likely a human user will adopt Type 1 thinking along with point-type 

agency perceptions. 

On the other hand, the more AI systems implement interpretability 

showing their mechanisms of operation (inner workings as well as outer 

relations), as more explainable without the need of a mentalistic approach 

to generate behavioral predictions (“agential stance”), the more likely a hu-

man user will turn to Type 2 processing and network-type perceptions, try-

ing to rationalize the role of an AI system within a more complex HMN 

agentive structure. 

Dual-processing in AI agency perception influenced by factors such as AI 

interpretability may sometimes yield conflicting results. Spontaneous agen-

cy attribution in Type 1 processing may improve the overall user experience 

and even trigger social reactions while interacting with AI (Appel et al., 

2012; Araujo, 2018; Cowley, Gahrn-Andersen, 2021; Lucas et al., 2018). 

Controlled and rationalized network thinking may impede agency attribu-

tion and result in “opening the black box,” and objectifying AI's agential 

potential.  

 

————————— 
6 AI is interpretable when humans can easily understand the reasoning behind predictions and 

decision making of the model. The more interpretable and transparent the AI agent is, the easier it is 
for the user to comprehend it and trust it. 
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4. CONCLUSIONS 

 

The aim of this article was to develop a dual-process approach to AI 

agency perception that was previously suggested in (Rabiza, 2022), and to 

discuss possible triggers of various agency perceptions. 

I argue that there are two distinct types of thinking (processing) involved 

in human reasoning on AI agency: Type 1 and Type 2. The first is fast, auto-

matic, routine, and often unconscious; the second is slower, controlled, and 

more conscious. These two distinct types of processing can yield differing 

and sometimes conflicting results for human cognition and interaction. 

Type 1 processing triggers a point-type agency perception during HCI. In the 

Type 1 mode of thinking, we are likely to attribute agential status to a tech-

nical artifact. However, when agency attributJion towards an artificial agent 

is too cognitively demanding for a human user, Type 2 processing is ex-

pected to occur. This mode of thinking triggers a different, network-type 

agency perception during HCI. It is a more complex way of reasoning on 

external action, seeking the consistency and stability that comes from a co-

herent view of a larger “agential structure.” 

Using an analogy of Heidegger’s broken tool analysis I propose a hypoth-

esis on a possible negative correlation between the perceived agency of AI 

systems and their interpretability. The more the AI system is opaque and 

hides its inner workings as a nontransparent and poorly interpretable black-

box, the more likely a human user will adopt Type 1 thinking along with 

point-type agency perception. The more AI systems implement interpreta-

bility showing their mechanisms of operation (inner workings as well as 

outer relations) as more explainable without the need of a mentalistic ap-

proach to generate behavioral predictions, the more likely a human user will 

turn to Type 2 processing and network-type perception, trying to rationalize 

the role of an AI system within a more complex HMN agentive structure. 

The preliminary philosophical findings may contribute to further investi-

gations in philosophy of mind or cognitive psychology and could also be 

empirically tested in HCI and UX studies. 
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