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Abstract 

Robustness is often presented as a guideline for distinguishing the true or real from 
mere appearances or artifacts. Most of recent discussions of robustness have focused 
on the kind of derivational robustness analysis introduced by Levins, while the 
related but distinct idea of robustness as multiple accessibility, defended by Wimsatt, 
has received less attention. In this paper, I argue that the latter kind of robustness, 
when properly understood, can provide justification for ontological commitments. 
The idea is that we are justified in believing that things studied by science are real 
insofar as we have robust evidence for them. I develop and analyze this idea in detail, 
and based on concrete examples show that it plays an important role in science. 
Finally, I demonstrate how robustness can be used to clarify the debate on scientific 
realism and to formulate new arguments.  
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1. Introduction  

Robustness refers to multiple derivability, detectability or measurability. This idea 

may go all the way back to Aristotle, but the author who is usually credited for 

introducing robustness to the contemporary debate is Levins (1966), who argued 

that we can use several models with different simplifying assumptions to derive a 

robust result. Wimsatt (1981) embraced this idea, while authors such as Orzack and 

Sober (1993) strongly criticized it. In recent years, there has been a resurgence of 

work on robustness (e.g., Weisberg 2006, Woodward 2006; Kuorikoski, Lehtinen & 

Marchionni2010; 2012, Soler et al. 2012, Raerinne 2013, Hudson 2014).  

A tendentious idea that is associated with robustness is that it may provide 

justification for the step from “mere models” to what is actually real. This idea comes 

up in different forms in the work of the proponents of robustness. Levins (1966) 

famously asserted that the truth is at the intersection of independent lies. According 

to Wimsatt (1981, 1994), robustness is a criterion for the real. Weisberg (2006) and 

Kuorikoski et al. (2010, 2012) argue that robust theorems characterize or give 

information about the underlying causal relationships.   

As many authors have pointed out, there are in fact several different forms of 

robustness that only share the very general basic principle. Most of the recent 

discussion has focused on the sort of robustness analysis introduced by Levins and 

elaborated by Weisberg (2006), Woodward (2006), Kuorikoski et al. (2010, 2012), 

and others (from now on derivational robustness, or DR). The idea of DR is that a 

modeler can use several idealized or simplified models of a system or phenomenon 

to derive a robust result that does not depend on any of the individual simplifying 

assumptions. There is an ongoing debate concerning the extent to which robustness 

analysis can increase our confidence in the truth of the robust theorems, or the reality 

of the causal mechanisms involved. However, a more general form of robustness that 

is potentially more relevant for justifying inferences to what is real has received less 

attention. This is the kind of robustness that Wimsatt (1981, 1994) is mainly 

concerned with: things are robust if they are detectable, derivable, producible, etc., in 
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a variety of independent ways (robustness as multiple accessibility, MA). In the 

literature, these two forms of robustness are often conflated, but as I will briefly show, 

they differ in such crucial ways that it is better to keep them clearly distinct.  

In the main part of this paper, I will defend the idea that Wimsatt’s notion of 

robustness as multiple accessibility (MA), when properly understood and defined, 

can provide justification for our ontological commitments. What this means is that we 

are justified in holding something to be real if it is robust, that is, if it is detectable, 

producible, or derivable in a variety of independent ways. I will elaborate and refine 

this view, and address several possible problems. I will also illustrate the approach 

with examples from science, and finally consider the implications it has for the issue 

of scientific realism.  

As I will argue, robustness understood as multiple accessibility (MA) fulfills an 

important and neglected role in contemporary philosophy. Philosophers have 

traditionally focused on searching for a metaphysical criterion or definition for what 

is real, which results in very general claims such as “all real things are composed of 

fundamental physical particles” (e.g., Pettit 1993). Such general principles concern 

the final and absolute make-up of the world, and may be important in purely 

metaphysical projects, but are of little use if we are concerned with the (fallible) 

ontological commitments that current science justifies. In other words, traditional 

metaphysical approaches provide little help in answering the question: What are we 

justified in holding to be real now, as limited beings, based on the current state of 

science? As I will show in this paper, robustness (MA) provides one answer to this 

question. 

 

2. Robustness 

Richard Levins (1966) introduced the concept of robustness to the debate on 

modeling and explanation. He observed that the systems studied in population 

biology are so immensely complex that it is practically impossible to represent them 
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faithfully in all their detail, so in their models, scientists need to make simplifying 

assumptions or idealizations, as well as tradeoffs between values such as precision 

and generality. This opens the unfortunate possibility that the results obtained may 

be just artifacts of the simplifying assumptions.  However, if the modeler can apply 

several independent models of the same system with different simplifying 

assumptions and they all yield a similar result, she can be more confident that the 

result depends on the essential parts of the models and not on the simplifying 

assumptions. Such a result is “a robust theorem”. Robust theorems are typically 

predictions or generalizations, such as “in an uncertain environment, species will 

evolve broad niches and tend toward polymorphism” (Levins 1966, 423). Since 

models with strictly speaking false assumptions can result in robust theorems, “our 

truth is the intersection of independent lies” (ibid.). Although Levins’ topic was 

population biology, this idea is entirely general and can be applied to other contexts 

where idealized models are used, which includes most fields of science. 

Wimsatt (1981) discussed and expanded Levins’ ideas from a broader philosophical 

perspective, and recently authors such as Weisberg (2006; Weisberg & Reisman 

2008) and Kuorikoski et al. (2010, 2012) have continued this project. For example, 

building on the work of Weisberg, Kuorikoski et al. (2010) argue that modeling in 

economics can be seen as (collective) derivational robustness analysis. In 

derivational robustness analysis, modelers make substantial assumptions about the 

system or phenomenon under study, and then use robustness analysis to derive a 

common result from different models, each including the same substantial 

assumptions but different simplifying or “tractability” assumptions. The substantial 

assumptions are hoped to be realistic, while the tractability assumptions are known 

to be (strictly speaking) false. The common result, a robust theorem, gives 

information about the causal relationships in the system under study. The illustration 

given by Kuorikoski et al. (2010) is modeling in geographical economics. In this case 

the tractability assumptions include things such as specific utility functions or 

unrealistic but straightforward functions of transportation costs (ibid., 556-557). 

From various models with different tractability assumptions, the following robust 
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theorem can be derived: “Ceteris paribus, spatial agglomeration occurs when 

economies of scale are high, market power is strong, and transportation costs are 

low” (ibid., 555). 

This derivational robustness analysis (DR) has been criticized from different angles 

(Orzack & Sober 1993, Woodward 2006, Forber 2010, Odenbaugh & Alexandrova 

2011). In particular, the explanatory or confirmatory role that DR plays in science has 

been a matter of much debate in recent years. There is also no agreement on the 

relation between robust theorems and the underlying causal mechanisms. However, 

all of the authors involved in the debate agree that DR alone does not confirm the 

existence of causal relationships, or justify inferences to what is real. Some kind of 

empirical confirmation is always needed, be it then low-level confirmation of the 

mathematical framework (Weisberg 2006), confirmation of the substantial 

assumptions involved (Kuorikoski et al. 2012) or confirmation of the robust theorem 

itself (Odenbaugh and Alexandrova 2011). In sum, DR certainly plays an important 

role in science, but its relation to ontological commitments and the extent to which it 

allows inferences to truth or reality is far from clear. Since the issue has been 

extensively debated by the authors mentioned above, I will not discuss it in more 

detail here.  

While DR has been thoroughly analyzed in recent literature, Wimsatt’s (1981/2007, 

1994) work on robustness has received relatively little attention (notable recent 

exceptions being Soler et al. (2012) and Hudson (2014)). Wimsatt argues that the 

general idea of robustness has been at the background throughout the history of 

science, and can be found in the work of authors such as Aristotle, Galileo, Whewell, 

and Peirce, but is rarely made explicit and usually appears in footnotes or parentheses 

(1981/2007, 43).1 Wimsatt characterizes robustness analysis as consisting of the 

following procedures: “1. To analyze a variety of independent derivation, 

                                                        
1 An anonymous referee also pointed out that Husserl discusses criteria resembling 
robustness. A thorough historical study would probably reveal many further 
sources for the idea.   
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identification, or measurement processes. 2. To look for and analyze things that are 

invariant over or identical in the conclusions or results of these processes. 3. To 

determine the scope of the processes across which they are invariant and the 

conditions on which their invariance depends. 4. To analyze and explain any relevant 

failures of invariance.“ (Wimsatt 1981/2007, 44). Things that are invariant under 

such an analysis are robust (ibid.). According to Wimsatt (1981/2007, 45-46), the 

“processes” in clause 1 may refer to a broad range of things: different sensory 

modalities, experimental procedures, assumptions, models, axiomatizations, tests, 

scales, different sets of microstate conditions, theoretical descriptions of the same 

phenomenon at different levels of organization, and so on.  

Importantly, Wimsatt also argues that robustness is the criterion for distinguishing 

real things from mere appearances or artifacts: “|A]ll the variants and uses of 

robustness have a common theme in the distinguishing of the real from the illusory; 

the reliable from the unreliable; the objective from the subjective; the object of focus 

from artifacts of perspective; and, in general, that which is regarded as ontologically 

and epistemologically trustworthy and valuable from that which is unreliable, 

ungeneralizable, worthless, and fleeting” (ibid., 46). The reason why robust things are 

reliable and ontologically/epistemologically trustworthy is that if there are many 

independent ways of deriving or measuring something, the probability that all those 

ways happen to be mistaken is the product of the individual probabilities of error, 

and thus declines very rapidly as new independent ways are added (ibid., 47-50).2 

This general idea comes up in different forms also in Chang (2004), Franklin & 

Howson (1984), Hacking (1983), Salmon (1984), Staley (2004) and Trout (1998), 

among many others (see Stegenga 2009 for more).  

In a later article, Wimsatt (1994/2007) continues developing this approach, and 

explicitly presents robustness as a criterion for the real: “Although nothing will 

                                                        
2 This central robustness argument seems to be an instance of an inference to the 
best explanation, and resembles the “no miracles” argument for scientific realism 
(see Hudson 2014 for more on how these three are related). I return to the issue of 
robustness and scientific realism in section 5 below.  
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guarantee freedom from error, robustness has the right kind of properties as a 

criterion for the real” (Wimsatt 1994/2007, 197). He gives the following 

characterization of robustness: “Things are robust if they are accessible (detectable, 

measurable, derivable, definable, producible, or the like) in a variety of independent 

ways” (ibid., 196). The expression “things” is to be taken very generally, and potential 

targets of robustness include entities, properties, relations, propositions, and levels 

(ibid.). This idea of robustness as multiple accessibility  (MA) is what  I will focus on 

in the rest of this paper.3  

Wimsatt tends to see robustness as a general principle that is constantly working in 

the background in science. In this spirit, one could argue that derivational robustness 

(DR) is just a special case of MA, such that the target is a robust theorem, and the 

independent ways of deriving it are models with different simplifying assumptions 

(cf. Kuorikoski et al. 2010, 544-545, Wimsatt 1981/2007, 56-57). However, DR does 

not involve any independent ways of producing, measuring, or detecting the 

phenomenon, over and above applying different models. It is questionable whether it 

makes sense to think of different models of the same system (and with the same 

substantial assumptions) as sufficiently “independent ways” to yield MA (Odenbaugh 

& Alexandrova 2011, 762-763). Moreover, the results of DR are theorems 

(propositions), while MA primarily concerns entities, properties and phenomena – 

although robust theorems in DR refer to entities and properties, what is robust in DR 

is the theorem itself, and not the entities or properties.4  MA is presented as criterion 

for the real, but none of the proponents of DR argue that it should be seen as such a 

criterion. DR is closely linked to the idea that a modeler typically has to make 

                                                        
3 The distinction between DR and MA was clearly and succinctly pointed out by 
Calcott (2011), who called the former “robust theorems” and the latter “robust 
detection”.  
4 One could argue that also the results of MA are in the end propositions, for 
example propositions stating that some entity exists or has some property. 
However, even with this interpretation, there is a difference in kind between DR and 
MA: the results of the former are propositions of one kind (theorems), while the 
results of the latter are propositions of a different kind (existential propositions or 
property attributions).  
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simplifying assumptions and cannot maximize all epistemic values (such as precision 

and generality) simultaneously, resulting in tradeoffs between different values 

(Levins 1966, Matthewson & Weisberg 2009), while for MA this idea of tradeoffs and 

simplifying assumptions is inessential. In general, the context where DR is applied is 

modeling, while MA is a broader metascientific principle that plays an important 

background role in science (see sections 4 and 5).5 For these reasons, we should not 

consider DR to be a special case of MA, but rather a different form of robustness (see 

also Calcott 2011, who reaches a similar conclusion).  

Importantly, the classic criticism raised against robustness concerns DR, and does not 

apply to MA. The main point of this criticism is that DR constitutes a problematic non-

empirical form of confirmation, since one can derive a robust theorem from models 

without doing any experiments or observations (Orzack & Sober 1993, Odenbaugh & 

Alexandrova 2011). The supporters of DR have argued that this is not the case, 

appealing for example to the prior empirical confirmation of the (substantial 

assumptions) of the models involved (Kuorikoski et al 2012). However, MA typically 

involves independent ways of empirically detecting or measuring the target 

phenomenon, and thus escapes this criticism altogether.6 Of course, there are various 

other potential problems involved with MA; I will return to them in Section 3.  

It should be noted that there are various other notions or categories of robustness in 

the literature (cf. Boon 2012, Calcott 2011, Raerinne 2013, Weisberg & Reisman 2008, 

Woodward 2006). These forms play different roles in science, and warrant more 

detailed analyses, but this is beyond the scope of this paper. I have taken DR as a 

                                                        
5 Results from modeling can also contribute to MA by indicating that the target 
entity or property plays an explanatory role, but this is neither necessary nor 
sufficient for MA – see section 3. 
6 One implication of my account presented below is that there is a (low) degree of 
robustness also in the special case where there are just several independent ways of 
deriving a phenomenon. In this case, the criticism of non-empirical confirmation 
may apply. However, this is just a limit case, and nothing important turns on it: if 
empirical confirmation is taken to be necessary, we can simply add a clause stating 
that independent ways of derivation alone are not sufficient for robustness.  



 9 

starting point since it has been the focus of the recent philosophical discussion on 

robustness (Kuorikoski et al. 2010, 2012, Odenbaugh & Alexandrova 2011, Weisberg 

2006, Weisberg & Reisman 2008), and in the rest of this paper I will concentrate on 

robustness as multiple accessibility (MA) and its potential role as a criterion for the 

real.  

 

3. Robustness as a criterion for the real 

The idea that robustness as multiple accessibility (MA, from now on simply 

robustness) is a criterion for the real immediately raises the need for clarification. 

Several features of robustness make it prima facie problematic as a criterion for the 

real. First of all, robustness is a matter of degree: some things are more robust than 

others. For example, there are numerous independent ways of measuring, detecting, 

or deriving the temperature of an object, but (as of yet) very few independent ways 

of measuring, detecting, or deriving the Higgs boson. In contrast, taking reality to be 

a matter of degree is problematic: the idea that some things are more real than others 

is something many (though not all) philosophers would reject out of hand. 

Furthermore, our conceptions of how robust things are may change over time – there 

are far more ways of measuring, producing, or deriving electrons now than there 

were in the times of Thomson and Rutherford. There is also no guarantee that things 

that are considered robust based on the current state of science are real, as arguments 

such as pessimistic induction purport to show (e.g., Laudan 1981). Robustness is 

clearly a fallible criterion that is relative to a certain scientific community at a certain 

time.  

Due to these features, we should take robustness to be an epistemic criterion : a 

criterion that tells us when we have good grounds to consider something to be real. 

This also seems to be what Wimsatt primarily has in mind: “I want criteria for what 

is real which are decidedly local – which are the kinds of criteria used by working 

scientists in deciding whether results are ‘real’ or artifactual, trustworthy or 
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untrustworthy, ‘objective’ or ‘subjective’” (Wimsatt 1994/2007, 195). Unfortunately, 

Wimsatt never clearly explains what this exactly means and how robustness is 

supposed to function as an epistemic criterion. 

I propose to clarify this idea and its epistemic nature by spelling it out in terms of 

justification: roughly, we are justified in believing that X is real insofar as X is robust 

given the state-of-the-art scientific research (see also Eronen 2012). With this 

approach, the features of robustness characterized above are easily captured. Since 

robustness is a source of justification, it is clear that robustness can be a matter of 

degree, and that conceptions of what is robust can change with time and the scientific 

community:  we are considerably more strongly justified in believing that H2O 

molecules are real than we are in believing that the Higgs boson is real, and we have 

a far stronger justification for holding electrons to be real nowadays than in the late 

19th century.  

However, before I can formulate this idea more precisely, the definition of robustness 

itself needs to be updated. As we saw in the previous section, Wimsatt gives the 

following rough definition of robustness: Things are robust if they are accessible 

(detectable, measurable, derivable, definable, producible, or the like) in a variety of 

independent ways. This definition is problematic for several reasons. First of all, it 

does not incorporate the idea (mentioned above) that robustness is a matter of 

degree. Secondly, it defines robustness entirely generally, and does not make it 

relative to a scientific community at a certain time.7 Third, the statement that robust 

things need to be “accessible” in different ways is vague, and the expression “… or the 

like” in the parentheses leaves the different ways of access that can contribute to 

robustness entirely open. Furthermore, it is not clear whether the different types of 

ways of access (detection, measuring, derivation etc.) should be seen as necessary or 

sufficient conditions for robustness, or how exactly the ways need to be independent 

from each other.  

                                                        
7 Wimsatt also mentions these features of robustness; my point is merely that they 
are not reflected in the rough definition he gives. 
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I will proceed here by first giving an updated definition of robustness. I then explain 

and clarify the different parts of this definition, and after that turn to the variety and 

independence of the ways of access.  The updated definition is as follows: 

(Robustness) X is robust in the relevant scientific community at a certain time 

insofar as X is detectable, measurable, derivable, producible, or explanatory in 

a variety of independent ways.8  

In this revised definition, the target of robustness is intentionally left open (“X”). I 

take the definition to apply primarily to entities, properties, and phenomena, but do 

not rule out the possibility that it might apply to other sorts of things as well. As we 

saw in section 2, Wimsatt takes his rough definition to apply also to relations, 

propositions, levels, etc., but since extending robustness to these categories might 

bring along additional problems, I refrain from doing it here, and focus on the 

robustness of entities, properties, and phenomena.  

In the definition, the expression “insofar as” is intended to capture the fact that 

robustness comes in degrees. The vague reference to different ways of access has 

been replaced with an explicit list. All of these ways can contribute to robustness, but 

none of them should be seen as a necessary condition (a point to which I return 

below).  

What I mean by “explanatory” in the new definition is roughly that the candidate for 

robustness appears in explanatory generalizations (for example, invariant 

generalizations as in Woodward (2003)) or models of the relevant scientific 

community. I have added this to accommodate the widely held view that the fact that 

a kind appears in scientific laws or explanatory generalizations is (fallible) evidence 

                                                        
8 Strictly speaking, it would be more exact to say that “evidence for X is robust” or 
“our access to X is robust” instead of “X is robust”, since the latter expression seems 
to already imply the existence of X, and rule out by definition the robustness of non-
existent entities (such as phlogiston). However, in most contexts nothing important 
turns on this distinction, so for the sake of readability, I continue to talk of X itself as 
robust (instead of our evidence for it).  
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for its reality (e.g., Bird 1998, 74, Boyd 1991, 139-140). The idea is that if an entity or 

property does not appear in any explanatory generalizations or models, it has a 

relatively low degree of robustness, while an entity or property (such as the electron) 

that appears in a broad range of different explanatory generalization or models has a 

relatively high degree of robustness.   

I have also removed “definable”. In Wimsatt’s original context it is justifiable, since 

Wimsatt intends robustness to apply also to concepts, laws, and propositions 

(Wimsatt 1981/2007, 55). Robustness through multiple definability seems suitable 

(or at least potentially interesting) when applied to linguistic, theoretical, or 

mathematical objects. However, it is far from clear how (independent) definability 

could contribute to the robustness of entities, properties, or phenomena. There are 

various ways of defining what a gene is, but does that make the property of being a 

gene more robust? Clearly not, since the different definitions result in different 

categories with different extensions. Since the main focus here is on the robustness 

of entities, properties, and phenomena, I have not included definability in the 

definition.9  

The revised definition also reflects the fact that the different dimensions that can 

contribute to robustness (detectability, measurability, etc.) are not necessary 

conditions for robustness. This is an important point that has not been made explicit 

enough in the literature.10 For example, a phenomenon that is detectable, measurable, 

                                                        
9 It is also likely that what Wimsatt means by ‘definition’ or ‘definability’ is 
something weaker than what philosophers usually mean by it. For example, a 
definition of an electron given by a scientist could be that the electron is an 
elementary particle that has a negative electric charge of about 1.602 x 10-19 
coulombs and a mass of about 9.11 x 10-28 g. A philosopher would see this as a 
characterization of an electron, and not as a definition. In the context of robustness, 
multiple definability makes much more sense if we understand it in the weaker 
sense, i.e., as multiple characterizability. I thank Paul Teller for pointing this out. 
10 To rule out a further potential source of misinterpretation: detectability, 
measurability, etc., does not refer to detectability, measurability, etc., in principle, or 
to physical or metaphysical possibility. It refers to detectability, measurability, etc. 
with current technology, experimental setups, theories, and so on. 
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and derivable in a variety of independent ways, but is impossible to produce due to 

technological or practical (or even ethical) limitations, can be highly robust. Examples 

of this kind of phenomena include astronomical phenomena such as solar flares and 

supernovae. On the other hand, a phenomenon that is detectable, measurable, and 

producible in a variety of independent ways, but cannot be explained or derived from 

any existing theories, can be highly robust. For example, the spectrum of black-body 

radiation was such a robust phenomenon, until Planck showed how it can also be 

derived from theory. In fact, even one dimension may be sufficient for a (low) degree 

of robustness: If there are several independent ways of detecting a phenomenon, it 

has a degree of robustness, even though it cannot be produced, measured or 

explained. Examples of this kind include unexplained astronomical phenomena, such 

as supernovae observed before the 20th century. What is crucial is that the ways are 

sufficiently independent (see below), not that they are of different types. However, it 

is plausible that adding different types of access (measurement, detection, 

production, etc.) increases robustness more than adding more ways of the same 

type.11  

The definition of robustness refers to independent ways of detecting, measuring, etc. 

This is related to the principle mentioned in section 2: If we come up with more and 

more  ways of accessing something, the probability that all those ways happen to be 

                                                        

11 Naturally, the different ways of detecting, measuring, or producing a phenomenon 
can also vary regarding their inherent relevance: some methods are more reliable and 
produce stronger evidence than others. However, the issue of  evaluating strength of 
evidence has been discussed in other contexts in philosophy of science  (see for 
example Crupi, Tentori & Gonzales 2007 or Cartwright 2007, Ch. 3 for more). Since 
the strength of different lines of evidence can be evaluated independently of 
considerations of robustness, there is no problematic circularity here: robustness 
appears at a higher level when different strands of evidence are aggregated.  A related 
point worth mentioning is that the different ways of measuring or detecting should 
be at least minimally reliable – as Calcott (2011) points out, if the independent means 
have a probability of less than 0.5 of being correct, then adding more independent 
means does not increase the justification (or in Calcott’s terminology, likelihood of 
truth). 
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erroneous becomes increasingly small, but only if the ways are independent from 

each other.  However, although the idea is intuitively plausible, the exact nature of 

this independence has turned out to be difficult to spell out, and remains a matter of 

debate.  

There are various different approaches to the independence of evidence in the 

literature (e.g., Fitelson 2001, Franklin & Howson 1984, Kosso 1989, Staley 2004), 

and although none of them may be fully satisfactory, they do give some general 

outlines of a solution. First of all, it is clear that full-blown statistical independence is 

not what is required: different ways of measuring or detecting a property (such as 

temperature) will be statistically correlated, even when they are in other important 

respects independent (e.g., two thermometers based on different physical principles, 

such as a mercury thermometer and a radiation thermometer). A more promising 

notion is “less than perfect correlation” as proposed by Franklin and Howson (1984): 

if ways X and Y are less than perfectly correlated, then the hypothesis one wants to 

confirm receives more support from a mixture of X and Y than from repeated trials of 

X (or Y) alone (Franklin & Howson 1984). However, it is doubtful whether the nature 

of the required independence can be fully captured in formal terms. The idea is rather 

that the different ways of access should partly rely on different theoretical 

assumptions, different physical processes, or different experimental setups.  What 

seems to be necessary (though not sufficient) is that any problematic or unconfirmed 

assumptions should not be shared by the different ways of access (cf. Stegenga 2012). 

All in all, this calls for a more detailed (article-length) account, which is beyond the 

scope of this paper – for more discussion on robustness and independence of 

evidence, see Franklin & Howson (1984), Nederbragt (2012) and Stegenga (2012).  

Stegenga (2009) and Hudson (2014) have pointed out various other problems related 

to robustness as multiple accessibility. Stegenga (2009) raises issues such as dealing 

with discordant or conflicting evidence and evaluating the relative value or 

contribution of different strands (or types) of evidence. A further related issue is the 

integration or concordance of evidence of different types: the various modes of access 
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mentioned in the definition of robustness include scientific practices of quite different 

kinds (such as measuring and deriving), and it is not clear by what criteria we could 

ascertain that they provide access to the same phenomenon or entity.12 Hudson 

(2014) is very critical of robustness, and goes through several cases of apparent 

robustness reasoning, arguing that what is epistemically important in these cases is 

not robustness but identifying a process that is sufficiently reliable (see also Soler 

2014 for a detailed critical review of Hudson’s book).However, rather than knock-

down arguments, I take these to be issues that need to be clarified in future research, 

and constraints on a full-blown account of robustness, as also Stegenga (2012) is 

inclined to do.  

 

4. Robustness, justification, and science 

In the beginning of section 3, I proposed that instead of seeing robustness as a 

criterion for what is real, we should see it as a source of justification for our 

ontological commitments. Now that we have discussed robustness in detail, we can 

return to this idea and spell it out more clearly. I propose to define the relation 

between robustness and ontological commitments as follows: Robustness confers 

justification for believing that X is real, and the degree of this justification corresponds 

to the degree that X is robust.  

This thesis captures the idea that robustness is a source of justification for ontological 

commitments, and that the justification is a matter of degree. Importantly, it makes 

robustness a sufficient but not necessary condition: there may be other sources of 

justification. The fact that X is not robust does not imply that X is not real, or that we 

are not justified in believing X to be real. For example, phenomenal properties (the 

what-it’s-like aspects of mental states) are not robust, but most philosophers of mind 

consider them to be real properties due to the (arguably) direct and immediate access 

                                                        
12 I thank an anonymous referee for bringing this problem to my attention. The issue 
is also discussed in Hudson (2014) and Stegenga (2012). 
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that we have to them. It may also be that in some other special cases there is only one 

way of measuring or detecting some phenomenon, property or entity, but this way 

has been judged to be extremely reliable and error-free. In such cases we may be 

justified in believing that the phenomenon, property, or entity is real even though it 

is not robust.  

In order to show that the account of robustness I am defending is supported by and 

reflects scientific practice, I will consider two examples from history or science, one 

drawn from the neuroscience of vision and the other from climate research.13 The 

first example concerns “luminance units” in the retina. In the late 1960s, the 

neuroscientists Horace Barlow and William Levick were studying the responses of 

ganglion cells in the cat retina. Retinal ganglion cells form the last layer of processing 

in the retina, and are responsible for transmitting visual information to the brain. 

Barlow and Levick (1969) were measuring the electrophysiological responses of 

single ganglion cells, in order to find out how the base firing rate (“maintained 

discharge”) changes at different levels of light adaptation. To their surprise, they 

discovered units that were behaving very differently from other ganglion cells. The 

response of these cells was slow, relatively straightforwardly related to light 

intensity, and increased monotonically with increasing light intensity. These units 

were extremely rare – only three were positively identified out of a sample of 

hundreds of units. Barlow and Levick (1969) dubbed them “luminance units” and 

presented the tentative hypothesis that they convey information about luminance 

conditions.  

At that time, this was all that was known about these luminance units. They had not 

been observed in other experimental setups. They had not been derived from any 

existing models, and there was no theoretical framework or model where these units 

could be incorporated into. Even the single way of measuring them was not very 

                                                        
13 The classic example of robustness is Perrin’s argument for the existences of atoms 
based on multiple independent determinations of Avogadro’s number. I will not go 
through it here, since it has been discussed by several other authors (e.g., Cartwright 
1984, Salmon 1984, Hudson 2014).  
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reliable due to the low number of units detected. Consequently, they were not robust 

(or robust to a very low degree), and researchers in the scientific community were 

not justified in believing that they are real. Indeed, Barlow and Levick (1969, 714) 

asserted that it is “obviously risky” to conclude that these units form a distinct 

category.  

However, in recent years, a completely different line of research has led back to the 

luminance units (see Do & Yau 2010 for an extensive review). A type of rare and 

morphologically distinct ganglion cells has been discovered in the mammalian retina. 

These “intrinsically photosensitive retinal ganglion cells” (ipRGCs) contain a new type 

of photopigment, melanopsin. They respond to light stimuli even when all signals 

from the normal photoreceptors (rods and cones) are blocked – hence the title 

“intrinsically photosensitive”. Interestingly, ipRGCs have many of the same properties 

as luminance units: they are rare (comprising only about 1-3 % of the retinal ganglion 

cell population), they respond relatively slowly to light stimuli, the response 

increases monotonically with increasing light intensity, and the firing patterns of both 

types of units are similar. Thus, it is very likely that the luminance units discovered 

by Barlow and Levick were ipRGCs. 

In contrast to luminance units in the 1960s, ipRGCs in the 2010s are very robust. 

There is a broad range of independent techniques and experimental setups with 

which they can be studied: immunostaining for melanopsin, single unit recording, 

patch clamp recording, gene knockout studies, and so on (Do & Yau 2010). They play 

an explanatory role in models of light adaptation and circadian photoentrainment 

(i.e., the synchronization of the “biological clock” that keeps track of the day-night 

cycle): in these models, ipRGCs convey information about the level of illumination  

(Kumar Nayak, Yegla, & Panda 2007). The projections of ipRGCs to the brain, most 

importantly to the lateral geniculate nucleus of the thalamus, have been extensively 

studied. All in all, ipRGCs are extremely robust, and this confers a very high degree of 

justification to the scientific community for believing that they are real. This in turn 
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allows for more sophisticated explanations and theories, since scientists have a more 

detailed and well-justified ontology of the retina at their disposal. 

This example nicely illustrates the epistemic and relative nature of robustness: 

mammalian retinas contained ipRGCs in the 1960s just as they do now, but in the 

1960s ipRGCs (or luminance units, as they were called then) were not robust, while 

now they are to a high degree. Thus, as I have argued in section 3, conceptions of what 

is robust, and the related degree of justification, change over time. Similar stories 

abound in the history of science: consider for example the photoelectric effect, which 

was first discovered by Hertz in the late 19th century, and was at first robust to a low 

degree only. However, it was quickly confirmed by further independent experiments, 

and finally explained and fully incorporated into the state-of-the-art physical theories 

by Einstein in 1905. For further case studies of robustness, see for example 

Nederbragt (2003) and Trizio (2012). 

In the luminance unit case, considerations of robustness remain largely implicit – for 

example, Do & Yau (2010, 1547-1551) start their review by going through the 

different ways in which ipRGCs have been detected and measured, but do not 

explicitly draw the conclusion that this justifies us holding them to be real, probably 

because in the light of the evidence this conclusion is nearly trivial. However, in more 

controversial cases considerations of robustness are also explicitly appealed to.  

Let us take a brief look at one such case: climate change (see Trizio 2012 for another 

example from cell biology). Since the reality of global warming is still doubted by 

some non-scientists, the reports of the Intergovernmental Panel for Climate Change 

(IPCC) often refer to robustness to justify the conclusions. Interestingly, the fourth 

IPCC synthesis report even uses the term itself, defining it in a way that comes close 

to robustness as multiple accessibility: “a robust finding for climate change is defined 

as one that holds under a variety of approaches, methods, models and assumptions, 

and is expected to be relatively unaffected by uncertainties” (IPCC 2007, 72).14 This 

                                                        
14 This definition is not explained in more detail, and thus could also be understood 
as something closer to DR. However, the example that follows (warming of the 
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is followed by a list of the key robust findings, such as ”[w]arming of the climate 

system is unequivocal, as is now evident from observations of increases in global 

average air and ocean temperatures, widespread melting of snow and ice and rising 

global average sea level.” Thus, climate scientists appeal to the variety of different 

ways of measuring, deriving, or detecting the  warming of the climate system  in order 

to justify the belief that the phenomenon is real.  

These examples show that robustness plays an important role in justifying 

ontological commitments in science (either implicitly or explicitly), in accordance 

with the account I have defended in this paper. In the next section, I turn to the 

relevance of robustness for general issues in philosophy of science.  

 

5. Robustness and scientific realism 

The approach defended in this paper – taking robustness as a source of justification 

for ontological commitments – has the potential to shed light on various topics in 

philosophy of science. Most importantly, as I will show in this section, the robustness 

approach opens up new perspectives to issues related to scientific realism. The aim 

here is not to give a full defense of any particular position, but to illustrate some of 

the ways in which robustness can be put to use.  

The idea defended above is that we are justified in believing that things studied by 

science are real insofar as they are robust. Understood in this way, robustness fulfils 

an important and neglected role in contemporary philosophy. As I pointed out in the 

introduction, philosophers have traditionally focused on searching for a metaphysical 

criterion or definition for what is real, and have ended up defending principles such 

                                                        
climate system) clearly exhibits robustness as MA, as it refers to “observations” and 
not just models. In any case, the main purpose of this brief example is to 
demonstrate the importance of robustness for scientific debates. It is not intended 
to further clarify the notion, or to provide an analysis of the exact kind of robustness 
reasoning applied by the IPCC (which might be an interesting project in its own 
right).  
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as “to be real is to have causal powers” (e.g., Kim 1993, 202)) or “all real things are 

composed of fundamental physical particles” (e.g., Pettit 1993).15 These criteria are 

not relativized to a specific scientific community or point in time, and answer 

questions pertaining to the objective, final, and fully mind-independent make-up of 

the world. However, there is a different but related philosophical question that has 

received much less attention, and to which the traditional accounts are largely 

irrelevant: What are we justified in holding to be real now, as limited beings, based 

on the current state of science? Robustness provides one answer to this question. 

It is also possible to take the robustness approach a step further, arguing that the kind 

of justification based on robustness is the best that we can have, and that further 

inferences to what is really real are problematic and plagued with problems such as 

the pessimistic induction. In other words, any attempts to define what is real and non-

real in a metaphysically deeper way are doomed to fail: there is a mind-independent 

reality, but we can never be certain of having epistemic access to its fundamental 

nature. This (somewhat Kantian) basic idea has a long tradition, and is defended in 

different forms by Ladyman & Ross (2007), Quine (1981) and Wimsatt (2007) (see 

also Boon (2012), who defends a broadly Kantian approach to science and reality 

based on various robustness notions).   

A closely related view is Arthur Fine’s (1984) “Natural Ontological Attitude” (NOA). 

Fine argued that empirically justified everyday “homely truths” are on a par with 

scientific truths, and that we should accept the truth of the latter just as we accept the 

truth of the former – trying to provide a philosophical interpretation of the truth of 

scientific statements or of the correspondence between scientific theories and reality 

is misguided and unnecessary. Fine named the position that simply accepts the truth 

of the results of science and everyday truths “the core position”, and argued that we 

                                                        
15 I do not intend to dismiss such criteria, but rather to point out that they have a 
different role than robustness. In fact, these criteria are entirely compatible with the 
robustness approach. For example, one could argue that the ultimate metaphysical 
criterion for what is real is the causal criterion, but the source of justification for 
science-based ontological commitments is robustness. 
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should simply accept it as such without any of the additional claims that realists or 

antirealists make. This in turn commits us to the existence of the entities and 

properties that scientific theories refer to. The robustness approach can be used to 

support this view, as it shows that we are justified in believing that the objects studied 

by science are real, regardless of any additional metaphysical issues concerning the 

nature of mind-independent reality and its relation to scientific theories.  

However, supporters of stronger forms of realism may also benefit from a closer 

analysis of robustness. It can be used to formulate the following arguments in favor 

of scientific realism. First of all, many entities and phenomena, for example electrons, 

have remained robust throughout much of the history of modern physics, which could 

be taken as evidence for their mind-independent reality (cf. the “entity realism” of 

Hacking (1982) and Cartwright (1983)). Furthermore, it could be argued that the 

robustness of phenomena studied by science tends to increase over time. It is 

plausible that scientific and technological progress, generally speaking, results in 

more and more independent ways of accessing entities, properties, and phenomena. 

For example, there are many more different ways of detecting, measuring, or deriving 

electrons now than one hundred years ago, and the same holds for most things 

studied in contemporary physics. If this metascientific hypothesis turned out to 

generally hold, it would mean that our confidence or justification for believing in the 

reality of things studied by science increases over time. 

One apparent counterexample to this is cases like phlogiston, which may have been 

robust to some degree at some point in time, but later turned out not to exist at all (cf. 

Enc 1976). Prima facie, such cases suggest that robustness does not in general 

increase over time. I have two responses to this concern. First, it could be argued that 

phlogiston was never robust, since all the different ways of deriving, producing, or 

detecting it were either based on (shared) unsupported theoretical assumptions, or 

where flawed in other ways. That is, although phlogiston seemed to be accessible in 

multiple independent ways, this was not actually the case (this would be comparable 

to the classic case of pseudo-robustness, bacterial mesosome – see Culp (1994) for 
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more). Secondly, even if we grant that phlogiston was at some point in time robust to 

some low degree, it was clearly replaced by a far more robust entity, namely oxygen. 

Thus, also in cases like this there is a general increase over time of the robustness of 

the phenomena studied by science. The scientific ontology may be refined and revised 

over time, but the overall confidence in it increases.  

Apart from these issues, a further implication of the robustness approach is that it 

supports our belief in the reality of higher-level things. As the examples discussed in 

the previous section suggest, there is no reason to doubt that many or most of the 

entities, properties and phenomena studied by the special sciences are robust, which 

implies that we are justified in believing that they are real. However, this does not 

lead to any ontologically radical pluralism or emergentism. The robustness approach 

shows that we can have direct justification for holding higher-level things to be real, 

but this is entirely compatible with most forms of (non-eliminative) reductionism. 

The reality of higher-level things leaves open the possibility that they can be 

mechanistically explained (see Bechtel 2008, Eronen 2012 and Wimsatt 2007), or 

even that they may be in some sense ontologically reducible (i.e. identical) to lower-

level things (e.g. Esfeld & Sachse 2007).  

Interestingly, the robustness approach may lead to the striking conclusion that we 

are, in some cases, more justified in believing that higher-level things are real than 

lower-level things. For example, neurons and biological organisms are extremely 

robust, while some fundamental physical particles such as the Higgs boson are (as of 

yet) robust to a relatively low degree. This of course does not mean that fundamental 

physical particles are less real than neurons, but rather that our justification for 

holding them to be real is relatively lower: because of the difficulties related to 

measuring and examining elementary particles, it is more likely that the Higgs boson 

turns out not to exist than that neurons turn out not to exist.  

A staunch antirealist (along the lines of van Fraassen 1980) would probably not be 

satisfied with the above, and could simply deny that robustness (or anything else for 

that matter) provides justification for holding things studied by science to be real. 
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However, my aim here is not to give a full-blown defense of scientific realism, but to 

show how robustness provides new ways of approaching the issue and new possible 

arguments. I also believe that antirealists could happily accept the importance of 

robustness and many of the associated claims (see Boon 2012). The definition of 

robustness itself does not say anything about reality, and the part about justification 

could probably be reformulated in an antirealist framework (e.g., in terms of 

empirical adequacy and acceptance instead of ontological commitments).  

 

6. Conclusions 

Robustness is often presented as giving guidelines for distinguishing the true or real 

from mere appearances or artifacts. Most of recent discussions of robustness have 

focused on the kind of derivational robustness analysis introduced by Levins.  The 

extent to which it justifies inferences to what is real is far from clear and a matter of 

ongoing debate. Instead, I have focused in this paper on the idea of robustness as 

multiple accessibility, drawn from the work of Wimsatt. I have developed and 

analyzed this idea, and argued that it can provide justification for ontological 

commitments. The idea is that we are justified in believing that things studied by 

science are real insofar as they are robust. As I have shown, this idea can be useful to 

philosophers in science in many ways, especially in debates related to scientific 

realism. Most importantly, as opposed to more metaphysical criteria, it shows what 

we are justified in holding to be real now, as limited beings, based on the current state 

of science.  
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