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Abstract

It is valuable for inquiry to have researchers who are commit-
ted advocates of their own theories. However, in light of pervasive
disagreement (and other concerns), such a commitment is not well
explained by the idea that researchers believe their theories. In-
stead, this commitment, the rational attitude to take toward one’s
favored theory during the course of inquiry, is what I call endorse-
ment. Endorsement is a doxastic attitude, but one which is governed
by a different type of epistemic rationality. This inclusive epistemic
rationality is sensitive to reasons beyond those to think the partic-
ular proposition in question is true. Instead, it includes extrinsic
epistemic reasons, which concern the health of inquiry more gen-
erally. Such extrinsic reasons include the distribution of cognitive
labor that a researcher will contribute to by endorsing a particular
theory. Recognizing endorsement and inclusive epistemic rational-
ity thus allows us to smooth a tension between individual rationality
and collective rationality. It does so by showing how it can be epis-
temically rational to endorse a theory on the basis of the way this
endorsement will benefit collective inquiry. I provide a decision the-
oretic treatment for inclusive epistemic rationality and endorsement
which illustrates how this can be accomplished.

1 Introduction

Consider the following case:
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Ellie is an entomologist, studying the brilliantly colored Mada-
gascan Sunset Moth. Somewhat unusually, the coloration on
this moth’s wings are not the result of pigmentation, but of
complicated light interference and polarization patterns caused
by the micro-structure of its wings. The common view among
Ellie’s colleagues is that the function of this coloration is apose-
matic, i.e., to warn potential predators of the moth’s toxicity.

However, Ellie is aware of a new hypothesis, that the color
and polarized light patterns are actually a signaling method
between moths. She is not confident in the truth of this hy-
pothesis, as no behavioral studies have yet been done. In fact,
she is more confident in the aposematic theory. However, since
few entomologists are working on the signaling theory, she de-
cides to pursue it.

As she garners evidence for the signaling theory, she ad-
vocates for it in published work and in discussion, defending
it from various objections. She sometimes asserts its truth, or
defends it as the best view. It becomes her favored theory to de-
fend, and she remains committed to it in her work over time,
even though most of her colleagues disagree with her. How-
ever, outside of professional activities, Ellie will admit that she
still does not believe it. She is not that confident it is right.1

Ellie’s situation is a familiar one: researchers often find themselves
committed to theories in the face of disagreement with their peers. More-
over, it seems clear that Ellie is not behaving irrationally. Indeed, her ac-
tions are consistent with being an excellent researcher. A healthy commu-
nity of inquiry, in any field, needs researchers who will strike out to pur-
sue theories which are not currently the most probable, or best-confirmed.
Inquiry needs researchers like Ellie.

Ellie does not believe that the signaling theory is true.2 Nor, I would
suggest, should she believe it. Nonetheless, she is committed to the view,
defends it, advocates for it, directs her future research on the basis of it,

1This example is inspired by the actual case of the Madagascan Sunset Moth,
Chrysiridia rhipheus. For details on the signaling hypothesis, see Yoshioka and Kinoshita
(2007).

2Nor does she believe that it is approximately enough true, or that it is the best theory,
or even that it is empirically adequate in van Fraassen’s sense (1980).
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and even asserts that it is the right theory. These actions are generally
associated with beliefs, and with epistemic standards which Ellie clearly
does not meet. She does not know the signaling theory is true, so she nei-
ther obeys the knowledge norm of assertion, nor does she base her actions
only on premises she knows.3 So how can we account for the apparent
rationality of her behavior?

In order to explain and justify Ellie’s actions, we must recognize a dis-
tinct attitude that researchers have toward their theories. I call this atti-
tude endorsement. As I will argue, endorsement is the rational attitude to
take toward one’s favored theory during the course of inquiry.

Endorsement is governed by what I call inclusive epistemic rationality.
This is distinct from the veritistic (or accuracy-first) epistemic rational-
ity that plausibly governs full belief and credence (Goldman 1986; Joyce
1998; Pettigrew 2016). It is also distinct from a true pragmatist view,
which denies any distinction between pragmatic and epistemic rationality
(Rinard 2015). This notion of inclusive rationality is necessary to account
for the actions of excellent researchers like Ellie. Sometimes researchers
are sensitive to reasons which speak in favor of pursuing a theory, but
which are not reasons to think the theory is true. Yet these are not simply
pragmatic reasons: they are considerations about what is good for inquiry.
I will call such considerations extrinsic epistemic reasons (following Steel
2010).

In this paper, I will argue that recognizing endorsement is necessary in
order to provide a proper account of inquiry, and the norms that govern it.
The paper has two goals. The first goal is to characterize when it is epis-
temically rational to endorse a theory. The second goal is to show that the
right account of rational endorsement will allow us to smooth some appar-
ent tensions between individual and collective rationality. The successful
completion of these two projects shows that a theory of inquiry which in-
cludes endorsement provides a better account of inquiry, and prescribes
better norms for inquiry, than one which does not recognize the attitude.

In what follows, I will briefly give an account of the nature of endorse-
ment. Then, I will describe the valuable features of inquiry to which
endorsement contributes (§3). In §4, I will give an account of inclusive

3One can even swap out “knows” here for “is justified in believing,” and the knowl-
edge norm for some other norm. Plausibly, Ellie will also fail to meet such weakened
requirements. For the knowledge norm of assertion, see Williamson (1996, 2000). For an
overview of the norms of assertion literature, see Pagin (2016); Weiner (2007).
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epistemic rationality. Then, in §5, I will discuss some extrinsic epistemic
reasons derived from the social epistemology literature regarding the dis-
tribution of cognitive labor. In §6.1, I argue that endorsement allows us
to account for the way individual researchers are sensitive to these extrin-
sic reasons, and thereby helps smooth a tension between individual and
collective rationality. Finally, I will provide a formal decision-theoretic
framework for describing rational endorsement which reflects the forego-
ing considerations (§6.2).

2 Endorsement

Endorsement is a propositional, doxastic attitude; i.e., it is an attitude one
takes toward a proposition. It is the appropriate attitude to take toward
one’s favored theory during the course of inquiry, within the domain of a
cutting-edge research field.

This notion of endorsement is inspired by work on the distinction be-
tween acceptance and belief, especially by the work of L. Jonathan Cohen
(1989a, 1989b, 1995), Isaac Levi (1974, 1980, 2004), Patrick Maher (1993),
and Bas van Fraassen (1980). However, there are a dizzying array of differ-
ent notions of acceptance4 and my concept of endorsement is distinct from
these previous ideas of acceptance in a variety of ways. Most importantly,
endorsement is distinctively epistemic and provisional.5 It is sensitive to
both intrinsic and extrinsic epistemic considerations (see section 3 below
for more on this distinction). It is an attitude one takes during the “context

4There are at least five kinds of “acceptance” notions that appear in philosophy: Co-
hen’s notion from epistemology (Alston 1996; Cohen 1989a), the notion from the phi-
losophy of language (R. C. Stalnaker 1987), the notion from the philosophy of science
(Kaplan 1981a, 1981b; Levi 1974; Maher 1993; Van Fraassen 1980), the concept of ac-
ceptance from the metacognition literature (Frankish 2004; Proust 2013), and the genus
conception of acceptance (Shah & Velleman 2005). For more on the various notions of
acceptance, see McKaughan (2007).

5I am not the first to notice the need for a provisional, acceptance-like attitude. Gold-
berg notices this need in the context of pervasive disagreement in philosophy (2013a;
2013b). Other examples of varying degrees of similarity can be found in Firth (1981);
Lacey (2015); R. Laudan (1987); McKaughan (2007); Whitt (1985, 1990). I take this con-
vergence to be good evidence in favor of the existence of the attitude I call endorsement.
However, my account is significantly divergent from prior accounts, and I apply the the-
ory to both philosophy and science.
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of pursuit” (L. Laudan 1978), and is importantly involved with planning
future research.6

The following is a characterization of endorsement. It describes a set of
features of the attitude which serve to distinguish endorsement from other
kinds of mental states, including belief. I take it that this characterization
is compatible with any particular view of the nature of mental states, with
the possible exception of eliminativist views.

Endorsement: Endorsement is a doxastic propositional atti-
tude. S endorses p in a research domain d only if:

1. S is disposed to assert that p, or otherwise express com-
mitment to p (in d).

2. S takes herself to be obligated to defend p (in d).
3. S treats p as a premise in her further reasoning (in d).
4. S shapes her research program in d (in part) based on p.
5. S is resiliently committed to p (in d).
6. S takes p to be a live option (i.e., she does not know p is

false).
7. In endorsing p, S aims to promote healthy inquiry.

Endorsement is specific to a research domain: a subject endorses some-
thing for the purposes of a particular domain of inquiry. Characteriz-
ing these domains might be tricky in some cases, but I am conceiving of
them as standard, familiar divisions of inquiry: fields and sub-fields of re-
search (e.g., physics, or epistemology). Which theories are candidates for
endorsement depends on the particular domain of inquiry.7

6Following Laudan, a number of philosophers of science have appealed to this notion
of the context of pursuit. This context is the stage of inquiry when researchers pursue
promising but as-yet unconfirmed theories. For an overview of this literature, see McK-
aughan (2007) and Whitt (1990). Other examples include R. Laudan (1987); McKaughan
(2007, 2008); McMullin (1976); Nickles (1981); Šešelja, Kosolosky, and Straßer (2012);
Šešelja and Straßer (2013, 2014); Whitt (1985, 1992). There is insufficient space here to
show all of the applications of endorsement, and inclusive epistemic rationality, to the
pursuit literature.

7Endorsement is a propositional attitude. However, this does not mean that the the-
ories being endorsed need to be understood as propositions. I want to remain neutral
on the nature and structure of scientific theories (Frigg & Nguyen 2016; Winther 2016).
Technically speaking, the propositions that the attitude is taken toward can be propo-
sitions about the theory. So, if one has the view that, for instance, theories are actually
models, then the proposition one endorses could be just “Theory A is an accurate enough
model” or “Theory A is the best model,” or some other variation on these lines.
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Endorsement is a “fragmented” attitude, meaning that it is compart-
mentalized rather than being a global feature of the subject’s mental state.
It is fragmented in two respects: first, it explains the seemingly inconsis-
tent actions of subjects who are committed to a position during research,
but are not confident enough to believe it or act on it outside of the re-
search domain. And second, what one endorses in one domain can be
inconsistent with what one endorses in a different research domain.8

Endorsement is similar to belief in a number of ways. However, the
above characterization provides for distinguishing the two attitudes, given
appropriate interpretation of its conditions.

First, condition 5 requires resiliency, as endorsement is more resilient
than belief. Endorsement can be permissibly maintained in the face of sig-
nificant contrary evidence, objections, or purported counter-examples. If
one discovers such evidence against a proposition one believes, one should
give up that belief. But endorsement is an attitude suitable even in the face
of pervasive disagreement and significant contrary evidence. It is the atti-
tude a committed advocate has toward a theory. In this way, endorsement
licenses maintaining healthy disagreement. The importance of this will
become clear in §3.9

A second way endorsement is distinguished from belief is the obliga-
tion to defend (condition 2). Quite often, subjects will not be required
to defend their beliefs (though of course in other cases they will be). But
taking up an endorsement attitude will almost invariably involve some
obligation to defend the view. After all, taking a position and advocat-
ing for it in a field of research is to be involved in defending the view.10

One way endorsement is valuable for inquiry is because it motivates and
licenses such behavior (as I will argue below in §3).

Endorsement also involves directing one’s research on the basis of what
is endorsed (condition 4). So, if a researcher endorses a theory, and there is
a particularly important method for testing that theory, or a characteristic

8For more on the notion of fragmentation, see Egan (2008); Elga and Rayo (2015);
Lewis (1982); Rayo (2013); R. C. Stalnaker (1987).

9Note that this resiliency is quite distinct from Leitgeb’s notion of stability. Stability
involves having good reason to expect no evidence that would warrant giving up the
belief (2014). Belief is stable but not resilient, and endorsement is resilient but not stable.

10This obligation to defend is similar to the role Kaplan (1981a, 1981b) sees for his
notion of acceptance. Later, however, Kaplan (1995) explicitly equates this kind of ac-
ceptance with belief, which I think is a conflation.
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kind of methodology tied to the theory’s tradition or heuristic, then this
will affect what the researcher should be doing.11 That is, the researcher
should plan to engage in the method, or the associated methodology, be-
cause they endorse the theory. This, along with the strong obligation to de-
fend, means that endorsement carries with it certain “pragmatic commit-
ments” that belief does not.12 Endorsing a theory means directing one’s
research toward that theory. Although beliefs clearly govern our behavior,
believing that P does not generally commit one to researching about P .

The sixth condition concerns the fact that endorsement is an attitude
one takes toward theories which are potential answers to the questions
which guide a domain of inquiry. It is not the kind of attitude that an en-
gineer takes toward Newtonian mechanics when using that theory for the
purposes of bridge-building. For endorsement to play it’s role in helping
to motivate researchers, it must be that the researchers consider the theory
in question to be a live option. A subject endorsing p advocates for p, and
wants to see it turn out to be true. This is only possible if endorsements
are limited to live options.

The seventh condition is about the aim of endorsement. The aim of
endorsement is to promote healthy inquiry. “Healthy” here is just meant
as a neutral term to express positive evaluation. Endorsement aims at the
collective good of inquiry. Endorsing p aims at promoting the health of in-
quiry by allowing the subject to appropriately engage in community dis-
course and debate, and by motivating her to commit to a research program
which promotes the community’s goals. This connects the aim of endorse-
ment with truth, but only indirectly. Endorsing promotes the community’s
learning more truths.13

The last two conditions also help illustrate the way endorsement is
distinct from belief. Belief aims at truth. It seems plausible that there
is a sense in which believing falsehoods is simply impermissible, and it
is this requirement that generates various other epistemic requirements.
However, endorsement’s connection with the truth (of the proposition en-
dorsed) is more closely akin to guessing. When guessing, the hope is to

11For the notion of a heuristic, or characteristic methodology, see Whitt (1992) and
Šešelja and Straßer (2014).

12For more on this notion of pragmatic commitment, see Van Fraassen (1980) and
Whitt (1990).

13I tend to think good inquiry is that which leads to the community learning interesting
truths, but “healthy” here could refer to meeting a variety of epistemic standards.
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guess the truth, but with little expectation of reliability in achieving this.
It is permissible to guess (and endorse) unreliably. This is why endorse-
ment is only appropriate to theories which are not known to be false, but
these theories need not be the most likely theory to be true. In contrast,
permissible belief requires some kind of reasonable expectation of achiev-
ing its aim of getting at the truth, and so believing unlikely things is inap-
propriate.

Another thing which distinguishes belief and endorsement is that there
are different norms for rational belief than there are for rational endorse-
ment. Where to draw the lines between what characterizes the attitude
and what the norms of the attitude are is a bit difficult. There is signifi-
cant overlap between the two projects. However, this does not seem terri-
bly problematic, as belief is generally taken to have constitutive rationality
requirements and a constitutive truth aim (Shah & Velleman 2005).

The biggest normative difference between endorsement and belief in-
volves the following principle, which I take to be a bedrock intuitive as-
sumption about belief: it is irrational to believe some proposition p if one
takes ¬p to be more probable than p. Put simply, you should not believe
something you think is more likely false than true. This principle is not
true for endorsement. One should not knowingly endorse something false,
but one can endorse something unlikely to be true. Endorsement is an ap-
propriate attitude for theories which should be pursued and advocated
for, but which are (at least as yet) unconfirmed.14

With endorsement on the table, we now turn to the role it is meant to
play in inquiry, which will in turn enable us to derive appropriate norms
for rational endorsement.

There are two projects that recognizing endorsement contributes to:

Vindication Explain, rationalize, and justify our current practice.

14One might worry that this will permit endorsement of theories which should be ruled
out, either for epistemic or moral reasons, e.g., that anthropogenic climate change is not
occurring, or pseudo-scientific racist theories. However, there are two ways of resisting
the idea that endorsing these theories would be appropriate. First, I think moral reasons
are over-riding, so if one has a moral reason not to endorse a theory, this will mean that
one should not do so, all-things-considered. Second, and more directly, endorsement is
an attitude taken to live options, not options known to be false. The two examples here
are both known to be false, and so are not potential candidates for endorsement. Thanks
to Briana Toole for discussion on this worry.
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Prescription Offer normative guidance to philosophers, humanists,
and scientists about the appropriate attitudes to take to their favored
theories.

There are both normative and descriptive elements to the vindication pro-
ject: I want to offer a description that accurately reflects and explains the
actions of at least some researchers, while also justifying them. However,
the theory of endorsement also provides normative guidance for how to
structure inquiry, and this is reflected in the prescription project.

These two projects give us some guidance on what an account of the
norms of endorsement should look like. The norms need to be attainable
by subjects, without the subjects’ being specifically knowledgeable about
“endorsement,” which is not a univocal pre-theoretical notion. To pursue
the vindication project, the norms need to be attainable, so they are met
by some actual researchers. For the purposes of providing prescription
and justification, the norms need to reflect the features of inquiry which
we take to be valuable.

3 The Value of Endorsement

In this section, I want to briefly characterize the valuable features of in-
quiry that endorsement promotes.

Endorsement is governed by inclusive epistemic rationality, which in-
cludes extrinsic reasons. This is justified as a distinct and significant kind
of rationality because it includes sensitivity to features of healthy inquiry.
These are features which an accuracy-only notion of epistemic rationality
leaves out. Because of this, endorsing in accordance with inclusive epis-
temic rationality promotes better inquiry. There are a number of such
features that endorsement promotes.

A central feature of inquiry promoted by endorsement is the resilient
commitment of researchers to their theories. It is undesirable for a re-
searcher to drop a costly research program at the first sign of strong con-
trary evidence. We want researchers who are motivated to continue to
defend their theories in the face of difficult objections, because sometimes
objections and counter-evidence turn out to be misleading. Endorsement
is an attitude that is characterized by this kind of commitment, and the
norms of rational endorsement reflect this fact.
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Having a resilient commitment to a theory means a researcher will
commit significant time and energy to exploring implications of the the-
ory. They will be motivated to develop the best version of the theory, the
best possible defense of the theory, and to explain away anomalies and
purported counter-examples.

Thus, having researchers who endorse their theories will contribute
to the vivacity of debate. To borrow a famous notion, this will encour-
age a robust “marketplace of ideas” where views will get their full, fair
hearing.15 Researchers will be motivated to be strong advocates for their
favored views, and allow them to have their “day in court.” This kind of
debate is valuable as a feature of inquiry, and a practice of rational en-
dorsement is well-positioned to promote it. The norms of endorsement,
therefore, should reflect this.

Similarly, it is valuable for inquiry to avoid certain kinds of undesir-
able deference on the part of researchers. Usually, when we encounter the
advice of experts in a certain field (when we are not members of that field),
we should defer to the experts’ judgment. When a layperson discusses a
theory’s import to the broader society, they should defer to experts in the
field. This also seems like a good rule for policy-makers. But it would
be undesirable to have this deference when actually engaged in research.
We do not want all researchers (even novices) to simply defer to the best
experts in their field; this would stifle creativity and progress. This non-
deference is clearly a necessary requirement of healthy philosophical dis-
course, for example. And I think the same is true throughout inquiry.
Endorsement is also well-positioned to encourage this. Rational Endorse-
ment involves advocacy of a theory, and may be justified even when one’s
confidence in the theory is lowered by disagreement.

It is highly intuitive that it is valuable to have researchers who serve as
committed advocates for views, and who are willing to defend less well-
developed views in the face of disagreement. In addition, there is signif-
icant empirical evidence that human inquiry and reasoning is improved
by group arguments with these features. Groups that engage in debate,
and begin with disagreement, are better at getting at the truth, and at
producing instances of good argumentation. This has been supported by

15The analogy of free expression of ideas to an economic marketplace seems to trace
back to Mill through Supreme Court Justice Oliver Wendell Holmes, though it is perhaps
an imperfect metaphor for Mill’s own view (Gordon 1997).
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a number of psychological experiments involving a variety of reasoning
and decision-making tasks (Bonner, Baumann, & Dalal 2002; Geil 1998;
Kerr, MacCoun, & Kramer 1996; Kerr & Tindale 2004; Laughlin, Bonner,
& Miner 2002; Laughlin & Ellis 1986; Mercier 2016; Mercier & Sperber
2011; Resnick, Salmon, Zeitz, Wathen, & Holowchak 1993). When people
are challenged in their arguments (or even when they expect to be so chal-
lenged), they produce better arguments, recognize problems with others’
arguments, and avoid making fallacious inferences.16

In addition to the empirical psychology literature, there is also support
in the form of case studies from science. In particular, a recent paper by
De Cruz and De Smedt (2013) appeals to a case study from paleoanthro-
pology to argue that disagreement is valuable for inquiry. They consider
the case of the alleged discovery of Homo floresiensis, a proposed hominin
species. Paleoanthropologists disagree about whether the skeletal remains
of small hominins found in a cave on the Indonesian island of Flores are
those of a new species, or whether they are actually the remains of patho-
logical modern humans (i.e., humans with some sort of hereditary con-
dition leading to small stature, myoencephaly, and various other slight
differences from more typical human adults).

De Cruz and De Smedt argue that the disagreement among scientists
over this question has led to three significant benefits. First, it results in
the generation of new evidence, as proponents of each view are motivated
to seek new and better evidence to convince their peers. Second, it leads to
a reassessment of existing evidence and old assumptions. This is because
it motivates scientists to look for ways in which old evidence might pro-
vide support for their view, and to look at old assumptions that conflict
with their view, but are inadequately substantiated. Third, disagreement
helps overcome confirmation bias, since researchers seek evidence and ob-
jections to views they oppose, and their disagreeing peers force them to
notice and account for objections to their own view.

Endorsement enables the kind of resilient commitment and advocacy
of a theory which leads to the valuable disagreement described by both
the psychological literature and scientific cases studies.

An additional valuable features of inquiry will be explored in more
depth below, in section 5: appropriate distribution of cognitive labor dur-

16For an overview of the empirical literature regarding the benefits of debate and dis-
agreement in group reasoning, see Mercier and Sperber (2011) and Mercier (2016).
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ing the course of research.

4 Inclusive Epistemic Rationality

Ellie’s case (from the very beginning of the paper) is an example of a
familiar and widespread occurrence. There are many inquirers who are
motivated to contribute positively to inquiry. They are not motivated by
personal gain or by fame or fortune (or at least not only by such things).
Rather, they pursue and commit to a theory partially out of a concern for
contributing to healthy inquiry. Ellie just wants to do her part in getting
at the truth. Reasons which bear on the health and success of inquiry
are genuine epistemic reasons. A view which did not distinguish these
reasons from purely pragmatic ones would fail to make an important dis-
tinction.17

Endorsement is to be distinguished from belief, on the one hand, and
from various practically-oriented acceptance notions, on the other, on the
basis of the kind of epistemic rationality that governs it. What it is epis-
temically rational to endorse depends on reasons beyond those on which
rational belief is based. Yet these reasons are also genuinely epistemic, as
we see in Ellie’s case. We can still distinguish between this kind of in-
clusive epistemic rationality and the “anything goes” pragmatist view of
Rinard (2015).18

Rinard argues that there is no sense of epistemic rationality that can be
distinguished from practical rationality (2015). Belief formation is gov-
erned by the same rational standards as any other act. Rationality is thus
univocal: epistemic considerations are only relevant to an act’s choice-
worthiness to the degree that a subject happens to value them. I’m calling
such a view “anything goes,” because any reason or consideration relevant

17Of course, none of this is to deny that some researchers really are motivated by pru-
dential reasons, especially fame and prestige. This motivation is not even always a bad
thing for science (see Kitcher (1990); Strevens (2003)). I am merely suggesting that some
of us are sometimes motivated by a desire to contribute to inquiry.

18Throughout, I use terms like “reasons,” “considerations,” and “values,” and treat
them as though they are interchangeable. I think my view is compatible with a wide
variety of views about the nature of normativity, so one can simply plug in one’s favored
view from the meta-ethics and meta-epistemology literature. For an overview of avail-
able theories, see Alvarez (2016); Broome (2015); Finlay and Schroeder (2015); FitzPatrick
(2004); Gert (2009); Parfit and Broome (1997).
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to the agent’s interests gets counted in determining what is rational for
that agent to do.

The anything goes view fails to adequately explain cases like Ellie’s,
and fails to distinguish them from cases where the subject is motivated
entirely by pragmatic reasons. There is a clear sense in which Ellie is justi-
fied merely by appeal to considerations about what is good for inquiry. Of
course, there might be pragmatic reasons for what she does as well (e.g.,
it might be good for her career). But there need not be any such practical
reasons: Ellie would be justified merely by appeal to what is good for in-
quiry. Distinguishing between a sense of rationality which is inclusively
epistemic, and a sense which is “anything goes,” helps us to distinguish a
case like Ellie’s from one where the subject is motivated only by pragmatic
concerns.

Contrary to the arguments of Rinard and other pragmatists, it has
long been standard to suggest that there is a sense of epistemic rationality
(or justification) which is importantly distinct from prudential rationality.
That is, we can evaluate a belief based on purely epistemic merits. How-
ever, what considerations, values, and reasons count as epistemic, in this
sense, is plausibly more narrow than the inclusive epistemic rationality I
will propose below.

Examples of this kind of epistemic consideration are how well a belief
is supported by evidence, how coherent a set of beliefs is, or how reliably
they were produced. Such concerns might be overridden by moral and
even sometimes prudential considerations, but they are clearly separable
from non-epistemic considerations.19

When evaluating beliefs (and degrees of belief) epistemically, it is plau-
sible that the only relevant considerations concern accuracy. That is, the
rationality of a belief is determined solely by features that reflect on its
truth, or how likely it is to be true. Similarly, whether one’s credences
are rational is determined by their accuracy (i.e., by how close they are
to the vindicated credence function) and features which indicate accu-
racy. There are two primary motivations for thinking this. The first is the
recent success of accuracy-based epistemic utility theory. This program
has generated arguments for probabilism, conditionalization, and various
other coherence norms by appeal to accuracy alone (Easwaran 2013, 2016;

19For a small sample of arguments in favor of a distinctively epistemic domain of eval-
uation, see Goldman (1986); Shah and Velleman (2005); Sosa (2009, 2015).
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Fitelson 2016; Fitelson & Easwaran 2015; Greaves & Wallace 2006; Joyce
1998; Konek & Levinstein 2016; Pettigrew 2016).

The second motivation for thinking that the epistemic rationality of be-
lief and credence is limited to accuracy involves epistemic bribery counter-
examples to epistemic consequentialism for belief (Berker 2013; Firth 1981;
Greaves 2013; Jenkins 2007). These are cases of intuitively impermissible
epistemic bribery designed to show that it is irrational to believe some-
thing on the basis of epistemic gains later, or elsewhere in one’s belief
state. That is, it is irrational to trade having a false belief now to gain
more truths later, or to trade a false belief about P for true beliefs about
Q and R. In Firth’s original example, he describes an atheist researcher
who has the opportunity to gain a great many further truths by taking on
a belief in god (which he thinks is false).20

Intuitively, the atheist scientist is unjustified or irrational in believing
in God in order to gain further epistemic value down the line. There is
something inappropriate about accepting epistemic badness now for epis-
temic goodies later. This means that not only is the epistemic rationality
of a belief sensitive only to accuracy considerations, the rationality of any
particular belief is only sensitive to considerations concerning the accu-
racy of that very belief (and mutatis mutandis for degree of belief).

Endorsement, on the other hand, should be sensitive to considerations
beyond the truth of the particular proposition in question. As an attitude
meant to facilitate inquiry, it needs to be sensitive to the valuable features
of inquiry described above (in section 3). In contrast to belief, it can be
rational to endorse a proposition because it will lead to downstream epis-
temic goods, even where that comes at the potential cost of the accuracy
of the particular attitude. So, it might be rational for the atheist scientist

20Borrowing the formulation in Berker (2013):
“Suppose I am a scientist seeking to get a grant from a religious organization. Suppose,

also, that I am an atheist: I have thought long and hard about whether God exists and
have eventually come to the conclusion that He does not. However, I realize that my only
chance of receiving funding from the organization is to believe in the existence of God:
they only give grants to believers, and I know I am such a bad liar that I won’t be able
to convince the organization’s review board that I believe God exists unless I genuinely
do. Finally, I know that, were I to receive the grant, I would use it to further my research,
which would allow me to form a large number of new true beliefs and to revise a large
number of previously held false beliefs about a variety of matters of great intellectual
significance. Given these circumstances, should I form a belief that God exists? Would
such a belief be epistemically rational, or reasonable, or justified?”
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to endorse theism, even in the face of the evidence they take themselves
to have for atheism, precisely because this will lead to the improvement
of inquiry in general. So while I agree about the irrationality of belief in
the atheist scientist’s case, I think there is an attitude to theism that it is
appropriate for the scientist to take in order to learn more in the future:
endorsement.

Thus, we need a kind of rationality that is sensitive to considerations
besides accuracy, but remains purely epistemic. I call this inclusive epis-
temic rationality. We can characterize this notion by appealing to a distinc-
tion between intrinsic and extrinsic epistemic reasons (or values), inspired
by Daniel Steel (2010).21 An epistemic value is intrinsic if manifesting the
value constitutes an attainment of truth, is necessary for truth, or indicates
truth. A reason is intrinsic if it is a reason to believe that a proposition is
true, or a reason to accept it as true. Being true is an intrinsic epistemic
value, as is consistency.22

Epistemic reasons are extrinsic when they are about features which
tend to promote attaining the truth, but are neither necessary features
of truth, nor reliable indicators. An example Steel suggests is testability
(2010, 15). That a hypothesis or theory is amenable to testing is not a reli-
able indicator that it is true; many testable claims are false. Instead, valu-
ing testability is a methodological commitment which promotes the truth.
Considerations of what makes for valuable, productive inquiry are extrin-
sic reasons. That there is vivacity of debate, or that researchers are mo-
tivated to defend a theory, are not necessary conditions of truth. Rather,
they promote truth in the long run. In order for endorsement to play the
appropriate role in inquiry that I suggest it does, it needs to be sensitive to
such considerations. It needs to be sensitive to extrinsic epistemic reasons,
as well as intrinsic ones. Hence, it is governed by an inclusive epistemic
rationality: one that includes both intrinsic and extrinsic reasons.

21Steel’s discussion of this idea is brief, so I am uncertain whether my use of this dis-
tinction precisely tracks his (2010, 18). Jenkins (2007) appeals to a distinction that is
very similar to mine. She distinguishes between “extraneous consequences” of a belief in
P , and those which “which directly concern P itself” (37).

22The notion of intrinsic epistemic value is related to the idea that belief is “transpar-
ent,” in the sense explored by Shah and Velleman (2005). Transparency here means that
the reasons to believe p are simply reasons for p, or evidence for p. Whenever one con-
siders the question of “whether to believe p,” this question is equivalent to the question
of “whether p.” Beliefs are transparent is because they are only appropriately sensitive
to intrinsic epistemic values.
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Extrinsic epistemic reasons are reasons for endorsing a theory which
stem from the fact that doing so will promote healthy inquiry. They are
reasons which (indirectly) promote epistemic goals. However, this is not
yet enough to distinguish them from pragmatic reasons. In order to more
fully characterize and distinguish this kind of reason, I will provide a re-
sponse to a potential objection to the idea that these reasons are genuinely
epistemic.

This objection concerns the way extrinsic epistemic reasons promote
epistemic goals of inquiry. One might admit that these are genuine rea-
sons, because they promote good epistemic outcomes. But then one might
still deny that they count as epistemic, because of the way this promotion
works. Instead, it might be suggested that these are really pragmatic rea-
sons; just ones aimed at epistemic ends. This worry can be illustrated by
appeal to cases which involve “sandwich reasons.”23

Suppose (plausibly enough) that hunger degrades intellectual perfor-
mance. Then, eating a sandwich will count as promoting healthy inquiry,
because it will lead to better intellectual performance. Suppose also that,
if I endorse theory A, this will involve working in a lab near a good sand-
wich shop, so that I will be less hungry and thus (slightly) better in intel-
lectual performance each day at work.

The worry is that my theory of inclusive epistemic rationality seems
to predict that I have a sandwich-based (extrinsic) epistemic reason to en-
dorse theory A, but intuitively this is not an epistemic reason. That is, it
is intuitively implausible that I could have a reason to endorse a theory
based on the fact that doing so will get me more sandwiches (even if the
sandwiches really will improve my epistemic performance).

Happily, there are additional resources to draw upon in distinguish-
ing extrinsic epistemic reasons from mere “sandwich reasons.” Extrinsic
epistemic reasons are reasons which are internal to a domain of inquiry.
Whether something counts as a reason within a certain domain depends
on both the goals of that domain and the internal standards of that do-
main. Performances and states within a domain are evaluated based on
whether they promote the goal of the domain, and on whether the way
this goal is promoted meets the standards of the domain.24

23I learned of cases like this one from Nomy Arpaly (2017), who attributes them to So-
phie Horowitz. The two objections I am considering here are largely inspired by Arpaly’s
paper.

24Here I am drawing from Sosa (2015), especially Chapter 8.

16



Will Fleisher Rational Endorsement

This way of categorizing reasons can be illustrated by appeal to the
domain of chess. The (proximate) aim or goal of a player in chess is win-
ning the game. In order to be a chess-reason, something must promote
this goal. For instance, if castling, given the circumstances, will increase
the likelihood of my winning the game, this is a chess-reason for me to
castle. If I decide to castle because I know it will impress my friend who is
watching the game, this is not a chess reason because it does not promote
the aim of winning.

There are, however, ways of failing to be a chess reason other than not
aiming at the goal proper to the domain. Suppose I have a tattoo on my
arm, and if I move my Rook to my opponent’s side of the board, this will
reveal the tattoo to him. I know that this will intimidate him and cause
him to play cautiously and predictably. Thus, the move will promote the
goal of winning the game. However, it does so in a way which violates the
internal standards of the practice of chess. Intimidating an opponent is
not a move which is proper within the domain of chess. If I were playing
a different game, this might be totally acceptable (e.g., in the board game
Diplomacy, which notoriously involves manipulating and deceiving one’s
opponents). But the standards internal to chess rule this out as a chess-
appropriate move.

Domains of inquiry are like chess: they have their own standards which
help determine what counts as a reason. Precisely what the internal stan-
dards are in research domains is a complicated question, and one I don’t
think we can answer in full generality. Different domains have different
standards based on the kind of research involved. This fact is familiar:
it is well-known that different fields have varying standards of evidence.
Thus, what counts as an intrinsic epistemic reason is clearly determined
in part by internal standards of the field of inquiry (though in a way that
cannot be totally disconnected from truth if the field is well-functioning).
I am suggesting that the same is true for extrinsic epistemic reasons.

Precisely how the internal standards of a research domain are set is a
question I will remain neutral on. However, there are at least two clear
options. First, the standards could be set merely via convention, or social
construction: the social practices of the researchers determine what the
standards are.25 The other way the standards could be set is by appeal to

25I think Sosa (2015) has something like this in mind for determining epistemic stan-
dards for belief-formation performances.
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the essential features of a particular kind of research. The thought here is
that research fields involve investigation of different kinds of phenomena,
and investigation using different methods, in a way that is non-arbitrary.
So the standards of astrophysics will be different than the standards of
biochemistry, for reasons having to do with the nature of the phenomena
investigated. The essential nature of these investigations then determines
the appropriate internal standards of the field. Either way of standard-
setting (socially constructed or essential) will work to rule out sandwich
reasons.

Domain internal standards will rule in, as extrinsic epistemic reasons,
considerations like distribution of resources (and of cognitive labor), but
rule out “sandwich reasons.” This is clear from scientific practice, and
explains our intuitions about sandwiches. Choosing a theory on the basis
of the proximity of the relevant lab to a sandwich shop will fail to meet
the internal standards of a scientific research domain.

In light of the responses to this objection, we have the following char-
acterization:

Extrinsic epistemic reasons are reasons which indirectly promote
epistemic goals of inquiry, and promote them in a way that meets
the internal standards of the relevant domain of inquiry.

The expanded, inclusive epistemic rationality of endorsement is part
of what makes it a more appropriate attitude to take during the course of
inquiry. As we will see, it will allow us to appeal to resources unavailable
for belief, including a type of epistemic utility and decision theory that is
not appropriate for belief.26

Below, I will present a few particular examples of extrinsic epistemic
reasons, and show how we can build a decision theory for rational en-
dorsement which incorporates appropriate sensitivity to extrinsic epis-
temic considerations. In particular, I will focus on some extrinsic reasons
provided by insights in the social epistemology literature. The appeal to
endorsement, as well as the appeal to inclusive epistemic rationality, is jus-
tified in part because it includes additional considerations that are clearly

26In order to side-step worries about attitude voluntarism , we can treat inclusive epis-
temic rationality as providing evaluative standards (rather than deontic norms). This is
a common move to make in epistemology: see, e.g., Fitelson and Easwaran (2015). For
more on the distinction between deontic and evaluative norms, see Smith (2005).
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relevant to our epistemic practice, but which are left out of a traditional,
belief-based view.27

5 Extrinsic Reasons from Social Epistemology

Endorsement is the appropriate attitude to have toward favored theories
during the course of inquiry. This is due in part to its sensitivity to ex-
trinsic epistemic reasons. This sensitivity allows us to solve several epis-
temological problems in ways that are not available to accounts that only
recognize belief. Specifically, it eases certain tensions between individual
rationality and collective rationality in inquiry.

One social epistemology issue that endorsement can help with is the
appropriate distribution of cognitive labor. The contemporary literature
on the topic began with Kitcher’s (1990) paper. One of the primary con-
cerns of this literature is an apparent tension between individual and col-
lective epistemic rationality. Once we recognize endorsement, and its sen-
sitivity to extrinsic epistemic reasons, this apparent tension can be easily
resolved.

The problem is this: it seems that the rational thing to do, epistemi-
cally, is to pursue the most probable theory. However, if every researcher
individually follows this advice, it will lead to clearly bad distributions of
labor. To see this, suppose that we have two candidate theories, A and B.
A is 80% likely to be true while B is 20% likely. We do not want every
researcher working on A; after all, A might be false. It would be better to
have at least some researchers working on B. But if every researcher does
the (apparently) individually rational thing, then all researchers will work
on A, and none on B.

In order to resolve this apparent tension, Kitcher (1990) and Strevens

27Although there is not room to explore the thought here, I think it is (at least very of-
ten) irrational to believe one’s favored theory. In brief, there are three main considerations
that should lower our confidence in theories in cutting-edge research domains: pervasive
disagreement, the pessimistic meta-induction, and under-determination of theory by ev-
idence. These problems are characteristic of cutting-edge domains, and so the subjective
probability (confidence, or credence) we assign to the theories should be too low to jus-
tify belief. Indeed, in many such cases our confidence in the theory should be less than
half, in which case full belief is clearly unwarranted. Moreover, as I have argued, the
epistemic rationality governing belief is not sensitive to extrinsic reasons which do and
should govern our decisions about which theories to be committed to, and to pursue.

19



Will Fleisher Rational Endorsement

(2003) appeal to economic modeling, and the priority rule in science (the
convention of awarding all credit for a discovery to the individuals or lab
that first succeeds in discovering it). First, they use an economic model to
find the optimal distribution of labor, given certain assumptions. Then,
they argue that the prestige-seeking behavior of scientists, coupled with
the priority rule, will lead to (or at least promote) this distribution of labor.

We can call this kind of economic model of science a marginal contri-
bution reward (MCR) system (following Muldoon (2013)). This method
considers rules of behavior as they apply to representative members of a
research community. The goal is to determine what sort of reward struc-
ture is necessary to make it individually rational for a subject to behave so
that, when combined with everyone else’s, the behavior contributes to the
optimal distribution of labor. If the reward structure is appropriately con-
structed, then it will be rational for an arbitrary, representative member
of the research community to behave in a way conducive to community
goals.

For ease of exposition, I will focus on a particular version of the MCR
strategy, the one developed by Strevens (2003).28 This is not because I
am endorsing Strevens’ approach (though I admit some affinity for it).
Rather, I am appealing to it as an example, to show that endorsement is
compatible with solutions to the distribution of cognitive labor problem,
in a way that belief cannot be. I am offering a “proof of concept.” I want to
show how to implement solutions from the social epistemology literature
in the account of individual epistemic rationality using endorsement.

Strevens, like Kitcher, appeals to pragmatic considerations in his MCR
account (Kitcher 1990; Strevens 2003). Specifically, he suggests that re-
searchers should be (and are) rewarded with prestige in proportion to
their contribution to a project. Without this appeal to pragmatic consid-
erations, MCR accounts cannot deliver the goods of individually rational
behavior leading to collectively rational results. In order to achieve col-
lective epistemic rationality, they appeal to individual practical rationality.
However, by appealing to endorsement, we can instead represent the sub-
ject’s individual rationality as taking the collectively rational into account,

28I focus here on MCR models, however, other kinds of modeling might also be useful
for discovering extrinsic epistemic reasons, e.g., Agent-Based epistemic terrain modeling
(Muldoon 2013; Muldoon & Weisberg 2011; Thoma 2015; M. Weisberg & Muldoon 2009;
Zollman 2009). The endorsement framework could easily implement constraints derived
from such modeling approaches.
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and we can do this by appealing to the same conceptual resources as al-
ready used by the MCR account.

In short, what I will show is that we can build the reward structure
recommended by the MCR account into the epistemic utility function of
the researcher. This is possible because endorsement is appropriately sen-
sitive to extrinsic epistemic values.

In pursuit of this project, I will briefly describe Strevens’ version of
MCR. The decision-theory for endorsement incorporating MCR will be
explored in section 6.

Suppose there are two scientific research projects, P1 and P2. There
is a “success” function for each project, describing how likely the project
is to produce truth given a number of people working on it. That is, it
takes a number of researchers (n) as input and outputs the probability
that the project will be successful.29 Other things being equal (it seems
plausible to assume), projects that are more likely to bear truth will have
bigger values for any particular number of researchers n. Call the success
functions for P1 and P2, s1(·) and s2(·), respectively. Suppose also that P1
is the more likely project to pay off, and so s1(n) > s2(n). As mentioned
above, there will be an optimal distribution of researchers based on these
success functions: where P1 is more likely to get us the truth, and N is the
total number of researchers (or research hours), what is to be optimized is:

s1(n) + s2(N −n)

This will give us the best chance of getting at the truth.
The problem, as discussed above, is that on their own, if each researcher

is trying to give themselves the best opportunity of personally getting to
the truth, they will all choose to work on the project with the better suc-
cess function: the one more likely to get at the truth. In this case, this
will mean everyone is working on P1, and this will not (generally) be the
optimal distribution. Inquiry as a whole is not best served by having all
researchers working on the same project.

Strevens shows that what we need in order to reach the optimal dis-
tribution is for each researcher to maximize their own marginal contribu-
tion. Here, “marginal contribution” means the increase to the probabil-
ity the project will pay off that is provided by the researchers joining the

29This can also be done in terms of research hours, rather than individuals. Number of
researchers is more natural for my account, but either will work.
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project. That is to say, my marginal contribution is how much more likely
the project is to pay off after I work on it. It is the difference I make to the
probability of success. We can represent marginal contribution of P1 as a
function m1(·), defined as:

m1(n) = s1(n+ 1)− s1(n)

Strevens shows that rewarding the researcher based on their marginal
contribution, a reward scheme he calls Marge, will lead to a better dis-
tribution of labor. This claim is based on a few plausible assumptions.
In particular, it requires that the success functions are increasing, but
have decreasing marginal gains. That is, every researcher added to the
project increases its probability of paying off. However, each additional
researcher adds less probability than the last one, i.e., the project becomes
saturated. This seems like a perfectly reasonable assumption: the more
researchers already working on something, the less good it will do to add
another one.30

So in our example, when more researchers are already working on P1,
the marginal contribution for a new worker joining it will be smaller.
Meanwhile, the marginal contribution for joining P2 will be higher. That
is, as n, the number of researchers working on P1 increases, m1(n) de-
creases and m2(n) increases. This can result in its being much more lu-
crative to work on P2, even though the overall probability of its paying
off might be significantly lower. Thus, implementing the Marge reward
scheme will lead to better distributions of labor, since researchers will be
incentivized to work on projects with less probability of paying off, but to
which their own work will contribute much more.31

One benefit of Strevens’ theory is that it vindicates aspects of scientific
practice. Given human nature, it seems good that we can implement prac-
tical rewards that make individual practical rationality line up with the
collective good (a notion familiar from economic theory). However, pru-
dential motivations can lead to distorting influences, as researchers have
monetary and career incentives to seem to contribute to inquiry without
actually doing so (fraud, bribery, plagiarism, etc.).32 This will result in

30These assumptions can be relaxed to obtain very similar results (Kitcher 1990).
31Kitcher and Strevens appeal to an MCR scheme in order to vindicate the priority

rule in science. I will leave aside the differences between the Priority reward scheme and
Marge, as the details do not affect the project here.

32Though see Bright (2016) for how “pure” alethic goals can lead to fraud, too.
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some failures of Strevens’ idealizing assumptions. So we might need some
additional work to ensure collective rationality, beyond simply appealing
to practical considerations.

More importantly, however, researchers motivated by practical con-
cerns should not be the only ones who can rationally act so as to benefit
inquiry as a whole. Being motivated by personal gain should not be a re-
quirement of epistemic rationality! Instead, we should borrow the insights
of the MCR tradition, in order to make individual epistemic rationality
consonant with collective epistemic rationality. We should be able to char-
acterize the purely epistemic norms in such a way that someone with only
epistemic motivations can, also, rationally contribute to a healthy distri-
bution of cognitive labor. Thanks to inclusive epistemic rationality, with
its sensitivity to extrinsic reasons, we are in a position to do so.33 This
is because facts about what will lead to a better distribution of labor are
extrinsic reasons which affect what it is rational to endorse. In order to
reflect this, below I offer a decision-theoretic account of rational endorse-
ment which builds a sensitivity to marginal contribution into the epis-
temic utility function for researchers. This provides a formal account of
individual epistemic rationality which coheres with collective epistemic
rationality.

6 Rational Endorsement

Rational endorsement is governed by inclusive epistemic rationality. The
picture I have been developing comes to this: the rational theory to en-
dorse is the one supported by the weight of both intrinsic and extrinsic
epistemic reasons. How should we weigh these reasons when making a
decision about what to endorse? One plausible answer is to turn to our
standard theory of weighing considerations for action: decision theory.

In this section, I will give a formal characterization of rational endorse-
ment, using the tools of decision theory. This account is meant to reflect
the norms and features of endorsement that have already been character-

33It is worth noting that Kitcher briefly mentioned a solution somewhat similar to
mine, but dismisses it as “redefinition” (1990, 14). I think this is a mistake. The project
is not merely to stipulate that individual rationality is sensitive to concerns of collective
rationality, but to show the explanatory payoff of a theory which ties them together in a
coherent and rigorous manner.
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ized. The basic idea is that one should endorse a theory just when doing
so will maximize expected inclusive epistemic utility.

For clarity and ease of exposition, I am going to first provide an expla-
nation of how the decision theory works (§6.1). I will then give the formal
characterization in a separate subsection (§6.2), for readers who are inter-
ested in the technical details.

6.1 Rational Choice of Endorsement

The decision theory for endorsement is an epistemic one, because it in-
volves an epistemic utility function. However, the epistemic utility here
is distinct from the kind currently most popular in the literature. The
contemporary notion of epistemic utility is “accuracy-first.” On this view,
accuracy is the sole determinant of how epistemically valuable an out-
come is. Sets of beliefs, or credences, have a certain value based on how
close they are to the truth. This kind of epistemic utility theory was pio-
neered by Joyce (1998), and has been fruitfully applied in a large, rapidly
expanding literature.34

Accuracy-focused utility theory is perfectly appropriate for determin-
ing norms of belief and credence, because such attitudes are appropriately
sensitive only to intrinsic epistemic reasons. However, since rational en-
dorsement is governed by inclusive epistemic rationality, we need a more
inclusive notion of epistemic utility. Helpfully, there is an older tradition
of epistemic utility that we can appeal to, owing especially to the work of
Levi (1974, 1980, 2004), Kaplan (1981a) and Maher (1993). The theory I
am giving here is largely inspired by Maher’s.

Using Maher-style epistemic utility, we begin with a standard subjec-
tive utility function for an agent, one that reflects the agent’s values and
desires. We then add constraints on the utility function which ensure that
it is appropriately epistemic. These constraints require that the subject
values truths over falsehoods, values the avoidance of contradictions, and
values interesting truths over prosaic ones. This was Maher’s strategy for
ensuring that the subject would have “scientific values.” What I want to
add to this strategy is additional constraints which will ensure that the

34For more on this kind of epistemic utility, see Easwaran (2013, 2016); Fitelson (2016);
Fitelson and Easwaran (2015); Greaves and Wallace (2006); Joyce (1998); Konek and
Levinstein (2016); Pettigrew (2016).

24



Will Fleisher Rational Endorsement

subject is appropriately sensitive to extrinsic epistemic values. The new
constraints that I add below are designed to implement the solutions bor-
rowed from the social epistemology literature reviewed above, and in gen-
eral to make the agent sensitive to both intrinsic and extrinsic considera-
tions.

The version of the decision theory I offer below employs only a small
number of constraints. It includes three of Maher’s constraints. The first
of these is a weak truth constraint: that the subject prefers to endorse a
theory a when a is true. This constraint is meant to help ensure that re-
searchers only endorse theories which are live options: theories that have
some probability of turning out to be true, even if they are less likely than
their negation, or than their competitors. This constraint is weak, how-
ever. It is compatible with a greater utility for endorsing b over a, even if
b is false and a true. This weakness in the constraint allows the decision
theory to model the fact that it can be rational to endorse something even
when it is unlikely. This fits with endorsement’s aim at promoting healthy
inquiry.

The second constraint encodes a preference for information: a prefer-
ence for more informative theories over less informative ones, as long as
the more informative theory is not contradictory (since contradictions are
guaranteed to count as highly informative, since they entail everything).
The third constraint adds a general prohibition on contradiction.35 These
constraints, along with the standard norms of rational credence, are meant
to capture the sensitivity to intrinsic epistemic reasons.

In addition to the constraints from Maher, there are two constraints
meant to enforce sensitivity to extrinsic epistemic considerations. The
first is taken from Strevens’ Marge reward scheme, which I will simply
call the MCR constraint. It ensures that the subject prefers to have a higher
marginal contribution to their project. That is, they gain more utility from

35I think this constraint will be operative in most domains. However, there are a num-
ber of specific research domains where this might need to be relaxed. For instance, we
might need to relax it in characterizing the early stages of the pursuit of quantum me-
chanics, where the initial theory was known to be inconsistent (Faye 2014). More ob-
viously, research about the applicability of paraconsistent logic, and dialetheism will
violate this constraint (Priest 2006; Priest & Berto 2013; Priest, Tanaka, & Weber 2015).
Even if all inconsistent theories are in fact false (because inconsistent), we can still model
them using inclusively rational endorsement, as long as we relax this constraint. Thanks
to Eddy Chen, Graham Priest, and Branden Fitelson for discussion on these points.
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working on a project to which their own work will contribute more. This
constraint appeals to the notion of a marginal contribution, and to a suc-
cess function, described above (§5). To satisfy this constraint, the subject’s
utility will be higher when their marginal contribution is higher.

This constraint thus builds Strevens’ solution to the distribution of cog-
nitive labor directly into the account of individual rationality. What it is
rational to endorse depends on one’s marginal contribution. This is jus-
tified because the epistemically-motivated rational inquirer values being
part of healthy inquiry, and given Strevens’ arguments, striving to con-
tribute the most will lead to better distribution of labor. Endorsement
must be sensitive to these considerations, since it is associated with re-
search planning and pursuit judgments.36

The second new constraint is meant to reflect the resilient commit-
ment of endorsement. This constraint, which I call Inertia, requires that
the subject’s utility for endorsing a proposition significantly increase after
they endorse it. Then, in any subsequent decisions about what to endorse,
the previously endorsed proposition’s utility will outweigh even signifi-
cant drops in the probability of that proposition. Thus, the subject’s en-
dorsement will survive even very difficult evidence against the theory. So
the resilient commitment which characterizes endorsement will have the
appropriate rational standing.

I suspect these constraints will prove adequate to capture all of the
reasons, both intrinsic and extrinsic, relevant to endorsement.37 This is
because the MCR constraint makes the subject sensitive to a variety of
other extrinsic epistemic reasons. Anything that makes the researcher
more productive or effective will alter the success function, and so alter the
researcher’s marginal contribution. This means that extrinsic reasons will
impact the success function of theories, as well as the degree of marginal
contribution of that researcher in particular. So, sensitivity to marginal
contribution thereby involves sensitivity to a variety of extrinsic reasons
which impact the success function of the theory.

36As I suggest above, Strevens’ model might not turn out to be the best one. If so, we
can simply adopt the better model and give it the same treatment. Again, the purpose
here is not to come down in favor of one solution in that domain, but to show how we
can use such solutions in a framework for rational endorsement that smooths the tension
between individual and collective epistemic rationality.

37Assuming, as above, that Strevens’ MCR is the right view of how to ensure appropri-
ate distribution of labor.
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For example, extrinsic reasons such as the local availability of resources,
or the particular talents of the researcher in question, will affect the re-
searcher’s own marginal contribution. Whether a researcher has access
to an fMRI machine might genuinely impact how valuable for inquiry it
would be for that researcher to pursue a project involving a theory that
is best tested by fMRI experiments. And a researcher sensitive to their
own marginal contribution will avoid endorsing a theory, and planning a
research program, if they do not have access to the right equipment.

Similarly, a researcher’s available network of contacts with other re-
searchers, in her own field and relevant other fields, will affect how much
marginal contribution she makes to the project of confirming her endorse-
ment. Even just how excited a researcher is about a particular theory, or
the kind of work necessary to test it, can make a relevant impact. People
are more motivated to work on things they like, so their own affinities are
legitimate extrinsic epistemic factors.

Thus, although these constraints were designed to allow the account of
endorsement to help with distribution of cognitive labor, it also will help
with ensuring sensitivity to other kinds of extrinsic epistemic reasons.

Though I prefer the epistemic utility function utilizing just these con-
straints, the framework developed is actually more flexible than this. It
can accommodate treating other considerations as independent constraints
on the utility function.38

The purpose of the decision theory for endorsement is not so that sci-
entists can sit down and calculate what it is most rational to do. Rather,
it serves as a set of evaluative constraints on researchers’ preferences be-
tween different choices of endorsements. I think that one of its more valu-
able applications is to allow us to evaluate the actual decision-making pro-
cedures that researchers use in theory choice. This is much the way that
the heuristics and biases literature in social psychology uses standard de-
cision theory as its theory of rationality, and then uses this to evaluate ac-
tual human decision-making, and determine where such decision-making
falls off the rails.39

38For details on how this would work, see footnote 42.
39For an overview this literature, see Kahneman (2013). The literature began with Tver-

sky and Kahneman (1975). For a philosophical application of this idea, see J. Weisberg
(2016).
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6.2 Decision Theory for Endorsement

Here, I provide the formal details of the epistemic decision theory. The
underlying formal framework for this is borrowed from Joyce (1999). For
ease of exposition, this theory is evidential.40

In the decision theory for endorsement, each decision problem, D =
(Ω,A,S,O), is composed of these elements:

1. A partition of acts of endorsement, A = {Aa,Ab,Ac, ...}, where Aa is
the act of endorsing the proposition a.

2. A partition of states of the world, S = {S1,S2, ...Sn}.
3. A partition of outcomes, O = {Ai&Si |∀Ai ∈A and ∀Si ∈ S}.
4. A σ -algebra Ω such that it is the smallest such algebra containing A,

S, and O and their closure under negation and disjunction.
5. A credence function P (·) defined on Ω.
6. A utility function defined over O so that the utility of endorsing a in

state S1 is u(Aa&S1).

The decision rule is then the standard requirement to choose the act that
maximizes expected value:

EV (Aa) =
∑
Si∈S

P (Si |Aa)u(Aa&Si)

The act-space here consists of acts of forming endorsements, indexed
by theories or propositions that count as eligible options for endorsement.
This will be domain-specific: in each research domain, there will be con-
siderations appropriate to that domain that researchers will need to be
sensitive to in deciding what the available options are.

My theory introduces no new difficulties with the probability func-
tion and state-space, and we can treat these in the standard way. The
state-space can be the set of possible worlds (R. Stalnaker 1999; R. C. Stal-
naker 1987), or some other partition that appropriately accounts for the
researchers uncertainties (Jeffrey 1990; Joyce 1999).41

40Expanding this to a causal decision theory is a relatively simple matter, but it adds
some complications to the formalism which are irrelevant to our purposes here. For the
procedure for the expansion to CDT, see Joyce (1999).

41The current version of the theory, since it is an evidential decision theory, makes this
easier in some respects because it is partition invariant.
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What sets this theory apart from a standard evidential decision theory
is the constraints on the utility function. I will call them “M-constraints”
after Maher (1993). They ensure that the theory will be appropriately
sensitive to epistemic concerns, both intrinsic and extrinsic.

The set of M-Constraints:

1. Respect for Truth: u(Aa&Si) ≥ u(Aa&Sj) for all Si ∈ a and all Sj < a
(i.e., higher utility whenever the state is one in which a is true).

2. Respect for Information: u(Aa&b&Si) ≥ u(Aa&Si), for all a,b ∈Ω s.t.
a&b 2 ∅. (i.e., prefer more specific, informative things, as long as
they are not contradictory).

3. Contradiction Suboptimal: u(Aa&Si) ≥ u(A∅&Si) for any Si and any
a.

4. MCR: the utility of a state where the subject’s marginal contribu-
tion is higher is at least as great as one where it is lower. Moreover,
the difference in utility between two states should increase propor-
tionately with differences between the marginal contribution of the
agent in those states. Expressed formally:

(a) When Si ,Sj ∈ a, and ma(Aa) = I in Si , and ma(Aa) = J in Sj , and
I > J , then u(Aa&Si) > u(Aa&Sj) and

u(Aa&Si)
u(Aa&Sj)

∝ I
J

(b) When Si < a and Si < b, if ma(Aa) > mb(Ab), then u(Aa&Si) >
u(Ab&Si) and

u(Aa&Si)
u(Ab&Si)

∝ ma(Aa)
mb(Ab)

5. Inertia: The utility of endorsing a theory becomes much higher once
one endorses it:

Where u1 is utility function at time t1: If the subject comes
to endorse a between t1 and t2, then u2(Aa&Si)� u1(Aa&Si),
for all Si .
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With these constraints, we have an inclusive epistemic utility function.
This provides a helpful characterization of rational endorsement.42

7 Conclusion

A field of inquiry in which researchers endorse their theories will be a
healthier, more productive field. Recognizing endorsement, along with its
associated normative framework, allows us to complete both the vindica-
tion and justification projects introduced in section 3. We can justify the
actions of excellent researchers like Ellie, who are resiliently committed
to their own theories, and who advocate strongly for them, even though
they should not believe them. It also provides normative guidance for re-
searchers who want to contribute to healthy, productive fields of inquiry.

The theory of rational endorsement provided here also shows how en-
dorsement can help smooth the tension between individual and collective
rationality. It provides an avenue for doing so that would not be available
to a theory relying instead on belief. It achieves this by appeal to inclu-
sive epistemic rationality, which is sensitive to both extrinsic and intrinsic
epistemic considerations. This sensitivity is modeled by an epistemic de-
cision theory which uses a set of constraints on the utility function.43

42Although I prefer a theory which uses just the few constraints listed above, the frame-
work is actually more flexible than this. There is a simple way to expand the decision
theory to take into account additional extrinsic reasons more directly. We can do this by
following Levi (1974, 1980) and Pettigrew (2014), and using a composite utility function.
This function is composed of the weighted average of several sub-utility functions, each
of which represents sensitivity to a different extrinsic reason.

Suppose umcr (·) is the sub-utility function structured as in the above. Also, uheu(·) is the
sub-function structured by heuristic power, where uheu(Aa&Si) > uheu(Ab&Si) just when
the heuristic of a is better (or more powerful) than b’s. Furthermore, let uexp(·) be the sub
function structured by the novelty of explanations, where uexp(Aa&Si) > uexp(Ab&Si) just
when a provides more novel explanations of phenomena than b.

To obtain the overall epistemic utility function, U (·), we weight these individual sub-
functions, then add them together. Let α1 + α2 + α3 = 1, where the size of each α is
determined by how important the subject takes the different considerations to be. Then,

U (Aa&Si) = α1umcr (Aa&Si) +α2uheu(Aa&Si) +α3uexp(Aa&Si)

Finally, this composite utility can be plugged into the expected utility calculation, as in
§6.2.

43Acknowledgments: Thanks to Sara Aronowitz, Bob Beddor, David Black, Matt Dun-
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