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CHAPTER 1. EXPLORING THE POSSIBILITY OF SELF-DECEPTION:
SOME PRELIMINARY DEFINITIONS AND DISTINCTIONS

1.1 Self-Deception and Interpersonal Deception:
The Paradoxes of Self-Deception

The concept of ‘self-deception’ is a familiar one. We often speak of individuals as
“deceiving”, “duping”, “tricking”, or otherwise “lying to” themselves, as though this
were no mean feat. We accuse friends, relatives, and sometimes even entirefgroups
people of believing something we think they ought to realize is false. Seftaeralso
plays a central role in works of literature, on the stage, and inlfifiet when
philosophers attempt to make sense of this supposedly commonplace phenomenon, they
confrontseveral puzzles. Attempting to grapple with these questions raises the question:
is self-deception really possible, after all?

To a considerable extent, the difficulty of making sense of self-deceptsas ari
from the difficulty of explaining how it relates to interpersonal deception. When one
person Q) deceives another persds),(A holds a certain proposition thato be false,
and he tries to bring it about tHaicomes to believe that? If we treat this as a model
for self-deceptionthe agent herself must play the role of bathndB—of both the
deceiwer and the decead As the simultaneous perpetrator and victim of the deception,

the self-deceived agent appears to be embroiled in paradox. Indeed, most of the

philosophical literature on self-deception centers on a discussion of these paraddx

1 see, respectively, Gustav FlaubeMadame Bovary1857), David Rabe’slurlyburly
(1984), and Alan Ball'®\merican Beauty1999) for a few examples.

2 Of course, interpersonal deception may take many different formsukdiius
possibility (and its relevance for discussions of self-deception) belogselcases (and many
more) appear to fit the above description of interpersonal deception. &vbethot the more
extreme cases discussed below count as instandes@pbtiorproper may be disputed. However,
the point is merely that such cases are not difficult to make senshaykas their potentially
self-deceptive counterparts appear—at least at first glance—Amt@ephilosophically
problematic.



how varying accounts of self-deception can (or cannot) get around them. This discussi
will also be at the heart of my own account.

| will focus on two paradoxes of self-deception in particular. First, weugren
what Alfred Mele (2001) calls the “static paradox” of self-deceptionffdeEeption
regardingp really is analogous to interpersonal deception, then it appears that the agent
must knowingly believe a contradicti®rin her role as deceiver, she must beligte be
false, but in her role as the person deceived, she must somehow alsofbilibeerue.
What's more, it appears that she must be (at least minimally) awares obtitradiction.

Second, it seems that the agent engaging in self-deception must sotmnetwow
bring it about that she becomes deceived. Yet it is unclear how she can succeel if she
aware of her own deceptive intention. If, in the interpersonal Basagd been aware of
A's intention to deceive him, it is unlikely that he would have been takenAfso,
too, if the self-deceived agent in some sense knows what she is “up to” (in this case,
trying to convince herself of the truth pf, it seems very unlikely that she could succeed.
This has traditionally been called the “dynamic” or “strategic” paradeelbf
deceptior?

These paradoxes may lead one to conclude that self-deception cannot be
analogous to interpersonal deception in any relevant sense; and this, in turn,chumelea
to conclude that it is not possible for a person to deceive herself in the strong sense
implied by the above analogy. Indeed, most of the differences among the philakophic

accounts of self-deception reflect disagreements over whether strodgssttion is a

3 Mele (2001), 7.

4 of course, there are cases in which we are inclined to say, e.®,“tilawed himself
to be taken in” byA. But | think that in such cases we would often be inclined to a&oe
some sort otelfdeception whereby he tricks himself into believing thag trustworthy.

3 |bid., 8.



genuine conceptual and psychological possibility. In particular, they desagout just

how closely self-deception can be said to resemble interpersonal deception, arideabout
extent to which the self-deceived agent is irrational. By examining thesgreements,

we can gain insight into the range of phenomena that have been thought to qualify as

cases of self-deception.

1.2 Delineating the Spectrum of Irrationality:
The Case of Parker

An example may be useful here in helping us to properly demarcate these
different kinds of cases. Let us imagine a neurologist, Parker, who is aniexperairea
of Parkinson’s Disease. Not only is Parker acutely able to recognize thiagvsigns of
the disease, he is also intimately familiar with current forms of Parkingeaisnent and
their respective success rates. Lately, Parker has been expergmjptgms of a type
normally indicative Parkinson’s Disease. He suffers from hand tremors riadriarily
disappear when he undertakes a voluntary task, he stumbles over nothing and has
difficulty regaining his balance, activities requiring a degree ntifeye coordination
have become increasingly difficult, and he has begun to shuffle his feet whengwalki
Furthermore, he knows that Parkinson’s Disease runs in his family. Calbliestive
body of evidence that Parker has at his dispgsdiowever, in the end, Parker fails to
admit that ) he may have the early stages of Parkinson’s Disease. Instead, he avows that
(p) his “symptoms” are simply caused by his being under a lot of stress at work. And
suppose also that it is not the case phat

A skepti® regarding strong self-deception might argue that Parker is merely

ignorant of or otherwise mistaken about one of the following: a) the evidence,

6 employ the word ‘skeptic’ here to indicate those philosophers who deny that strong
self-deception is possible, such that themiselevant analogy to be drawn between self-
deception and interpersonal deception. This is not to say that such a gtelosopld deny that
the term ‘self-deception’ has a use in our language, but he would likely tutm lseia kind of
error theorist about the phenomenon itself or would claim that, in razd#g of the term ‘self-
deception’ correspond to something much different than the individualgddhts term (‘self’



regarding his condition itself, b) wh&tpoints to or implies, or c) what he himself
actually believes. On this type of skeptical account, to be “self-deceivsriiy to

have a false belief about oneself or one’s evidérpeParker’s case, it may be that he
simply fails to notice, or to takeE as evidence in the first place. Or he may fail to
realize thak implies the likelihood of and thus may fail to draw the inference he ought,
instead mistakenly concluding tHapoints top. Finally, Parker may be mistaken about
his beliefs themselves. Perhaps he publically (and perhaps even privatelgpaboiyv
does not realize that meally believes that ngp—or that he believeg (where he also
believes that| rules outp as the most plausible explanatiorEpf The point is that, on

this kind of skeptical account, whenever we are inclined to attribute self-decepan
agent, we must conclude that she is either ignorant of the strength of thblavaila
evidence, or she is mistaken about what she actually believes. However, in gs¢h cas
the epistemic failure is due to a kind of unmotivated ignorance that may be failly ea
corrected.

It may also be the case that Parker cannot help but belieye (tvahatp best
explainsg). Perhaps he suffers from a kind of pathological anosognosia, in which he
finds himself psychologically compelled to deny that he may be suffering from
Parkinson’s, come what may. On this kind of skeptical account of strong self-decepti
what distinguishes victims of what we call self-deception is tlesistancdo correction.

This type of account claims that this resistance to correction points to hdeseiver”

and ‘deception’) connote. As we shall see in Chapter Three, thgphibrgophers who reject
both of the so-called “skeptical” accounts | give below, yet who deny thatessdfstion is, in
general, strictly analogous to interpersonal deception. (That is, thekeptical regarding strong
self-deception, but they deny that self-deception is reducible to eidrerignorance or
psychological compulsion.) For these accounts, | reserve the term ‘deflgtitinangh this

term could, in principle, also apply to the skeptical theories | discuss here.

7 There are likely other ways in which Parker may be said to be ignorémis case, but
for our purposes here, | simply wish to outline some plausible candidates.



being, at the time of her epistemic failure, under the influence of sonesextorce

(e.g. mental compulsion, disease, severe drug addiction, brainwashing, indoatrinat

etc.), which prevents her from being clear about herself or her situatioording to

such accounts, the self-deceived agent is compelled (psychologically orise)don
conclude thap, regardless of the strength or weakness of the evidence. Furthermore, the
agent need not knowingly hold a belief to the contrary, nor need she have intentionally
tried to bring about this false belief in herself. Her epistemic failurenething she is

simply not competent or otherwise able to avoid.

On both of the aforementioned skeptical accounts, to say that an agent is “self-
deceivelis, at best, misleading. This is precisely why many philosophers rigss t
accounts. Self-deception, they argue, isa phenomenon. It involves a kind of
irrationality that goes beyond mere ignorance, and it is something theisgempetent
to avoid. What unites most of these philosophers is the view that self-deceptionms a pr
example of reason “going wrong” in some way. They point out that self-deception
appears to involve some failure to appreciate, evaluate, and/or employ the availabl
evidence—a failure that disrupts the rational cognitive or epistemicgses@volved
in belief-formation and/or -maintenance.

Unlike skeptics about self-deception, realists stress the fact that tée beli
acquisition or -maintenance of the self-deceived agenbts/ated According to the
realist, the self-deceived agent does not just “happen” to believe irratiohiad fact that
her belief is irrational has something important to do with her motivations (and, on some
accounts, with hereason3 for believing as she does; what makes the acquisition or
maintenance of certain beliefs self-deceptive has to do not only with thiedaotason
goes awry in certain ways, but also that this is a response to the agent’sionstifat
reasons, or both). In the case of Parker, the realist would likely argue thrarker
really (in some sense) believes his assertions that his symptoms arelynalylikptoms

of Parkinson’s Diseasandif he is not suffering from any sort of epistemic ignorance or



psycho-physical compulsion—he is guilty of a kindrcditionality. At the very least, he
does not draw the conclusion we think he ought to draw, given the evidence he has at
hand. Even if we agree on this point, however, there are multiple possible explanations of
Parker’'s supposedly irrational behavior.

On the weaker end of the spectrum, it may be supposed that Parker is simply
psychologically biased in favor of the hypothesis that his afflictions arelyne
symptomatic of stress, such that he does not pay attention to the evidence in ways he
would were he not so biased. Two important kinds of psychological biases are frequently
cited in the literature on self-deception. Parker is subject to a “cold bias”irfdtional
belief is the effect of a purely cognitive mechanism, which may openaignsciously
(or more accuratelyjorrconsciously) on his belief-forming procesSess David Pears
points out, “reason itself has certain bad haft©ur tendency to pay more attention to
vivid and accessible information, the propensity we have for searching out causal
explanations, the confirmation bias, the gambler’s fallacy, and other habitwahpait
reasoning (if we can even call it that) all seem to be “hardwired” into oursbaad exert
a heavy influence on many of the conclusions we draw from the available evence.
Thus, “cold cases” will be those in which an agent’s belief is caused in large plagt by
operation of one or more of these cognitive biasing mechanisms. In such cases, the
agent’s belief is not a rational response to the evidence, but the effect abhgr st

cognitive disposition to so believe.

8 Note that on such an account, the mechanism in question (in this case, theé surviva
instinct) need not actually be beneficial to the agent in all casesdindehis case it is highly
unlikely that the operation of said mechanism would be beneficial torParkkat it leads him to
avoid going to the doctor to be tested for Parkinson’s and thereby to faiéteeréite necessary
medical treatment for his symptoms. Nevertheless, the developm&rtiod mechanism may
have been evolutionarily advantageous, even if it does not always succeauatipy the
agent’s survival.

9 pears (1984), 9.

10 cf. Mele (1997), 93-4.



Alternatively, it is possible that the presence of Parker’s bias is due toya (ve
understandable) desire that he not have the disease he has seen cripple so many of his
patients over the years. In such a case of “hot biasing,” Parker need not be dvsre of
desire and its effects on the contents of his belief. Unbeknownst to him, the desire may
exert a biasing influence on his belief-forming processes, such that he tmbeieve
he is not ill when, absent this desire, he likely would have concluded otherwise. On the
other hand, Parker may be fully aware of his desire not to be ill, and yet heemay b
ignorant of the fact that this desire is, to a large extent, causing him taimadais belief
that he is more or less healthy. Nevertheless, in both types of these so-calleséspt
the agent’s irrationality lies in her belief's being caused by the operati@desire or
other strong motivational state (e.g., jealousy, self-loathing, disgust-etut by a
rational evaluation of the evidence she has for that blief.

Philosophers who hold that most or all instances of self-deception are instances of
cold or hot biasing (or both) are generally committed to the claim that thighsre is to
self-deception. That is, they assert that self-deception can be explaihedtwequiring
that the agent have a relevant intention to deceive hdésElus, these so-called “non-
intentionalist” accounts of self-deception maintain that although self-denagtiin fact,
possible, it is not closely analogous to interpersonal deception. They claimrtlice

the case of deception between two persons, “garden-variety” cases otceglfialeare

110f course, it may also be the case that at the time of the acquisittenludlief in
guestion, the ageis, in fact, rationally responsive to the evidence she takes herselfapthayv
that the evidence itself has been altered or distorted via the cegmitimotivational biasing
mechanism prior to the agent’s assessment of said evidence. | digsymssssibility further in
Chapter Three.

12)tis important to stress that, although, on this account, the agent migigeein some
intentional behavior in the service of maintaining her false behlefneed not inteniw deceive
herself Instead, the agent’s belief may a product of biasing combined with cardmd{
intentional behavior. On such a view, the content of Parker’s intention méag notring about
a false belief in himself, but he does nevertheless engage in certaimirekEbéhavior with the
result that he believes he does not, in fact, have Parkinson’s, dug ¢agkito his desire not to
have the disease.



not generally intentional. For this reason, proponents of such non-intentionalist views
also tend to deny that self-deception involves knowingly holding contradictory beliefs
Indeed, in none of the cases described above does it appear that Parker must hold
contradictory beliefs to count as self-deceived. Nevertheless, such “noneingist!’
accounts do not usually wish to reduce self-deception to cases of sheer ignorance or
psychological compulsion. Self-deceived agents, they tend to claim, have enough
knowledge and competence to avoid being self-deceived. Thus, the self-deceiver may
generally be said to be epistemically irresponsible in acquiring or nmangtdner self-
deceptive belief, despite not having a relevant intention to deceive herself.

However, some philosophers worry that those who account for self-deception in
terms of hot and cold biasing avoid skepticism about self-deception at the price of
applying the concept to an overly broad range of phenomena. This is, they maintain,
because the accounts fail to stipulate that the agent’s deception can be traced to
intentional behavior of a particular kind. They overlook the fact that a self-deder®
something tensurethat she misinterprets the evidence — that, e.g., she actively directs
her attention toward or away from certain facts. According to thesescthie fact that
Parker avoids discussing his symptoms with his colleagues is an essienti@ht of his
self-deception. It is not enough that he misinterpret the evidence; he must do so
willingly.

Furthermore, one might worry that such non-intentionalist accounts cannot cover
all cases of garden-variety self-deception. Indeed, one might wonder witetber
accounts of self-deception really get us much further than the aforementiopgdatke
accounts. Similarly, one might worry that the non-intentionalist view cannotiacfor
certain phenomena (e.g., a certain kind of cognitive tension) that appears o euose
epistemically irrational agents. | discuss these worries in more oeGlilapter Three.

On the other hand, accounts that attempt to preserve a strong conceptual

connection between self- and other-deception tend to focus on the possibility of



intentionallyacquiring or maintaining a false belief. In general, intentionalist accounts
claim that either an agent can, in fact, knowingly and simultaneously hold comradict
beliefs, or that self-deception can be relevantly analogous to interpersosjalioie
without requiring that the agent hold contradictory beliefs. Since interpersoegtidec
itself may take many different forms, intentionalist accounts varylwidether ways

too. For this reason, it will be helpful here to briefly discuss some of the possibk form
that interpersonal deception might take, in order to see how certain intentiaoatights

may also differ from one another.

1.3 Forms of Interpersonal Deception and
Possible Analogues to Self-Deception

In simple cases, all that is needed for an individual deceive another persén
regarding a propositiopis for the deceiver to merely tell a lie to the intended victim,
e.g., by telling him outright thatis true. For example, B is a young child and his
mother, all it may take foh to deceiveB is for A to tell B that a certain false proposition
is true, e.g., that the tooth fairy exists. Since the child is too inexperiencetize tieat
the existence of such magical entities is highly unlikely, and since his methee df
his most trusted sources regarding the way the world is, it is likelBthdt acceptA’s
claim about the tooth fairy without much resistance. Of course, after tia lieitA may
need to continue to act as thoymis true (e.g., by putting coins und&s pillow when
he is sleeping), in an attempt to &b continue to accept her lie.

In other cases, howevds,might not be so easily convinced. In such ca&esay
have to cite misleading evidence or othervpeesuadeB to accepp as true. We can
imagine a dishonest used car salesman who wants to convince a hesitant dostomer
purchase an unreliable vehicle. He may overemphasize the good qualities of the ca
while glossing over certain undesirable features that would lead the custoraalize
the car is not worth purchasing. In many cases, this might also involve compounding the

initial untruth by telling other lies. A cheating husband may have to explain @wtn
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evidence that might point his wife toward his unfaithfulness or to generate alitaillse a
order to get his wife to believe that he is really faithful to her.

In more extreme cases, e.g., whBilenowsA to be a compulsive liaA may tell
B thatp is falsg hoping thaB will then concludep to be true. AlternativelyA may
directly causa to believe in the truth gf by, e.g., brainwashing him to believe tpaor
by implanting a chip in his brain that would cause the beliefaidteneveB entertains
either the propositiong or its contradiction—and this, too, might well be said to count as
interpersonal deceptiok?

In any of these cases, it might even be claimedAltceived regardingp,
even ifp turns out to be true: all that matters is thdtas a deceptiviatentionto cause a
false belief inB. For example, a deceitful lawyer may strongly believe his client to be
guilty and yet attempt to bring it about that members of a jury believdidns © be
innocent. And, of course, it may turn out that, unbeknownst to him, his client is actually
innocent. Here, we might still accuse the lawyer of engaging in a kind of deceptive
manipulation, despite the fact that, if the jury believes him, they would be beleting
propositionl4

Given the extreme variety of ways in which agents may be said to (relatively
unproblematically) deceive each other, it is no surprise that intentionalist aobdunt
self-deception also differ widely, depending on what feature(s) or tyda(gggpersonal

deception they take to be relevantly analogous to self-deception.

1319 call such extreme cases instancedeakptions, of course, a contentious claim.
And their analogues in the realm of self-deception will be likewise cars@t. (See the
discussion of self-induced deception vs. self-deception below.)

14 An even stronger example might be a case in which a policeman plai@savto
frame his rival, whom he believes to be innocent. Others may then conclude thtiethe
guilty, solely on the basis of this act of deception. Of course, it mayllsgdieahe case that the
policeman’s rival is, in fact, guilty, independent of the evidence gdbiat frame him.
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In the case of Parker described above, it may be that all he needs to do to deceive
himself into believing that he is not exhibiting the symptoms of Parkinson’s Disetase
tell a simple lie to himself and then to act in ways that support that belief. Bug thi
easier said than done. As we have seen, the static and dynamic paradoxe® apisear
as soon as we begin to speak of the deceiver and the deceived as one person. Unlike the
child lied to by his mother, Parker is highly unlikely to belibuaself especially if he is
at the same time aware of his own deceptive intention. And even if he is somehow
successful, it would seem that he must then hold contradictory beliefs, if theyatmalog
interpersonal deception is to hold in this case.

So, how can the intentionalist make sense of an agent’s getting himself to hold
contradictory beliefs in a way analogous to interpersonal deception? Onstgughas
been to partition the mind into two or more subagential structures, which are capable of
interacting in ways similar to distinct agents. On such a view, one or more ulCENSCI
mental structures may “act” to deceive a center of conscious agencyhautitet
deceptive intention is kept hidden from the agent’s conscious awareness. The agent could
thus be said to bring herself to believe a proposition that she also “deep down” believes to
be false. Parker may have a repressed awareness of the fact tHabite e
symptoms of Parkinson’s, but this fact is somehow prevented from entering into his
consciousness by an unconscious mental “censor,” which, out of a (perhapsaltruisti
desire to protect Parker from damaging news, deceives him into believing hg is onl
suffering from stress. Such an account appears to preserve the analagnbetw
interpersonal deception, while steering clear of the straightforwéid ata dynamic
paradoxes. However, one might worry that mind-partitioning accounts solve the
paradoxes of self-deception at the price of raising even more conceplicaltait. We
need to ask, for example: How do the various structures of the mind causally thteract
Does an agent under these circumstances really qualify as irratiavedsBe qualify as

an agent at all? | return to these worries in Chapter Two.
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Other intentionalists maintain that self-deception involves more than sinmpdy ly
to oneself. On their view, for Parker to deceive himself, he must, in addition to intending
to do so, engage in certain strategic methods of persuasion that will eventuallliadlow
to acquire the belief he is motivated to hold. As in the case of the guileful used ca
salesman and the hesitant buyer, in order to persuade himself, Parker may need to
rationalize or explain away certain facts he would otherwise take to benesidgainst
his claim that he is not exhibiting the symptoms of Parkinson’s. He may need to
selectively attend to certain positive evidence, e.g., that he has recentlynoeem lot
of stress, and willfully ignore his intention to bring about what he takes to be an
unwarranted belief in himself. Furthermore, as with the cheating husband abovesParke
self-deceit may give rise to a “web” of related self-deceptivefseihich themselves
serve to maintain the initial deception. Of course, so long as Parker is aatwagly of
his deceptive intent, it would take a serious manipulation of both himself and the
evidence he takes himself to have for him to succeed in deceiving himself. Forterm
it appears that this manipulation must go undetected. Indeed, it appears that Rgrker m
eventually have to forget his initial intent to deceive himself if he is evercttesd in
acquiring the false belief, unless of course he can later convince himsdlisthat
acquisition of the irrational belief is justified, despite being aware afrigmal
intention.

Pascal’'s Wager may present an example of the latter kind of case. Thevagent
wishes to acquire a belief in God because it appears pragmatically rattaogh
epistemically unwarranted) may place himself in situations in which he g ke
eventually be caused to believe in God: perhaps he attends religious asseealges, r
holy texts, surrounds himself with religiously-minded people, and so on. In this way, he
may come to believe that God exists for what he takes to be good reasons, despite
retaining the awareness that he did not initially think it epistemicaliyanted to believe

in the existence of a deity.
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Of course, the agent who intends to deceive herself may succeed in doing so by
employing more overt, memory-exploitative strategies to bring it abouatliae time of
the acquisition of the deceptive belief, she no longer remembers her initial intention t
deceive herself. She may falsify an entry in her diary and store it fauttire fknowing
that 20 years later she will likely have forgotten what she reallyweeliat the time she
initially wrote the entry. Or, a patient in the early stages of Alzhésnneay, in a lucid
moment, write a deceptive note to her “future” self, knowing that she will soon forget
both having written the note and intending to deceive herself. On the more extreme end,
someone like Parker may intentionally allow himself to be brainwashed or have his
memory altered, so as to come to believe he is not ill. Such types of “sgttidatenay
be analogous to the more extreme cases of interpersonal deception discussed above.

However, in both kinds of cases (i.e., Pascalian cases and cases of memory
exploitation), the later temporal part of the agent does not appear to be siraigitfy
irrational in acquiring the supposedly false belief. At the time the Pasaadient
acquires his belief, he takes himself to have good epistemic reasons to do so, whereas
before he did not. Thus, although the initial attempt may have been self-deceptive, the
end result (i.e., the acquisition of the belief that God exists) is, by the agent'gybtsn |
perfectly rational. Likewise, the diary falsifier and the Alzheisipatient take
themselves to have good reasons for their beliefs at the later time htthdycacquire
them. Thus, the question arises as to where the irrationality in self-deceptialtydes.
Moreover, is there a distinction to be made between the above types of casesf? Are sel
deceivers irrational in ways in which the diary falsifier and Alzheimeatgept are not? |
take up the issue of what sort of irrationality is constitutive of self-deceahd thus

which kinds of cases count as truly self-deceptive in Chapter Four.
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1.4 A Brief Outline of What Is To Come

My goal in this project is to tackle the question of what it would take for someone
to deceive herself. Can we arrive at an view that both accounts for the phenanena w
take to be central to self-deception and appears psychologically possililleZxbmine
several philosophical theories of self-deception that fall short of one or both of these
objectives, insofar as they either require that we sacrifice certain oéotral intuitions
about self-deception and/or describe a phenomenon that seems psychologically
impossible, improbable, or otherwise metaphysically suspect. | hope then to putforwa
an account of self-deception that meets both objectives and to show that not only is such
an account conceivable, it is also likely represents a very real phenomenon.

In what follows, | will examine certain types of intentionalist and non-
intentionalist accounts of self-deception, in an attempt to more fully lay out the
conceptual territory regarding self-deception and self-deceptive behavior. Chapte
will concern itself with a certain kind of intentionalist approach to self{utem® namely
so-called “partitioned-mind accounts.” | will examine both strong and weak asamfunt
this type and attempt to show that such accounts raise more worries than they solve.
Further, if it turns out that these accounts do describe a real phenomenon, it will not be
intentionalself-deception—that is, the accounts will fail on their own terms.

In Chapter Three | will discuss the non-intentionalist standpoint, focusing
specifically on accounts proposed by Alfred Mele and Annette Barnes. rguik shat,
although the empirical literature has demonstrated the prevalence oftionaivand
cognitive biasing in human reasoning and belief-forming processes, such that non-
intentionalist accounts of self-deception do point to very real phenomena, they fail to
make sense of at least one of the possible self-relations which has a claingtoatied
‘self-deception’. In particular, they do not account for a stronger kind of irraitip izt

appears to be characteristic of self-deception and self-deceivers.
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In Chapter Four, | will attempt to show that there is conceptual space for a kind of
self-deceptive irrationality that is both motivated and intentional, yet doeathdbr a
strict partitioning of the mind. After examining the techniques often employsdlb
deceivers (e.g., rationalization, selective attention-directing and eedgmthering,
overcompensation, and so on), | will present the possibility of a kidéolironicself-
deception, viewed asm@ojector activity in which one intentionally engages via these
means. | will argue that we have good reason to think that agents do actuallyteidibit
kind of irrationality, and that such a phenomenon better deserves the label ‘self-
deception’ than do the types of phenomena examined in earlier chapters. | witl furthe
attempt to show that my account of self-deception preserves the conceptuaiviie&rbe
self- and other-deception, while avoiding the straightforward static and dynami
paradoxes, as well as the problems that arise for views like those preaddhegbiers
Two and Three.

Finally, in Chapter Five, | will examine the consequences of my accounf-of sel
deception for claims about epistemic and moral responsibility. | contend timd$ age,
in fact, both epistemically and morally responsible for their self-desreptl will also
argue that not only does self-deception represent a kind of epistemic faialse, it
generally represents a moral failure as well, regardless of the naratitical approach

one adopts. | will conclude the chapter with suggestions for future research.

1.5 Sidenote: A Short Discussion of the Role of Empirical
Studies in Philosophical Investigations of Irrationality

Before | turn to a detailed assessment of the various accounts of selfialgcept
brief comment is warranted on the role that empirical studies play in philosophical
treatments of self-deception. In the philosophical literature on self-deceptany

references are made to studies performed by psychologists, neuroscientsstbjol
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cognitive scientists, sociologists, anthropologists1et8cientists are understandably
interested in the ways in which humans reason and form certain beliefs—ibgpdwa
these processes result in the formation of beliefs we take to be in some way
“irrational.”16 Indeed, the empirical literature on wishful thinking, self-deception, and
other related phenomena is massive, and many scientists (and philosophers) dvaee bec
increasingly suspicious of the assumption that human mental life is to axsege e
rational, consistent, and under the agent’s control. The studies that challenge this
“rational model” of mental agency are significant and illuminating, anglphavide
philosophical theorists of self-deception with much fodder for discussion. However, a
few words of caution are necessary here.

First, the terms ‘self-deception’, ‘wishful thinking’, ‘irrational beliefiased
belief’, and so on are used quite loosely in much of the scientific (and, | would argue,
philosophical) literature to indicate that the agent in question has formed aelibkef
that wewould not expect her to form, given the particular scenario, or that we think she
shouldnot form, given the context and the evidence she has atliafd.a result, one
scientist’s ‘wishful thinking’ may be another’s ‘self-deception’. While wendt want to
reduce the debate regarding self-deception to a purely lexical disagregetimg, clear
on the terms we use to delineate and describe certain psychological phenomenw is, to m

mind, crucial to the progress of further empirical and philosophical investigation. Thus

15This thesis will be no exception.

16 put ‘irrational’ in scare quotes here because it is question-beggisguma that
such beliefs or belief-forming processes are irrational. Indeedyitom a purely philosophical
matter as to whether a certain kind of belief, reasoning process,ar igatational or not.
‘Unwarranted’ or ‘unjustified’ may be better words to use here, though theyare
philosophically loaded.

17 One noticeable exception is the outstanding paper by Krizan and WindscHfj, (200
which they argue for a distinction between wishful thinking and motivai@sbning in general.
They also note the limitations of empirical investigations on teeatglity bias and suggest
avenues for future research.



17

although I will try to avoid making purely stipulative claims in what follolwsill
sometimes argue that certain empirical dissimilarities (edpewiaen paired with
particular conceptual-analytical considerations) may give us reasortihguiish
terminologically between two phenomena or to prefer one term over another.

Second, it is important to note that empirical studies themselves do not give us the
final word on what exactly is going on in the mind of the agent. In the firs¢ datf-
reports are notoriously unreliable: Agents often reinterpret or misrégarptrior
intentions and other psychological states—e.g., in an attempt to appear (to\ksrosel
to others) more rational than they actually are, or to make sense of acttcaysokear
inexplicable to them, or simply because they cannot accurately introspeatember.
Even in studies that do not rely heavily on subjects’ self-reports, researalstrs m
interpret their results and postulate causal relations that cannot beydtesettved. This,
quite obviously, is part of the nature of the scientific enterprise. Howeweayisuffice
philosophically to show that a certain kind of irrationality is at least concéptual
possible and it is this strategy | will pursue in Chapter Four. NeverthelesH,dlso
argue that the phenomenological and empirical data give us good reason to think tha
such a phenomenon occurs regularly in the actual world.

Finally, to argue for the intelligibility and existence of irrationdldf€forming
processes is not to put forward the claim that we can alkexgwhen certain
individuals have intentionally deceived themselves, as opposed to, e.g., having merely
engaged in wishful thinking. Indeed, there may be no easy way of empirically
distinguishing self-deceived agents from biased believers from mgralgaint agents.
Similarly, the line between habituated self-deception and compulsion may bé¢ almos
indistinguishable from the point of view of the third-person observer (or even from the
first-person standpoint of the deceived agent herself). But this does not diminish the

philosophical or pragmatic importance of making such conceptual delineations.
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In this chapter, | have attempted to lay out the problems that arise whekewe ta
seriously the analogy between self-deception and interpersonal deceptionshbave
the various ways in which this analogy may be drawn, and the various accounts of self-
deception that have developed as a result. In the next chapter, | will discuss one very
significant type of intentionalist attempt to make sense of self-deceptime/ynthat of

the aforementioned partitioned-mind theories. It is to this discussion | now turn.
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CHAPTER 2. A SELF DIVIDED:
PARTITIONED-MIND ACCOUNTS OF SELF-DECEPTION

2.1 Intentionalist Motivations:
The Possibility of Internal Irrationality

We noted in Chapter One that there are various approaches one can take to the
phenomenon of self-deception, depending on how closely one views self-deception as
mirroring the deception of others. We saw that if one considers self-deception to be
closely analogous to interpersonal deception, two paradoxes appear to enstyglee fir
static paradox—the self-deceiver must simultaneously believepkanttd notp—and,
second, the dynamic paradox— i.e., that the self-deceiver could never succeed in her
deception, insofar as she is awayagdeceiver) of her self-deceptive intent.

Thus it appears that any account of self-deception must adopt one of at least two
strategies. It must either a) attempt to retain a close analdgyntatpersonal deception
that somehow escapes the static and dynamic paradoxes, or b) deny thaepdibialés
relevantly similar to generic other-deception, such that the aforementioraeth pas
never arise in the first placAs we have seen, non-intentionalists generally adopt the
second strategy, while intentionalists tend to place significant emphasie on t
‘deception’ part of ‘self-deception’ and thus tend to adopt the first strategy.
Intentionalists argue that, as in generic interpersonal deception, fgeanta count as
self-deceivedshe must, in at least some sense, intend the deception.

Tied to the intentionalist claim is the intuition that self-deception repiesent
paradigm case of so-called “internal irrationality.” In other words, the ioteadist is
often driven by the intuition that the self-deceived agent is not merely irrattonah
third-person point of view but rather is irratiofg her own lightsAs Marcia Cavell

puts it: “A state of mind is irrational in what is sometimes called an iatsanse if it is
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inconsistent or undesirable in the agent's own terms, by criteria or in liglatohtaor
she implicitly acknowledges!”

But why assume thatases of self-deception represent instances of this kind of
irrationality? As Cavell further notes, “[SJomeone who typically claritehave a belief
that she acknowledged was inconsistent with her other beliefs, a belieéthat the
face of what she considered to be the available evidence, would make us doubt that she
had the concept of belief; it would make us doubt her sanity, even her status as a
person.2 So why not just begin with the simpler assumption that what makes self-
deception irrational is that the self-deceived agent merely fails to beleeeding to
certain socio-cultural norms of rationality—rather than supposing that sheebatjainst
herown epistemic norms? Might we not do better to talk aleatgrnalirrationality (i.e.,
irrationality as evaluated from an impartial third-person perspéetifta surely the self-
deceiver is externally irrational, isn't she? There are several resgortbes but | will
mention just a few here.

First, what makes self-deception of interest to philosophers to begin with are the
two paradoxes we mentioned above. Yet both of these paradoxes are merely ways of
expressing a supposed type of internal irrationality. Take a few of the diftargnt
ways of understanding the problem presented by the static paradox, for example. On the
one hand, it may require that the agent straightforwardly believe a contradi@tiit
may more strongly require that she believe something she takes to be fadsehaps it
requires that she believe something she takes herself to have no good reasewnae-beli
or good reason to disbelieve. In any of these cases, however, it appears thanthe a

violates helownepistemic standards. They also lead to philosophically interesting

1 cavell (1998), 5.

2 |bid., 6.
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guestions regarding the dynamics of self-deception: How, if at allpassible to
knowingly get oneself to believe a contradiction? or something one takes tod¥edials
something one believes oneself to have good reason not to believe? Thus, the purely
conceptual question of thssibilityof an internally irrational self-deceiver is, in and of
itself, philosophically interesting. Furthermore, the answers we put fdtwdhese
guestions may help us get clearer about other philosophical concepts of particular
importance (e.g., the nature of beliefs and evidence, of epistemic norms, off@cting
reasons, and so on).

Of course, we likely want to know more than merely whether a type of internall
irrational self-deception isonceivablewe are also interested in discovering whether
such a view fits into our conception of human action. In other words, we want our
philosophical theories about self-deception to correspond to the way we understand real
cases of self-deception in the actual world. And while this is in some respespaita
matter, the task may still remain that of the philosopher to make important cohceptua
distinctions between various types of observed irrationality and to cash out the
implications of these distinctions for such philosophical matters as the theoigaf
action theory, moral and epistemic responsibility, and so on. Thus, if we have good
phenomenological, behavioral, or otherwise empirical reason to think that therke & suc
thing as internal irrationality, we must be able to do philosophical justicesttati

There is some empirical reason to think that self-deceived agents ar¢, in fac
internally irrational, in some sense or another. One indication cfdbép” epistemic
irrationality can be found in the contradictory and resistant behavior of tygaltal
deceivers. Self-deceived agents are not “normal” believers: they respondenaevin
ways quite uncharacteristic of typical, rational believers. When confrontedhegative
evidence against their beliefs (or with positive evidence for the contraey) bsélf-

deceivers tend to deny it more vehemently—to resist the evidence more strongly—tha
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do rational believers. They often become angry or defensive—sometinmptattgto
rationalize their beliefs more than generally thought to be necessary.
Consider, for example, David Shapiro’s observations about the behavior of self-

deceived patients during therapy sessions:

There is...[a] characteristic of [self-deceptive] speech, naliee

to the listener... When the speaker sayskribw | did the right
thing!” or some such, with an exaggerated emphasis, one does not
have a sense of being addressed. The speaker's voice is often
louder than his normal conversational voice. He does not seem to
be looking at one in the ordinary way. The listener does not seem
to be in his focus; he seems to be looking past him. One feels
tempted to wave one's hand to catch the speaker's attention. His
attention seems inward, in the way of someone listening to himself,
like a person who is practicing a speéch.

Here, we see outward evidence of what appears to be a real internat conflic
within the patient. The “exaggerated emphasis” the patient places on higscietran
indicator of certainty in what he asserts, but rather of uncertainty—of a kind obkensta
tension* And we might think that this cognitive tension is symptomatic of the very type
of irrationality we have been interested in, namely internal irratign&litrthermore, if
internal irrationality as represented by cognitive tension in the epcstagant really is
manifested in these cases, it may give us some reason to think that the sedirdeoet
a mere victim of forces beyond his control. He is, in some seasglicit in his
deception—and this may point to a level of intentionality in the phenomenon of self-
deception. That is, if agents know on some level what they are up to when they are
engaged in self-deception, and if this is not a result of mere psychological campulsi
then there may be a sense in which agents may be saiavitifioky self-deceived. And

this points to a kind of stronger irrationality than that of someone who merely believes

3 Shapiro (1996), 789.

4 cf, Ibid., 792. I will discuss the notion of self-deception as an unstable condition
further in Chapter Four.
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against the evidence, without an awareness that they are doing so. We would not expect
such agents to experience the kind of tension exhibited by Shapiro’s patiengés-yet s
deceived agents do appear to show signs of such tension.

Finally, it is important to note that questions of internal irrationality do not only
rise in examinations of self-deception. Other common forms of irrationality, e.
incontinent action and weakness of will, also sometimes appear to exhibit a kind of
internal irrationality (e.g., acting contrary to one’s all-things-ater&d practical
judgment), and if one is not a skeptic regarding the existence of these phenomena, one
will have to grapple with the problem of internal irrationality hereXoo.

Thus, we may have some reason to think that internal irrationadityeial feature
of self-deception—and, accordingly, we may have reason to favor the intentionalis
account of self-deception. However, even if these do represent good reasons for putting
forward an intentionalist view, the question remains: Can any intentionalist acéount
self-deception escape the above paradoxes? What might such an account look like? One
popular intentionalist strategy appeals to divisions within the mind. |turn now to a
discussion of this kind of theory.

2.2 An Intentionalist Strategy: Dividing the Mind

One prominent attempt employed by intentionalists to circumvent the paradoxes
of self-deception is to propose a kind of mind-partitioning thesis, according to which a
agent is divided into several quasi-agential, mental “substructures,” abteast which
plays the role of the victimizer and another the role of the victim. Such intentionalis
accounts maintain that self-deceptiomigntional, but only because the mind has more

than one autonomous (or semi-autonomous) patrt.

S Of course, problems similar to those that plague intentionalist ascoluse|f-
deception arise in explanations of these phenomena as well, especiallgtental irrationality
is postulated. But here, again, it is the assumption of internabmeditly that makes these
phenomena philosophically interesting in the first place.
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Since Freud, the notion of the divided self has made its way into ordinary
parlance, such that we are often overheard to say things like, “Deep down she knows
better,” or even more strongly: “I subconsciously knew | loved him; | just woukein't
myself admit it.” While such a model of the mind does not immediately answheall
guestions regarding the possibility of intentional self-deception, it does saggest
promising way of dealing with the static and dynamic paradoxes. That s crnvmake
sense of the notion of a mind literally divided against itself, we may have a way of

understanding the self as both deeeiand deceigd

2.3 Advantages of Divided-Mind Accounts
To begin, | wish to say a few words in favor of the general plausibility of such a
approach. First, it is by no means a new way of thinking about the self. One need look no
further than Plato’s parts of the soul to see how deeply the notion of the divided self has
pervaded Western philosophy. Indeed, irrationality, wrongdoing, vice, and other
“shortcomings” of the individual have often been explained by an appeal to an

“imbalance,” “disharmony,” or some other lack of unity within the self. Ugutie

culprit is the so-called “appetitive” part of the soul or mind, which somehow “wins out”
despite reason’s best efforts to steer the agent in the right directiorar§inailnatural

way to understand the self-deceiver’s apparent lack of unity is to claim thairitie

itself consists of semi-independent “parts” that can fail to cohere withrarieea.

Adopting this explanatory strategy of partitioning the mind into several (dittel or
functional) quasi-autonomous structures, which themselves may serve as dameiver
victims of deceit, appears to allow the intentionalist to make sense of tlieeseiter’s
lack of self-coherence, without falling prey to the static or dynamic paeadashile
preserving the analogy with other-deception. If the mind consists of spaeslit is

not difficult to imagine that it might house a contradiction: the beliefgleauld be

lodged in one part of the mind and the belief thatpotuld be lodged in another.
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Moreover, if these parts can interact with one another in ways similar to eéhechidns
between agents, it appears that one part might succeed in deceiving the otlié¢nén jus
way that one person can deceive another.

Of course, any divided-mind account of self-deception must, minimally, answer
the following questions: a) What are these various divisions, structures, orstaimnsy
like, and how are they demarcated? b) How do they interact with one another? c) How
does such an account get rid of the paradoxes of self-deception? d) How is the agent
irrational, on such an account? and, finally, ) Do we have reason to think the “self”
really is divided in this way?

In the rest of this chapter, | will examine two prominent types of intentginali
partitioned-mind theories: those that employ a stronger model accordirgcto tive
parts of the mind represent real structural divisions in the self, and weakesmodel
according to which to say that there are different parts of the mind is sy that
certain groups of mental states function as if they were discretegntisofar as the
mental states in these groups are integrated with each other to a mueheyat than
they are integrated with other mental states in the same mind. | vaél grgt, even if
these accounts can escape the epistemic paradoxes of self-deception, theytit® so a
cost of raising serious metaphysical problems regarding the self, interstatioal, and
agency in general. Furthermore, | will attempt to show that neither model &elgqua
makes sense of the internal irrationality the intentionalist supposesesreself-
deceived individuals. Finally, | will argue that even if we have reason to bétave
mental partitioning is a real feature of (at least some) agents’ iniétthis by itself is
not sufficient to explain self-deception, let alontentionalself-deception, as the
partitioned-mind theorist supposes.

| turn now to a brief discussion of Freud’s model of the mind/self. This will set up
my discussion of the stronger type of divided-mind theory, which | will call Ne®*

Freudian Model” of self-deception.
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2.4 The Topography and Dynamics of the Mind:
The Freudian Model

Although Freudian psychoanalysis has fallen out of favor with most psychelogist
and philosophers, Freud’s theory that the mind is somehow structurally divided persists
in many explanations of certain types of neuroses, “abnormal” actions, ainchatity.

Of course, it seems indisputable that certain unconscious (or non-conscious) drives and
mechanisms play a significant role in our mental lives, including our belwiirigr
processes. Many of our beliefs (or dispositions to believe) are not formed consaras|
are rarely explicitly spelled out. They are often also heavily influengedibattitudes

and motivational states, many of which are not present to consciousness (as in “hot”
biasing). Furthermore, cognitive (or “cold”) biasing mechanisms such asncatibn

and salience biases help inform the way we view the world, usually without our being
aware that they are doing So.

However, the intentionalist who employs a neo-Freudian model to make sense of
strong cases of self-deception must go further than to merely postulate tbaaexcf
certain structural biasing mechanisms of which we are often unawarentéheanalist
must also employ the model of structural divisions in the mind to explain how it is that
the self-deceiveintendsher deception. This may, at first glance, seem unproblematic.
After all, many of our commonplace explanations of self-deceptive phenonientore
the self-deceiver’s desiring, believing, or exsrowingsomething unconsciously,
subconsciously, or otherwise “deep down.’” And quite often explanations of this type have
a surprisingly intentionalist bent. We look at cases of family members whe tefus
admit that incest is occurring in their own households, and we say that they must
somehowknowthat something is not quite right. Indeed, we often explain this failure by

claiming that such individualsillfully ignore the evidence of incest, perhapsaayively

6 Cf. Nisbett & Ross (1980) for more examples of cold biases. | discuss tatmcohot
biasing in more detail in the next chapter.
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repressinghe unwelcome evidence or belief to a pldeep downn their psyches. Thus,
even in ordinary parlance, we appear to assert that such people play an activéheat
own self-deceit, with the result that they are both (subconsciously) andre
(consciously) unaware of the incest going on right under their noses.

But simply noting that we are often inclined to talk about such cases in loose
Freudian terms does not provide us with good philosophical or psychological reasons to
think that the mind is, in fact, so divided. We would do better to examine the Freudian
model in more detail to see just how it can be employed by the neo-Freudian
intentionalist to make sense of the kind of strong internal irrationality onae sases of
self-deception are supposed to represent.

Prior to 1923, Freud postulated three separate “topographical” divisions of the
mental sphere: the unconscious propériiewul3tseiy the preconscious
(Vorbewul3tsein and the consciouB8éwulitsein These topographical divisions were
not presupposed to be dynamic and interactive, but rather merely representedtdiffer
mental “provinces” or “strata”, in which certain mental processes wetdécaccur. On
this model, processes occurring in the unconscious (herdafierand the preconscious
(hereafterPCg are those of which the individual is not cognizant, as opposed to those of
which one is directly aware, which are, quite obviously, the proper objects of
consciousness (hereaft@s). Processes occurring RCswere considered by Freud to be
those directly “under the surface” of the conscious sphere. Thus, altR@sghay
contain objects which are not immediately preseddhey are more-or-less readily
accessibléo Cs UCs on the other hand, contains those objects (desires, beliefs, drives,

impulses, etc.) which are not at all accessiblég¢or at least not without significant
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effort on the part of the conscious agent)—i.e., those processes which are “buried too
deep” to be accessed by conscioustess.

After 1923, Freud added the more familiar, dynamic structures of the mind to this
model, namely the icdas E$, the egodas Ich, and the super-egdds Uber-ich. Of
these three structures, the id was the only one supposed by Freud to be locateshwholly i
the realm ofUCs Both the ego and the super-ego were considered to contain processes
that occur inCs, PCs andUCs8 The id might be said to represent the “primordial ooze”
of the mind. It contains primitive impulses and drives, and continually seeksite get
desires fulfilled. However, importantly, it does not do so via rational meanslldgisal
and largely arational. It impulsively seeks the gratification of its dawedl costs. That
is, it does not deliberate with reference to considerations of what is possibleftus
actual circumstances of the agent, nor does it weigh competing goals, coeasstas
against satisfying its drives, and so%fihe ego, on the other hand, represents a kind of
“control apparatus0 Unlike the id, the ego is reality-responsive and represents a kind of
“seat of rationality.” It employs logical and practical reasoning, angrimary goal is
self-preservation (as opposed to the id, which seeks the satisfaction of its deairg
cost)11 Finally, the super-ego is described as the “censor” or the “conscience” of the

agent. It aids in filtering out destructive impulses and is responsive to behaaors.

7 For a more detailed description of Freud’s topography of the mind, see Wolmaj (1968
6-11.

8 See Ibid., 49 for a visual diagram of this complicated later model of the ntinch w
also includes the “energy poles” of destructive energy and libido.

9 Ibid., 45-8.
10 pid., 50.

11 pid., 54.
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Thus, the super-ego acts as a sort of “sieve,” through which certain impulses aidsthoug
are allowed for the ego to act upon, while others are “held back” or otherwiseeanths

We should not wonder that Freud ended up with such a complicated model of the
mind. He was, at least in part, responding to the fact that agents often find tfemmsel
subject to apparently non-conscious and unintentional biases, as well as to the fact tha
certain “rational” processes (i.e., processes that appear responsivaitoroantnative
principles of rationality) do not always appear to be directly present to oaseess.

However, in positing dynamic mental structures, Freud returns us to the
paradoxes with which we began. If both the repressor and the mental item repressed
occupy the stratum of the unconscious, then as Cavell notes, Freud “reintroduces the
unity of deceived and deceiver now on the side of the unconscious, and it is just this unity
which drives the paradoxe$3 There is also the worry that a model of the mind that
includes the ego, super-ego, and id begins to look too homuncular to be plausible.
Whereas the id seems to be too disorganized and arational to count as a segargte per
the “actions” purportedly perpetrated by the ego and the super-ego (e.g., oepressi
dissociation, deception) appear to attribute something like full-blooded ageramhtofe
these mental substructures. But this is to make the agent-at-large look akinfévea siif
multiple personality disorder. As David Pears notes, if a divided-mind hypothéses is
hypothesis “that there is a man within, battened down below deck like the second
harpooner in Moby Dick until the moment for his action arrives,.... we might well ask

how anyone could entertain such a drastic hypothé$is.”

12 pid., 60-5.
13 |bid., 8. My emphasis.

14 pears (1991), 397.
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For these reasons, and in order to avoid unnecessary confusion, | will restrict my
discussion here t6s PCs andUCs treating thesepaceFreud) as both dynamic,
interactive structures and topographical provinces of the mind, makingditike t
reference to ego, super-ego, and id. For our purposes (and, | would argue, also for
Freud’s), we can better makense of intentional self-deception on this simpler,
somewhat more intuitive model. I will thus move toward what is called a “depth

psychological model.” One proponent of such a view, Robert Lockie (2003), writes:

an emphasis on sexuality and a psychosexual notion of the
unconscious is not essential to psychoanalysis; nor is the
id/ego/superego; nor is the Oedipus Complex; and so on down a
long list. ... Essential to psychoanalysis [as such is merkb] t
notion of adynamic unconscioysany position which employs
such a notion is known asdapth psychologyl>

| would argue that the same is true of intentionalist models of self-deception tha
attempt to employ a kind of Freudian divisionism. Thus, in our initial discussion of self-
deception from the standpoint of partitioned-mind theory, let us employ a type bf dept
psychological model on which there exist parts of the mind with quasi-independent
motivational subsets that can dynamically interact with one another, tabheasf which
is deemed unconscious and another conscious. Both Lockie’s model (2003) and Pears’
very important work on motivated irrationality (1984) restrict themselvesgortbre
limited type of neo-Freudian account, and it is these two accounts of sefftidecthat |

will discuss in the next section.

2.5 The Neo-Freudian Model of Self-Deception:
Lockie and Pears

In attempting to explain what he means bydiigamic unconscioutpckie

(2003) makes the following claims:

e The person is made up pértsof some kind.

15| ockie (2003), 127-8.
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e The parts have their own motivational interests (desires, lychpbgical drives,
socio-psychological norms and ideals).

e The activities and motivations of these parts are not neceskaolyn to, or
shared by, the other parts, or the “person as a whble.”

e The sense in which these parts may have or lack knowledge of theattseror
the person as a whole is activesense. So, these parts have (partially successful)
means of selectively concealing, revealing, and deceivingtties parts, and in
other ways competing for psychological resources, in accordaiticegheir (the
parts’) sub-interests. This internal psychical “ecology” msa&tive systenof
interacting parts (involving processes of competition, cooperatianpisgis,

etc.); it is in this sense that it is “dynamit’”

Given Pear’s discussion of self-deception in his 1984 hidokivated
Irrationality, | take it that he would not be opposed to characterizing the “sub-intentional
structures” of the mind in such a way. Thus, on the neo-Freudian depth-psychological
model under discussion, when we speak of “parts” of the mind, it is important to
remember that something like the above description is what we have id#nind.

Pears claims that most cases of “hot” motivational biasing, as well as the
potentially stronger cases of belief-manipulation we mentioned in Chaptes@port
the hypothesis that the agent does not have a single, unified consciousness. For example
in order for a persona’s wish to influence her belief, she cannot be consciousyodwar

this influence:

A person’s beliefs adjust themselves directly to his evidence and a
wish cannot simply stand between his evidence and his beliefs like
a policeman directing traffic. .... If we are going to identiyd
ascribe a strategy in cases of this kind, we shall have tibastcr

to a sub-system within the person. Such a sub-system would

16 A better substitution for “the person as a whole” might be “the consoystens,” at
least on a Pearsian account of the mind.

17 Ibid., 128. | have intentionally omitted Lockie’s final criterion, as it is with which
| am not sure Pears would agree. It reads: “The activities of thesenggrtoften be revealed
only obliquely, by skilled inference (psychological “detective work”) toawec the meaning
revealed in slips, dreams, bungled actions, selective amnesia, negmgitoms, character traits,
etc. (typically by using clinical interview techniques—free asgam, hypnosis, and other
techniques allied to the clinical experience).”

18 No pun intended.
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confront the rest of the person in something like the way in which
the whole person confronts another person. It might even notice
the weaknesses in the rest of the person and devise strdtegies
exploit theml9

In other words, Pears claims that there must be mental divisions of the typbedEbygr
Lockie, which themselves are instrumental in something’s being (in ast@ast cases,
intentionally) kept from the agent’s consciousness, thereby allowing heguweaor
maintain a certain belief.

What, exactly, does the self-deceived individual look like on such a model?
According to the self-acknowledged “Freudian principle” to which Pears appias, “
main system include[s] everything accessible to a person’s conscioushigsshe/sub-
system([s] include[s] everything else that is needed to explain his speech and
behaviour.20 On this view, if we cannot locate the cause of the formation and/or
maintenance of an irrational belief in an agent’s consciousness (i.e., the nbam)sys
there must be at least one sub-system, the existence of which can explaenttse ag
holding that belief. Wheredseud is primarily concerned with deeply represseshes
located in the largely chaotic regionWd€Cs Pears points out thaelf-deception often
requires only a kind of “shallow” repression of a certain belieff@g and “even that
only needs to last as long as is necessary for the particular piece of spifettecd
Additionally, as we have seen, the activitiedtJ@fs on the Freudian model have little to
no rational structure and are more or less indifferent to any restrictiposea by the
agent’s conception of reality, but self-deceived agents are often engagey in ver
complicated means-ends strategies that do appear to reflect a certasnafggrctical

rationality and reality-responsiveness. Thus, many instances of selfidacapthe

19 pears (1984), 63.
20 |pid. 68.

21 |pid. 74.
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Pearsian model will merely involve the interaction of @& andCs systems, without
the aid ofUCs22

Pears notes that, for Freud, frermissivecauseof any particular piece of
epistemic irrationality—where by ‘permissive cause,’ Pears appeanean something
like a kind of “passivity” on the part of some mental substructure—is alwaysesyeel
as a failure of consciousness, e.g., the failure to acknowledge something, tiaéoealiz
of which would likely lead to the agent’s believing a different proposition. For Pears, this
“something” is a kind of cautionary belief, that is, a second-order beliet &t®
illegitimacy of the formation or maintenance of the irrational b&for example, the
permissive cause of an agent’s believing irrationally piragy be her failure to become
or remain consciously aware of the cautionary belief that she possessesad®iee
againstp, or that her desire thatis causing the belief that (Presumably, if the agent
were consciously aware of either of these beliefs, she would revise leéraeli

conclude that nop-24)

22 of course, some cases of strong biasing may be the product of a desire or othe
impulse inUCs exerting its strength iG@s But this does not seem “intentional,” in the sense that
the intentionalist partitioned-mind theorist is looking for. As mentiorfddCisis incapable of
rational, intentional behavior, it does not seem that the origin of intenietialeception could
be located in that region.

230ne might think that what must be kept fr@wis the presence of the motivating
factor itself, which is illicitly causing the irrational befli However, this is often not the case with
self-deceived individuals. Indeed, the agent motivated by a desire techiblagp may be
perfectly aware of her desire thgaand even of her desire to believe thaRather, what must be
“kept” out of Csis, on the Pearsian model, the belief that this desire is actualingdes belief
thatp.

24 0ne might object here that in the case where one becomes conscious btbeke’s
that the evidence points to n@s being the case, one might still intentionally fail to conclude
that notp. Indeed, there is always some “latitude” in inductive reasoning (cf. Pea#s, 7838
and Davidson, 1980), since there is always an “epistemic gap” on the partok#stic agent
between the conclusion she is inclined to draw from the evidence she lihe aadclusion that
she would draw if one haall the evidence. Thus, we can imagine an agent refusing to accept a
certain conclusion, concluding instead that “not all the evidencedessdonsidered.” However,
if the agent does so irrationally, it would seem that, on the Pearsian peinigiconsidered here,
Cswould still fail to acknowledge something—in this case, perhaps, thef thedt a desire to
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Such a model points out something very important about what intentional self-
deception must look like—namely, the self-deceived agent does not merelyiteace
in a biased fashion. She also haseond-ordebelief about her beliefs or motivations.

In short, if self-deception really is to be understood on an intentional model, then it
appears the agent must have soeilectiveunderstanding of the fact that her belief is
being deviantly caused. The mere fact that an agent’s, e.g., firstedeslez (as opposed
to a sensitivity to the evidence for or agapistbeing true) is causing her belief tipas
not sufficient for the agent’s counting as self-deceived. Rather, she must, inesm®age s
“know” what she is up to. And it is this reflective acknowledgement that must be
relegated to the non-conscious sub-system (e.BC#y in order for the particular piece
of self-deception to be success#al.

Of course, as Pears points out, the failure of consciousness to acknowledge a
cautionary belief is also not sufficient to explain self-deceptive amatity. The depth-
psychological model must also explaihythis preconscious cautionary belief does not
produce the same effects G8when housed iRCsas it does when it is IB@s In Cs the
cautionary belief would likely motivate the agent to revise her belief. Howeve itoisc

relegated td°Cs it no longer appears able to do so. Pears puts the problem this way:

[1]f the lapse of the cautionary belief from consciousness did
provide a complete explanation of its non-intervention, that would
be because preconscious beliefs are always powerless to produce
their normal effects in consciousness. ...[A] preconscious belief
would always be shut up in its sub-system and it would never be
able to use the sub-system as a base for operations in_the main
system. But this is not universally true [of] preconscious bedfefs.

believe thap (as opposed to an inclination to engage in “responsible” inductive reas@ning
motivating this refusal to believe that rnmot-

25| will take up this point in some detail later on.

26 pears, op. cit., 79.
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On the Freudian model, mental stateP@®svery often affect one’s actions.
Though we naturally filter out certain “distracting” input, e.g., in order to foous
particular matter at hand, we are often responsive to such filtered stithatiis, they
affect our conscious activity. Even in cases of self-deception, however, the agutiona
belief does not lose all power over the agent’s conscious activity. Seli+décei
individuals appear to engage in attention directing, active avoidance of ceitiEnce,
and other responses to cognitive conflict. So the cautionary belief must be doing
somethingrom its “base” inPCs How can we explain this?

Pears claims that placing all our emphasis on the permissive causgionaiity
will not allow us to explain how it is that individuals may become self-deceivatieR
we must further inquire as to tbeoductive cause(s)f self-deception on such a model.
That is, we need an account of the mental state that serves, as Davidson $atsat)se
that is not a reason for what it causes—not just an account tiinigehat “allows” the
irrationality to occu’ For Freud, theroductivecauseof self-deception and other types
of irrational belief formation is always centered around a ¥fsHowever, Pears notes
that there are other possibilities. “Perversions” or “bad habits” of reason,such a
confirmation and salience biases, may also lead to failures of consciousnga® tiase
what it ough£29 Additionally, it seems that emotions other than wishes, such as feelings
of extreme fear or self-loathing may also play significant productive lcales in

specific types of self-deceptidf¥. Thus, what emerges is a modification of Freud’s

27 cf. Gardner (1993), 65.

28 pears, op. cit., 71.

29 |pid. (Cf. also p.9.)

30 Here one might think of, e.g., a perpetually jealous husband, who constaniixeslece
himself that his wife is unfaithful to him, despite quite obviously nohintg this to be the case.

The motivation in such a case may be something like self-loathing orthd¢ais wife “settled”
when she married him, etc.
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theory, according to which epistemic irrationality is the resultméranissiveailure of
conscious awareness, where this failure is largedgducedoy some sort of biasing
mechanism, desire, or strong emotion. And Pears supposes that such a thing could not
occur without postulating separate systems in the mind, which interact in wags 8dm

two people.

A shift to a discussion of the productive cause(s) of self-deception, combined with
a commitment to the quasi-intersubjective nature of mental systems, soagichthe
Pearsian intentionalist in explaining how it is that the cautionary beliebtanoduce its
normal effects irCsonce it has been relegated®Gs If the cautionary belief is centered
around some motivational element (say, the desireCthhelieve thap)—and ifPCs
interacts withCsin a way similar to how two people interact—then it is perfectly
conceivable that it is the presence of this desifRGsthat serves as the nucleus of the
activity (or lack thereof) of the cautionary belieff@sonCs It is in this way thaPCs
may undertake a kind of intentional deceptioiCafwhereby the former keeps certain
information (in this case, the second-order, cautionary belief that the @anbalief that
p was formed irrationally) from the latter, due to the existence of arcép@ihaps
altruistic) desire ifPCsto do so.

Additionally, the fact that the cautionary belief and the deceptive desire are
housed irPCs as opposed tdCs may explain the cognitive tension the self-deceived
individual often experiences or exhibits in cases of strong self-deception (\Wwbere t
productive cause of the deception is not a mere motivational or cognitive biasing
mechanism). SincBCscontains information that is “just beneath the surface” of
consciousness, so to speak, the neo-Freudian can make sense of the fact that the
cautionary belief and/d?Css desire to deceive may occasionally surface at the level of
Cs Since the information iRCsis often readily available to consciousness, if an agent’s
conscious awareness weunened in that direction, one might expect that her behavior

would sometimes be “symptomatic” of inner conflict. For example, the emergerce of
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new piece of evidence against her self-deceptive belief might braaisecher to turn her
attention to the cautionary beliefHCs(thereby “transporting” the cautionary belief into

or “sharing” it withCs), and she might then exhibit signs of anxiety or doubt with respect
to her irrational belief. However, RCsis somehow capable of “re-hiding” the

cautionary belief fronCs, then it is possible she will be able to maintain the deception,
having only exhibited a momentary symptom of, or lapse in, her self-deception. As Pear

writes in a later article:

It is not necessary for a self-deceiver to be [perpetualigware

of the existence of the elements that go to form the subrayst
within him. All that is necessary is that he should not realise
avow the self-deceptive intention at the time that it is being
executed®l

We can think about this phenomenon more clearly if we compare it to instances of
interpersonal deception. In cases of the sustained deception of one person by another—
for example, in a situation in which a con artist is attempting to swindle his “roatldf
a large sum of money—it often happens that the victim of the deception becomes
suspicious of the perpetrator of the deception. In cases of the so-called “Ichipeon,
intended victim may hear from a friend that the swindler is untrustworthy. Tlyis ma
cause the victim to question her faith in the swindler. She may notice things about him
that she had not previously noticed—a shifty glance, strange behavior, conionsera
with undesirable individuals, and so on. Thus, her behavior toward the swindler may
change noticeably. However, if the swindler is a skillful con artist, he will Hevguile
and deceptive wherewithal to reestablish the trust of his mark, and will tHezedijle to
maintain the deception. Presumably, however, the maintenance of the decepiadsowill

rely on some complicity on the part of the intended victirhus, we can compare this

31 pears (1991) 399-400.
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continued effort by the swindler to deceive the mark to the actioR€sfowardCsand
the complicity of the mark toward the swindler to the permissivend&SstofvardPCs

To tie all these components of Pears’ neo-Freudian model together, let us see how
the model might be applied to a case in which an agent appears to intentionally deceive
herself. Agnes loves her husband, Ralph, more than anything else. That is, his love is
extremely important to her, and his faithfulness to her is a reflection of thisihote
past, she has had no reason to question his fidelity, but over the past couple of months his
behavior has become erratic. He comes home late at night smelling of cheapeperf
making implausible excuses for his tardiness; she has found lipstick stains oralnjs col
he has shown little to no sexual interest in her; etc. Suppose, too, that Agnes’ friends
have informed her that they have seen Ralph dining with another woman at a romantic
restaurant in the area. At this point, Agnes has more than enough evidence totkaspec
Ralph is being unfaithful, and indeed, her own assessment of the evidence points toward
his having an affair. However, as any loving wife would, Agnes also has a desing
that henot be cheating on her. So let us suppose that, under the influence of this desire,
she refuses to admit that he is unfaithful, even to herself. In other words, she self
deceptively attempts to maintain her belief that he is faithful, despita¢hthat her
evidence suggests otherwise. Suppose also that she exhibits signs of sigmifjoaiviec
tension, suggesting that she is, in fact, “at odds” with herself in some signiiagnShe
refuses to listen to her friends when they confront her about Ralph, and contineslly tri
to change the subject. Yet when forced to listen, she persistently defends Ralph and
asserts in an overly strong manner that he is faithful. She avoids sociabsgubtt
might lead her to encounter Ralph in a compromising position, and she invents excuses
for his strange behavior. This may lead us to believe that that she realbreagome
levelthat her maintenance of this belief is irrational. But how can we explain her

behavior without running into the paradoxes of self-deception?
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As we have seen, if this case is to amount to something more than mere wishful
thinking, in which Agnes’ desire that Ralph be faithful causally sustains hef thelt he
is not cheating on her (where she cannot be said to know—on any level—about the
operation of her belief-sustaining desire), we must postulate that she is sometow bot
aware and unaware of what she is doing. It is here that the depth-psychological model
comes into play. Pears would suggest that although Agnes knows that she possesses good
evidence that her belief in Ralph’s fidelity is likely false, and thatmerely her desire
that he be faithful that causally sustains her belief in his fidelity, tbisdactively kept
out of her conscious awareness by the functioning oP@aisystem, which—being built
around her wish that Ralph be faithful (and, perhaps also around the wish on the part of
herPCsthat she not be consciously aware of this fact)}—hides the potentially traumatic
information from helCssystem. Thus, Agnes might be said to both (preconsciously)
know and (consciously) not to know that her belief in Ralph’s fidelity is being irrdifrona
sustained. In such a case, it does not appear that Agnes consciously believes poth that
and that nop (wherep represents the belief that Ralph is faithful andp@presents the
belief that he is not faithful). Indeed, it need not be the case thROs=ystem ever
forms the belief that Ralph is unfaithful (or that it is not the case that héhifgilt
merely prevents he&Zssystem from becoming aware of certain information—in this
case, of the cautionary belief that her belief is being irrationally sesitdim other words,
PCswithholds certain information frof@s which—if she were consciously aware of
it—would normally cause her to revise her belief. The partitioned-mind model thus
avoids the straightforward static paradox. Since Agnes’ beliepthalongs to a separate
system than the cautionary belief, the presence in her of inconsistent hmliedssano
more paradoxical than the presence of such beliefs in two separate individuals.

It is less clear that the dynamic depth-psychological model has the estarc
avoid the dynamic paradox. At first glance, it appears to have a simple aosher

guestion of how Agnes can be successful in her self-deception if she is aware of her own
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deceptive intention—namely, that shenct directly aware of her deceptive intention at

the time she is deceived. The deceptive intention is kept out of her conscious system long
enough to do its self-deceptive damage. Thus, just as with interpersonal deception, there
is no paradox.

But the problem is not so easily side-stepped. Although Pears has told us that the
UCs PCs andCssystems may work together to keep a particular belief or set of beliefs
out of Cs, a more detailed discussion of exattbwthese systems interact will be
necessary for the depth-psychological model to give us an account of seliateagpt
that is, in someelevantandplausiblesense, intentional, and b) that preserves the sense
of internal irrationality discussed above.

First, there is the question of what exactly must be kept from consciousness, in
order for the deception to succeed. At the very least, the cautionary belief thalfthe
deceptive belief is primarily caused by a desire or some other elemeatageht’s
motivational set must be prevented from ente@sgin order to preventsfrom revising
its self-deceptive belief. But in some cases, the motivation itself nealytoebe
repressed. For example, if the motivation behind an agent’s particular piece of self
deception is not the desire that things be a certain way, but rather the@bsiievea
certain proposition (perhaps because she takes the belief in that proposition to have
certain practical benefits), knowing that she desires to believe it might a®enidence
against this belief, especially if she is aware of additional evidencengpintthe same
direction. Thus, the self-deception in question might never get off the ground, gfethie a

is aware of her motivation for so believid§The awareness of other related motivations

32 This might be especially true of destructive motivations, such falssetetd. The mere
awareness of the fact that dmessuch a motivation might lead the conscious system to suspect
that this motivation plays a large factor in her believing a partiputgyosition (e.g., that a
certain person dislikes her)—where such an awareness would preteded@ed lead to) an
awareness of the “cautionary belief’ that the motivation is,at) &xercising this causal power
on her belief system.
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may need to be repressed as well. Take, for example, an agent who has homosexual
impulses stemming frordCsbut who desires not to be a homosexual. While awareness
of the latter desire (which is doing much of the causal work in the formation of the sel
deceptive belief) need not be kept fr@y the former likely must—if the deception is to
succeed®3

Then there is the question as to the relevant intentions involved in intentional self-
deception. Presumably, any intention to deceive oneself must also be ke@isfriom
order to allow the deception to occur. This leads to a related question regardihg whi
intention or intentions are the relevant one(s), as far as self-deception isnednddne
obvious answer to this question would be that it is the agent’s intention to deceive hersel
(or to believe something unwarranted by the evidence), where this intentibreas{a
temporarily) prevented from enteri@s by PCs But if this intention is confined tBCs
then how can it be thegent’sintention (if we understand the agent here as being
represented b@9? Assuming as we did that the unrUl€s (if it exists at all) is
incapable of anything like intention, it appears deceptive intention must be on the part of
thePCssub-system and directed at the main system. This appears consistent with what
Pears says when he explains why self-deceivers typically cannot prodedetaens of
their belief-forming processes from the agent’s@es) point of view34 He writes:

“This, of course, is no surprise, because it is not [the agent’s] basic act but the sub-

33 Furthermore, as we shall see sho¢smust have its own motivations for keeping
certain beliefs fronCs and presumably these motivations must themselves be kepC&om

34| am not sure, however, that this is quite right. Self-deceivers can, tenddof
produce rationalizing descriptions of their behavior. However, what | tades o mean is that
self-deceivers cannot produaecuratedescriptions of how they came to form their self-
deceptive belief. There is some sense in which the self-deceiver cemigostand himself. And,
presumably, it is this sense in which the agent is supposed to be intarasittyal. But even if
this lack of self-understanding explains some of the tension displayedfleseivers, | am not
sure it is enough to get us deep epistemic irrationality, since, as@aiisaconcerned, it believes
for what it takes to be good reasons. | elaborate on this point below.
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system’s, and the sub-system does do it under a description, namely, the description
‘generating the counter-evidential belief preferred by the main sy$&m’.

Pears here refers to two potential motivations for the agent’s forming or
sustaining a self-deceptive belief. First, there is the motivation in the foarprefference
in themain systengor, for our purposes, i6s). And this preference need not be withheld
from Cs though in some cases it may be (as we have seen above). Second, there is the
motivation of the sub-system (BIC9. If PCsitself is capable of intentionally
“generating the counter-evidential belief preferred by the main systemyist do so for
areason—that is, it must have its own motivations for strategically generating thes bel
in Cs But what might those motivations be? Are they altruistic desires—designed to
protect the agent from herself? to preserve her self-concept? to reduce guirety?
there are cases in which it makes little sense to suppodeGHatmotivation is of this
kind.36 Or doesPCsact according to a sort of Freudian “pleasure principle,” which seeks
pleasure foCsat all costs, rather than deferring gratification when necessaryhiBut
would make PCs’s intention appear significantly less rational than welynitiak it to
be.

Since Pears describes the intentional self-deceatit&s belonging to theub-
systemin question, oPCson our depth-psychological model, it would seem B@$
must possess at least enough ag@httybe able to form and execute intentions, such as

the intention to deceiv€s. But if PCsreally can be said to intentionally cause or

35 |pid. 401.

36 Take, for example, the partygoer who self-deceptively convinces himaeif ik all
right to have one more drink before driving home. In a case such as thiatlieisimplausible to
think thatPCss motivation is aimed at the agent’s well-being.

37 pears discusses agency as a gradualistic concept, as opposke) tartail-or-
nothing approach. | am actually sympathetic to this idea, though as | wilkdishortly, | do not
think it cannot save Pears from certain homuncularist worries.
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maintain a false belief i@s then it must have a significant awareness of what is going
on inCsand what it must do to prote€sfrom coming to an awareness of the relevant
beliefs, motivations, and intentions in question. Indeed, it seems that in order to make
sense of howCscan do so, we must attribute to it a rather strong sense of agency, and
this makes Pears’ account appear more homuncular than we initially proposedarget Pe

denies this:

The picture of the tiny agent within must be dismissed, because
this kind of systemic explanation is not homuncular but
anthropoid. It does not credit the sub-system altithe features

of ordinary agency on @ducedscale, but only witlsomeof them,

and those on thiill scale. .... What is being suggested is that the
conscious processing of information may be paralleled by an
equally effective kind of processing which does not require a
separate centre of consciousness, but which is, nevertheless,
sufficient to support the concept of a separate centre of agfency

However, Pears’ protestations to the contrary notwithstanding, it is ratheuldif
to see how the notion of a “separate centre of agency” is even coherent, unless the sub
system can be said to really resemble conscious agency. He suggestsd¢heeegisa
kind of processing analogous to conscious reasoning that occurs on a pre-conscious (and
thusnonconscious) level but which can produce resul&snl do not wish to claim that
there is can be no such thing as non-conscious cognitive processing that influences one’s
conscious beliefs or actions. As we have seen, the prevalence of such phenomena as hot
and cold biasing in normal agents points to the idea that there may be unconscious mental
states that can produce effects in consciousness. What | wish to questiormis why
should suppose that this kind of non-conscious cognitive processing allows for the
attribution of any kind of intentional, rational agency to the sub-system in question.

If intentional action is, in some sense, action for a reason, then it appe&€shat

must also be able to appreciate, evaluate, and act for reasons. But this apeepnise a

38 |pid. 398, 400.
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level of (potential) reflectivity and awareness on the paR@d And Pears does appear
to hold that the sub-system has some sort of self-knowledge: “We use behavioural
evidence for the conclusion that the sub-system knows what it is doing and why it is
doing it, and is aware of its own success, if it is succeedPiy&t Pears also claims that
precisely what is lacking in the sub-system is a type of consciousreesaréWhat is
lacking in the case of a self-deceptive sub-system is not only the conteyrgpayeval of
its intention but also a detailed description of its basic acti#sThus Pears appears to
maintain that we can attribute an intention (and thus agen&g$because it “knows
what it is doing and why it is doing it,” but at the same tiM@sdoes not have the
requisite awareness to avow its own intention or describe what it is doing. &ims se
problematic. How caCsreflectively know what it is doing if it is incapable of that
level of reflection?

One possibility is thaPCsitself acts for reasons that are not available to it. In
fact, its “reasons” cannot be conscious, given B@agitself lacks this important feature
of agency. But then we appear to be left with an unpleasant alternative. Inoomtbete
sense of whyCsdoes what it does, we may need to appeal to further centers of agency,
which themselves might houB€s“reasons” for deception, to explain the “actions” of
PCsitself. But then we raise the threat of a regress, and even if this regress Gaus, vi

at the very least we must worry about losing the agent altogether. As RaZsAbe

writes:
The agent appears as a passive victim of competing forces withi
his unconscious and is no longer responsible for his actions. But
then they are ndtis actions, and the agent has been reduced to a
mere battlefield—he is no longer an aght.
39 |bid. 400.
40 |pid. 403.

41 Abelson (1977), 97.
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Thus, if we try to rescue Pears from falling into a sort of implausible homuistwi@mw,

we do not appear to be able to make sense of how self-deception is intentional in the first
place becausBCsbegins to look like a mere causal mechanism altogether incapable of
intentional action (or at least like the non-conscious product of such mechanisms). And
this would be to characterize self-deception as significantly less intdritamaPears

would have it.

In the end, Pears himself admits: “We have a general description of whsilfthe
system] does: it exerts a continuous influence on the main system's thinking. @ut we
not know how it does this because it is a task too far removed from the ordinary things
which we do intentionally, and which we can break down into their basic elerdénts.”

He goes on to claim that this is no reason to conclude that the sub-system does not
represent a separate center of agency, but if understanding®seperates requires
diverging too far from comprehensible intentional behavior, then it does not appear to
warrant any attribution of agency to it.

Furthermore, Pear’s view ends up threatening the requirement of internal
irrationality for self-deception that motivated the account in the firsepld the “agent”
is to be identified witlCs then her self-deceptive belief is merely the effect of whichever
system or systems causally win out in the “belief battle.” But the consagmr takes
herself to believe for good epistemic reasons (as provid&LRy Moreover, it is
difficult to see why the agent would experience any cognitive tension avimgias she
does, insofar as she is not aware of the inconsistent beliefs housed elsewhere in her
(unconscious) mind.

For these reasons, it may be reasonable to look for a weaker divisionisthithasis

that proposed by the neo-Freudian depth-psychological model—one which attempts to

42 pears, op. cit.
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explain internal irrationality without resorting to homuncularism or purelghaeistic
views. It is to such a view that | now turn.
2.6 Davidson’s “Functional” Model.
In his seminal 1982 article “Paradoxes of Irrationality,” Donald Davidsontsejec
the neo-Freudian divisionist accounts, while nonetheless arguing that we need te suppos
a partitioned mind if we are to do justice to the irrationality of self-decepltika.Pears,
Davidson is motivated to put forward an account on which self-decepiiaersally

irrational. In “Incoherence and Irrationality,” he writes:

No doubt we very often stigmatize an action, belief, attitude, or
piece of reasoning as irrational simply because we disapprove,
disagree, are offended, or find something not up to our own
standards. ... [However,] my interest here is entirely with ¢akes
such there be, in which the judgment that the works or thoughts of
an agent are irrational is not based, or at least not necessarily
based, on disagreement over fact or norm. ... This suggests that we
should limit ourselves to cases in which an agent acts, thinks, or
feels counter to his own conception of what is reasonable; cases
where there is some sort of inner inconsistency or incohefénce.

Furthermore, this interest in cases of internal irrationality promptsdBanito
focus on cases in which self-deception can be said ittdr@ional for, he thinks, if self-
deception can be chalked up to mere ignorance or to some sort of mental compulsion,
then the agent is in no way criticizably irrational, even if she is not responshe to t
reasons she has.

Finally, this concern to explicate cases of intentionérnal irrationality
motivates Davidson to distinguish between cases of irrationality motivately pyra
desire to so believe (i.e., wishful thinking) and self-deception proper: “When wishful
thinking...succeeds there is no moment at which the thinker must be irrational. .... Not

all wishful thinking is self-deception, since the latter but not the former require

43 |n Davidson (2004), 189.
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intervention by the agerit4 Thus, Davidson is interested in giving an account of self-

deception that allows for the internal irrationality of the agent in questiochwhi

presupposes that the agent deceives herself intentionally, yet neverthetesstdeduce

self-deception to a species of wishful thinkffgWhat does such an account look like?
We begin with the claim that agents believe for reasons. And one’s reasons bear

certain logical and causal relations to the formation of the belief in qune$tias, when

the self-deceiver forms her irrational belief, although she dofs seasons, she

believes contrary to those reasons she takes to be the strongest. Take Agras)dl&. e

She has reasons both for and against her belief that Ralph is faithful to her. Havever

believing that he is faithful, she violates a principle she otherwise acdepts: t

“requirement of total evidence”, i.e., the requirement that one ought to believe on the

totality of one’s evidence. She believes a proposition for whose contrary shbeekels

to havebetterevidence, and so she is internally irrational. Assuming that she is neither

ignorant nor compelled to believe as she does, she must deceive herself intentionally

Thus, Davidson maintains that to make sense of internal irrationality, we musafsostul

the possibility of there being mental causes that are not reasons for thethelyef

cause?b That is, there must be mental states capable of producing beliefs that do not

serve as justifying reasons for those beliefs.

44 pavidson (1985), 143. My emphasis.

45| will say more about the importance of the distinction between se#fptien and
wishful thinking in the next chapter. For our purposes in this chapigeisufficient to note at this
point a) that “the assimilation of self-deception to wishful thinking taildo justice to our
vernacular conception of the phenomenon” (cf. Scott-Kakures, 1996, 140), and b)vidabba
himself considers this distinction important to his account of irratignétialso makes room for
weaker types of “irrational” belief-formation than straightforwaetl-deception, and if we take
the latter to occupy a place on a broad spectrum of irrationality, the datibetiween wishful
thinking and self-deception appears quite appropriate.

46 Note that in the discussion of Pears above, when we discussed the twaf types
motivations that might be relevant to self-deception (i.e., the pretemnthe part o€sand the
motivating factor behin@Css self-deceptive act), each of these may be said to correspond to a
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More specifically, Davidson postulates the following conditions for an agent
beingself-deceived regarding a propositjari'A has evidence on the basis of which he
believes thap is more apt to be true than its negation; the thoughpttwatthe thought
that he ought rationally to belieye motivatesA to act in such a way as to cause himself
to believe the negation pf’47 The claim here is that what motivates an agent to self-
deceptively form the belief that nptis the co-existing belief about the likely truthpof
itself (and, presumably, a desire thatot be the case, or some other motivational state
that inclines the agent toward believing that pptbavidson claims that, to make sense
of this, “[w]hat we must do is find a point in the sequence of mental states wheresther
a cause that is not a reason; a specific irrationality by the agemt’standards of
rationality.”8 And it is for this reason that Davidson proposes partitioning the mind.
Here, as elsewhef® he argues that only if we conceptually divide the mind into sub-
agential, quasi-autonomous structures can we explain how, within the space of one mind,
one mental event can cause another without being a reason for it. Thus, he claims tha
there must be “boundaries between parts of the mind ... somewhere between any
(obviously) conflicting beliefs?0 And the irrational step in self-deception, then, is “the

drawing of the boundary that keeps the inconsistent beliefs &gart.”

belief-desire pair that, if considered a cause of the self-deedyalief, would represent a mental
cause that is not a reason for the belief it causes.

47 bid., 145.

48 |pjd.

49 see also Davidson (1982; 1998; 2004).
50 pavidson (1985), 147.

S1pid., 148. It appears to be the desire to avoid accepting the requiremeat of tot
evidence, on Davidson’s account, that plays the causal role in the diwing boundary.
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This results in what Pears calls a “functional” account of self-deceptiansas i
the causal role played by a particular belief that determines its bsigges to one
system or another. In other words, a mental “schism” is postulated whererdgronal
internal irrationality is to be explained: “For if someone is competent to avoidaqiie
irrationality, the relevant cautionary belief will be somewhere within, and, if it does
not intervene and stop the irrationality, it will be assigned to a sub-systematically
by the function criterion?2 This results in a view on which to say that two “parts” of the
mind are distinct is to say that the mental states that constitute eastapdrin tight
logical relations with each other, but not with the mental states of the other part.
Nevertheless, these parts can causally interact with one another, justp@®plecan
interact. For example, my desire to make get you into my apartment ataméeto bake
cookies, the smell of which cause you to form a desire for cookies that lead yoerto ent
my apartment in search of baked goods. In such a case, my desire causeihcet]
your entering my apartment, but it does not serve as your reason for doingitr\§
Davidson argues, certain parts of one mind may causally interact with one another,
without one part’s motivation serving as a reason for another part’s, say, faming
certain belief. This requires, of course, assuming that individual parts of the mind “mus
show a larger degree of consistency or rationality than is attributed to the®Bol

Thus, Davidson attempts to put forward an intentionalist account of self-deception
similar to the stronger accounts we examined above. However, Davidson ddfers fr
Pears insofar as he insists that his mental partitions need not themselessmnepr
separate centers of agency. His account likewise differs from Freud’ariasadfie does

not claim that the partitions of the mind must be separate and independent of one another.

52 cf. pears (1984), 69.

53 pavidson (2004), 181.
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In contrast, he suggests that mental compartments themselves may “overlapdrand s

many of the same mental states and properties:

| do not assume that the divisions are fixed, or that they deserve
such names as conscience, courage, intellect, or id. More
important, |1 do not think of the boundaries, however permanent or
temporary, as separating autonomous territories. The territories
overlap: there is a central core of mostly ordinary truths wineh t
territories share. ... Where territories differ is in the alsst
details. ... Of course, this could not be the only difference: each of
the contradictory beliefs needed a supporting phalanx of ideas. ...
The image | wished to invite was not, then, that of two minds each
somehow able to act like an independent agent; the image is rathe
that of a single mind not wholly integrated; a brain suffernognf

a perhaps temporary self-inflicted lobotoftfy.

For the above reason, Davidson shies away from giving a robust metaphysical account of
these parts or divisions between parts. Rather, he claims that “such boundans ar
discovered by introspection; they are conceptual aids to the coherent description of
genuine irrationalities?® Later, he writes: “I spoke of the mind as bejragtitioned
meaning no more than that a metaphorical wall separated the beliefs wiostegdaihto
consciousness together, would destroy at least ¥h€Hus, for Davidson, although we
need, conceptually, to divide the mind in order to be able to understand how internal
irrationality may occur, we should not suppose that the parts proposed are themselve
tiny homunculi, operating from their own centers of consciousness.

So how does Davidson'’s view fare in light of the above criteria that self-decepti
be intentional, internally irrational, and distinct from other “irrationalidfeiorming
processes like that wishful thinking? On the face of it, Davidson’s account appears to
account for all three criteria, insofar as he postulates a mental calusenibiza reason

for what it causes by supposing the existence of explanatory mental pantitieres/er

54 Davidson (1998), 8. Cf. also Davidson (2004), 181, n.6.
55 Davidson (1985) 147.

56 pavidson (1998), 8.
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an irrational belief transition occurs. As with the depth-psychological modedtatie
paradox does not appear to pose a significant threat to Davidson’s view, insofar as a
mental “schism” is postulated wherever the holding of two beliefs would, in thewsec
the agent to give up one or the other. The self-deceptive belief thatloes not occupy
the same inferentially integrated mental sub-space as the belief teatdbece warrants
the conclusion that. In the case of Agnes above, the belief that the evidence points to
Ralph’s cheating on her occupies a distinct space from the belief that hiefid,fa
thereby allowing Agnes to self-deceptively believe in Ralph’s fidelifycdbirse, it is the
former belief, paired with a desire that he be faithful that motivates and elyentusses
(or causally sustains) this latter, self-deceptive belief. But theeamwss that this is so,
too, is partitioned off and not directly accessible to the part of Agnes thatdsetie is,

in fact, faithful.

Nevertheless, there are some serious worries that Davidson’s account, too, must
face. First, it is not entirely cleaowthese particular beliefs come to occupy separate
parts of Agnes’ mind. As we have seen, Davidson himself is hesitant to suppose that his
conceptual partitions represent psychological realities, where one partigarole of
the perpetrator and the other of the victim of the deception. So we are not to take his
postulations of mental partitions as literally as on the depth-psychological. etld is
still difficult to explain how the relevant beliefs become psychologic¢akparated” on
this account. For if the agent knows what she is doing, the dynamic paradox theatens t
undermine her ability to thwart the requirement of total evidence in favor of hernpef
belief. But if she is unaware of the drawing of the schism that keeps hefs lzgdart, she
appears no better off than the ignorant agent who doesn’t know better or the
psychologically compelled agent who has no control over her beliefs. So theymyster
remains: How does the self-deceiver who intends her deception “draw” this boundary

between her inconsistent beliefs?
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Toward the end of his discussion of weakness of will, Davidson himself admits
that the weak-willed agent “cannot understand himself: he recognizes, in his own
intentional behaviour, something essentially stréiBut this threatens to undercut
Davidson’s claim that the weak-willed agent’s behavior is somethingég—and does

intentionally. Sarah Buss (1997) makes a similar point:

It thus seems that, on Davidson’s own account, the weak-willed
agent cannot help but regard her action as something that just
happens to her; she cannot help but feel like a passive bystander to
her own behavior; her experience is indistinguishable from the
experience of thenfreeagent who finds herself compelled by an
irresistible desir®3

And we might say the same thing about the self-deceiver. On Davidson’s vippe#ra
that the self-deceiver ends up arriving at her self-deceptive belgflike that,” as it
were. She cannot understand how she came to this belief, as the relevant setirdecepti
sustaining information regarding the belief's origin and/or justifiabiitgow
inaccessible to her. She appears a “passive bystander” to her own deception. And thus i
is unclear how the self-deceiver deceives hemstdhtionally

There are also related worries about Davidson’s requirement of internal
irrationality in self-deception. We take an internally irrational agebetsomeone who
not onlyoughtto know better, but someone whoes in fact, know better. However, as
far as the self-deceived agent is concerned, she doesn’t know better, soHeng as
relevant beliefs are partitioned off by her self-deceptive activity oOfse, the
Davidsonian may retort that since the agent cannot adequately understand the origins of
or justification for her self-deceptive belief, she will experience a dedreegnitive
tension indicative of internal irrationality. And it is true that if she finds Ifessaply

believing for no reason or “just like that,” she may come to suspect that hermbslief

57 Davidson (1980), 42.

58 Buss (1997), 30.
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been irrationally formed. But if this is the case, then she is in a differest¢epc

situation than is presupposed by Davidson’s account of self-deception. She appeaars eithe
a stranger to herself, in the compelled sense described above, or she doesdlsave acc

the epistemically relevant beliefs regarding her situation. Altieeig, she may invent

(read: rationalize) a reason for her so believing, but if she is ignorant refalhsause of

her belief, it does not seem so clear that she is internally irrational, in tleeB@vidson

wants.

This leads to a further worry about Davidson’s requirement that an account of
self-deception must distinguish between wishful thinking and self-deception proper.
Davidson claims that the wishful thinker is not necessarily internallyaona, insofar as
she believes something that, by her lights, is fully rational. But is notlabe@athe self-
deceiver ends up being all that different from the wishful thinker. If the mreti&ediefs
are “exiled,” such that the agent has no awareness of or access to them, then she, too,
believes rationally by her own lights. Furthermore, even if we can understanakehefv
that is supposed to initiate thrgentionalcausal process resulting in the acquisition of a
belief to the contrary becomes inaccessible to the part of the mind deceiveaciessr
how such a belief could causaflystainthe latter belief, if the former is no longer
available to the agent. The false belief must be maintdneeausef the original belief
to the contrary. However, it appears that if the original belief is inattes$sithe agent,
the desire to hold the false belief must perform this task. And then it appears that
following the initial (mysterious) self-deceptive step, the agent is nottatacf self-
deception, but rather is engaging in mere wishful thinking. She no longer realizéeetha
evidence counts against the belief she currently maintains (since she ndhlasgecess
to the contrary belief). So the internal irrationality supposed to be presait-in

deception is lacking. As Scott-Kakures notes:

This would appear to recapitulate our earlier difficulties. The
desire that not-p motivates me to turn away from my justified
belief that p. But what the rogue desire accomplishes isathis
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well: It brings aboutde trop as a cause and not a reason, the exile
of the requirement of total evidence, that epistemic canon which
counsels me to believe on the basis of my best reasons. And if this
is so, | do not realize that | come to believe in a way which violates
my best standards of reasoning. For the violation of the
requirement of total evidence has not been achieved with open
eyes. We are left with wishful thinking. | come to believe for
objectively bad reasons, but there is no internal irrationafity.

Pears, too, is concerned about Davidson’s ability to distinguish between the
various levels of irrationality. “If we adopt the functional theory,” he wyite® shall
say that there is a schism whenever there is irrationality that the pecsonpstent to
avoid, even if it is a low degree of irrationalif§9’So long as the agent may be said to be
competent to resist a particular piece of irrationality, Pears cldmmselevant cautionary
belief must be present. But if it fails to intervene appropriately in the maiensys
Davidson’s functional theory will automatically assign it to a sub-systeiece € is the
functioning of the belief itself that determines to which side of the schism the the
assigns it. “So the thesis, that no degree of avoidable irrationality is possitsdut a
schism, will be true by the definition of the word ‘schis®L.But now the distinction
between wishful thinking and self-deception collapses, and Davidson is left with a
phenomenon that looks even more mysterious than that with which he began.

Thus, in the end | am not sure that Davidson’s account escapes many of the
criticisms launched at the stronger divided-mind theories. Although his picturé-of se
deception is somewhat less metaphysically suspect than the neo-Freudiant,acc
insofar as he requires that the self-deceived mind be divided into separadé ment

components, at least one of which must become opaque or inaccessible to the conscious

59 Scott-Kakures (1996), 43.
60 pears, op. cit.

61 pid., 70.
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agent, there still appears to be a difficulty in locating the agent or givirthéenental
control required to intentionally deceive her&af.

Likewise, the belief state transition from the belief {h&t the belief that nop-
(where the former belief is a cause but not a reason of the latter) is quitziougs{and
does-nbappearto-be-underthecontrol-of- the-agent-hergdthhough Davidson appears
to maintain that this is the irrational step involved in engaging in self-denefitseems
that in order for such a transition to be possible, there mustdx@ental anomalies: a) a
belief must cause a contrary belief without being a reason for it, and b) theragegnt
somehow “exile” the former belief from his explicit awareness, or somehqvs kieese
two beliefs separate. How either (a) or (b) actually occurs remaatisedy mysterious.

If (&) occurs prior to (b), it is not clear the agent can deceive herseliamaihy. If, on
the other hand, (b) occurs prior to (a), the question arises as to how the exilechelief
give rise to the contrary belief. Thus, it appears that even Davidson’s weakeyrsatt
mind theory cannot do the work it is supposed to do, for the agent no longer appears
responsible for her deception, except insofar as she at one time mysteriadslam
irrational “leap” from an undesirable belief to its contrary.

2.7 Conclusion

In this chapter, | have attempted to show that, although there are powerful reasons
to put forward an intentionalist account of self-deception, the attempt to do so by
partitioning the mind is not the best strategy for the intentionalist to adopt. Stronge
depth-psychological models “solve” the epistemic difficulties at theafasising more
worrisome metaphysical problems regarding the mind, the self, and ageyayeral.

Weaker functional accounts give us little to no metaphysical picture whkatséed

62| mean here that if we cannot locate a central agent who eeestime degree of
control over certain of her competing mental compartments, the agenti{are “amalgam” of
these compartments) does not at all appear to be in control of her actionspgnbkrdself-
deceptions.
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both types of account fail to explain how self-deception is intentional and imgernal
irrational.

The reader should understand here that | am not committed to denying the
existence of mental compartmentalization. There is some good empirsah teahink
that, at least occasionally, even “normal” agents experience a certain kindtaf me
partitioning®3 What | am attempting to show is that such psychological divisions, even if
real, do not provide the key to self-deception — at least if self-deception involves
deceiving oneself intentionally and being somehow aware that the resuligfgstrains
one’s own normative commitments. For this reason (and for others that will &etesn
in the next chapter), many philosophers claim that a better way to understand garde
variety self-deception is to adopt a view that does away with the strongabalogeen
interpersonal deception and self-deception. They propose that adopting a non-
intentionalist view allows us to better make sense of the phenomena, whileahthe s
time according with the results found in various empirical studies of irratoatial-

forming processes. It is to a discussion of this type of theory that | now turn.

63 Cf., for example, Gur & Sackeim (1979) and Quattrone and Tversky (1984).
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CHAPTER 3. DEFLATIONARY ACCOUNTS:
CAN WE MAKE SENSE OF SELF-DECEPTION WITHOUT
INTENTION?

If divided-mind accounts of self-deception are unsuccessful in the ways we
described in Chapter Two, what alternatives remain for the philosopher to explain the
phenomenon? The failure of partitioned-mind theories to give a plausible account of
intentional self-deception has led many philosophers to adopt the stance that the only way
to avoid the static and dynamic paradoxes is to deny that there is a strong analogy
between interpersonal deception and self-deception and claim that sgfideds
largelyunintentional.

Led by philosophers like Alfred R. Mele, this alternative conception of self-
deception appears to be supported by our best theory of how the mind works—and about
how human beings actually reason. According to this conception, most, if not all,
instances of self-deception are reducible to some kind of motivational biasing, which
occurs independently of anything the agent does intentiohailgeneral, non-
intentionalists claim that their theory is superior to intentionalist tegami two related
ways. First, they claim thaton-intentionalist theories can explain the same phenomena
with fewer controversial commitments. Non-intentionalists charge thautiomalist
accounts contain unnecessary metaphysical baggage, or that they misittkibolte too
much deliberate and explicit reasoning to the self-deceiver. Second, non-intestsiona

claim that their theories more plausibly explain the empirical 48tahe burden of

1 see Johnston (1988) and Barnes (1997) for other examples of non-intentionalist
theories of self-deception.

2 By ‘empirical data’ here, | refer both to our everyday observationaf we take to
be self-deceptive behavior and to the plethora of empirical studies ingbsgg, neuroscience,
cognitive science, anthropology, and other fields that purport to examinia éantis of belief
formation (e.g., irrational, motivated, or otherwise biased belief).

3 Whether these two claims really are separate is not cleade. &y@n the claim that
non-intentionalist theories are explanatorily superior to intentioriaBstries depends solely on
the fact that the former are “simpler” (cf., e.g., Mele, 1997, 96). Othevgver, appear to claim
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proof is thus placed on the “traditionali®tbout self-deception to show that self-
deception plausibly mirrors interpersonal deception while at the same timenéing for
the empirical data and our commonsense intuitions regarding the phenomenon.

In this chapter, | will examine the general approach non-intentionalistsotake
explaining self-deception and raise some worries about taking such a lippieéeh. |
intend to show that deflationary explanations generally fail to accountrtaircerucial
features of self-deception and self-deceptive behavior, and that a tradstiacabunt is
in much better shape to make sense of these features. | hope thereby toighleashke
burden on the traditionalist and pave the way for an alternative approach to self-

deception.

3.1 Non-intentionalist accounts of self-deception:
Mele’s four conditions.

Alfred Mele has proposed that “the clainuiswarranted [though]not
incoherent, that intentions to deceive ourselves, or intentions to produce or sustein certa
beliefs in ourselves...are at work in ordinary self-deceptiofitius, although he allows
for the possibility of a certain kind of intentional self-deception (e.g., intenlyonal
falsifying one’s diary on the assumption that one will later forget one hassdaaral

thus be “taken in” by one’s own lies), he claims that we can better make sense of

that we cannot make sense of the empirical data at all, if we clairsethaieception is
necessarily intentional (cf., e.g., Barnes, 1997, 95).

4 The reader will notice that | often shift to talk of “traditiosglivs. “deflationary”
accounts of self-deception in this chapter. For my purposes, | use the formé&w tkesignate
those accounts that attempt to maintain a close analogy between selfherdieception.
Intentionalist theories generally fall under this rubric, but therelsoephilosophers of
traditionalist persuasions, who do not view themselves as straightfoim@ntionalists (e.g.,
Dion Scott-Kakures). Deflationary accounts, on the other hand, are almastieaigl comprised
of non-intentionalist theories.

S Mele (1997) 99.
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“garden-variety” cases of self-decepffdny appealing to certain motivational biases,
which play a significant causal role in the generation or sustenance oicalpafalse
belief in the self-deceived agent.

Mele concedes that the appeal to motivation does not explain all cases of
irrational belief formation. Indeed, most cases of irrational believiisg due to non-
motivational factors. In an oft-cited work, Nisbett and Ross (1980) discuss in gisght de
the pervasiveness of inferential mistakes and the biased treatment otevidbnoman

agents:

[llnferential and judgmental errors arise primarily from
nonmotivational—perceptual and cognitive—sources. Such
errors...are almost inevitable products of human information-
processing strategies. In ordinary social experience, people ofte
look for the wrong data, often see the wrong data, often retain the
wrong data, often weight the data improperly, often fail tothe
correct questions of the data, and often make the wrong inferences
on the basis of their understanding of the data. With so many errors
on the cognitive side, it is often redundant and unparsimonious to
look also for motivational errors. We argue that many phenomena
generally regarded as motivational...can be understood better as
products of relatively passionless information-processing errors
than of deep-seated motivational fordes.

Mele notes that these so-called “cold” (i.e., unmotivated) biases (e.qg.,
confirmation bias, and biases tied to the vividness of information, the availability
heuristic, the tendency to search for causal explanations, and so on) do very eften aff
our cognition in ways that may result in an agent’s holding an unwarranted®elief.

However, he claims that, in general, the state in which the self-decedghtnself is

6 Many claims regarding what counts as a “garden-variety” casdf-afeseption (and
what does not) in the literature are either question-begging or arpatiemtuition-pumping.
But in the end, whether a particular phenomenon is of the “garden varigieraurely an
empirical matter. However, to avoid begging the question against the nomeimadiat, | will
attempt to employ examples that non-intentionalists themselves would asdepng of the
“garden variety.”

7 Nisbett & Ross (1980), 12.

8 cf. Mele, op. cit., 93-4; Mele (1987), 144-5.



60

not solely a product of the activity of these cold biasing mechanisms. Rather, he
maintains that mere cold biasing is distinct from self-deception. In plartic
motivational states (e.g., wishing or desiring thjadften lead us to treat evidence in a
way that “can prime mechanisms for the cold biasing of data in us without our being
aware, or believing, that our evidence favors a certain proposfiBar’example, we
may negatively or positively misinterpret data regarginge may selectively attend to
certain features of a situation that supmomvhile failing to attend to features that
support nofp; we may even more actively gather evidencefavhile overlooking
evidence againgt. And when these “hot” (motivationally biased) strategies are added to
one or more of the aforementioned “cold” (cognitively-biased) mechanisms tiviets
it is not difficult to explain how it is that agents are regularly able to de¢bamselves.
It is therefore not surprising that, for Mele, et. al, there is no strong anadbggen
interpersonal deception and self-deception, except insofar as we often speak of a person
who is in error with regard tp as being “deceived” abopt10

Mele puts forward the following four conditionsjastly sufficientfor an agent

Ss entering self-deception in acquiring a belief ghat

1. The belief thap which Sacquires is false.

2. Streats data relevant, or at least seemingly relevant, to the truth value of
in a motivationally biased way.

3. This biased treatment is a nondeviant causgsadcquiring the belief that

P.

9 Mele (1997) 95. Note that this claim is significantly weaker than timahade by
Davidson, et. al., that the agent who is self-deceived in believing thast have some
awareness that the evidence favorsmatdiscuss this point in more detail below.

10 pid. 92. Mele also suggests that there is also a natural use of ‘deceive’active
voice, namely ‘to cause to believe what is false’—and that this retdzknntentional. Although
| take issue with such a use of the word, if we accept this lexical,ubagethere still may be
some room for some analogy between interpersonal deception and self-deceptimt, thesone
indicated by the most common usage of the term.

11 Mele claims that similar conditions can be given for cases inhvdniagent enters
self-deception imetaininga belief (cf. Mele, 1987, 131-2). | challenge this claim in detail below.
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4. The body of data possessed®gt the same time provides greater warrant
for ~p than forp.12

Condition 1 makes the lexical claim that the belief the agent acquires ée fals
Otherwise, Mele argues, the agent would not coudeasived3 Of course, he does not
deny that one may come to believe a proposition in motivationally biased ways that,
despite the prevalence of evidence against it, turns out to be true. Howevgudsthat
whereas one may be self-deceived in acquiring the true beligf dimathe basis of e
(wheree represents evidence that, in this case, does not warrant the beligye dhatis
not self-deceived “in acquiring the belief thasimpliciter’—and it is the belief thgb
simpliciterthat interestlele 14 Thus, he denies that one can enterctraitionof self-
deception in believing a proposition unless it is, in fact, fa¥se.

Condition 2 paves the way for Mele’s non-intentionalist account. | take the
occurrence of some sort of “hot” biasing to be central to Mele’s account of self-
deception. Indeed, it seems implausible to think that an agent lacking either component of
Condition 2, namely a relevant motivation to believe fhat a biased treatment of the

evidence fop, would count as self-deceivéé.

12 Mmele (2001), 50-1. See also Mele (1997), 95, and Mele (1987), 127.
13 pmele (2001) 50-1.

14 pmele (1987) 128. See pp.127-8 for a further demarcation of being deceived
believing a certain proposition and being deceiméalbelieving that proposition.

15This is a claim I will go on to deny in Chapter Four, but this dens$ en my
different understanding of what constitutes the “condition” of self-deceptibmi Mele and |
agree that the falsity of a proposition does not, by itself, affectyih@micsof self-deception (cf.
Mele, 1997, 95). For the claim that both interpersonal deception and sefftd® can involve
the victim’s coming to believe a true proposition, see Barnes (1997) 8-9, 54.

16 Chapter Five of Mele (2001), he leaves room for the possibility thaierabt
biasing might play the role here occupied by motivational biasing, suhdticlear to me that
these two categories are really all that distinct. For an accoumethaces self-deception to a
kind of emotional biasing, see Baljinder (2003).
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Condition 3 is employed to rule out “inappropriate” causal chains, in which an
agent’s motivation enters into the causal chain of his believing a certain ipimpsa
deviant way. To give an example similar to Mele’s, suppose my desire teebaestby
my colleagues causes me to become so nervous during a public lecture that | taip over
piece of loose carpet and bump my head on the chalkboard; suppose also that the injury
just happens to produce the false belief in me that my colleagues respect eneveHer
have a case that appears to meet conditions 1, 2, and 4, but we would not likely be
inclined to call this a case of self-deception because my false belied, saloised by my
desire, is brought about via a deviant causal chain. Of course, determining wisiah ca
roles count as “proper” or “deviant” is difficult, but Mele seems right to asshaten
adequate account of self-deception relies on such a distidction.

Finally, Condition 4 claims that the self-deceived agent believes against the
weight of the evidence she possesses. Mele argues that this conditionngcedsary
condition of self-deception. There may be cases in which, due to, e.g., selectiveeviden
gathering, the body of eviden&etakes herself to haat the time of entering into self-
deception favors the truth pfover that of-p, even though there is more evidence~fpr
readily available t&, which she overlooks, due to the operation of the motivational bias
in question. Nonetheless, Mele claims, in most cases of ordinary self-decegdfion, s
deceivers do, in fact, believe against the evidence “readily available to #8efnig also
important to note that, on this account, Condition 4 does not requirg lteatwvare of

the fact that she believes against the evidéfice.

17 Much of the motivation for Condition 3 appears to stem from Mele’s claimhbat
self-deceived agent is somehow competent to avoid her deception. | dissussithiin more
detail below.

18 pele (1997), 95.

19 Ibid., 102, n.16. This point will become important later on.
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Therefore, Mele claims that normal, “garden-variety” instances ftisekption
do not need to be modeled on intentional action, in order for us to be able to make sense
of such behavior. Indeed, if we accept the above conditions as jointly sufficienffor se
deception, we do not appear to encounter the aforementioned paradoxes that make self-
deception appear so problematic. At no time in the acquisition of her self-deceptive
belief, need the agent hold contradictory beliefs, so the static paradox iy theoeted.
Neither do we appear to encounter the strategic paradox, since on this accoustihere i

intentional strategy the agent employs in order to deceive herself.

3.2 Initial Objections to Mele and Some Possible Responses

These apparent advantages notwithstanding, one might be inclined to challenge
the view on a few counts. First, one might worry that Mele’s deflationary ac@olsntiof
appropriately distinguish between self-deceived agents and either epadtgingnorant
agents or psychologically compelled agef#Second, one might object that Mele fails
to make an important conceptual distinction between what philosophers and
psychologists call “wishful thinking” and self-deception proper. Third, self-dedei
agents appear to engage in all sorts of intentional behavior (e.g., intentionallpdooasi
positive thoughts and avoiding negative ones), so how is it that self-deception is

unintentionalon Mele’s account? | will examine each of these initial objections in turn.

3.21 On the distinction between self-deception and
cases of ignorance or compulsion.

According to the first objection, Mele’s account cannot appropriately distinguish
between self-deceived agents and either merely ignorant or mentally-ceshgogints.
Let us first turn to the problem of ignorance. If the self-deceived agent isvarg that

the evidence points to her belief's being false (or that the cause of lefridbebme

20 Mele is not a “skeptic” about self-deception in the senses | employ@dapter One.
Thus, he must be able to distinguish his account from these two typegidakaccounts.
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motivational bias, as opposed to a rational sensitivity to the evidence for hér kielie
appears that she is meréyorantof some relevant fact about herself or her epistemic
situation that precludes her holding the relevant true belief. In responsedbjduson,
Mele claims that theris a relevant difference between the merely ignorant agent and the
self-deceived agent, namely that the latter’s belief is predominantly caysedesire
(e.g., that things be as she believes them to be) or by some other stronganativat
attitude (e.qg., fear, jealousy, self-loathing, e#é.Y.he former’s belief may be the result
of straightforwardly poor reasoning on the part of the agent—or even by good rgasonin
in cases where the agent unknowingly lacks the relevant evidence that woullicause
to acquire a more justified belief. But, according to Mele, the formation ofjtiogant
agent’s false belief is nonotivatedin the way that the self-deceived agent’s is. In other
words, self-deception is more than just being “mistaken.”

However, we might then wonder how such an account can distinguish between
self-deceived agents and those who are psychologically compelled to belibeg de.
In cases of psychological compulsion (e.g., in obsessive-compulsive disorde@nan a
may simply find herself entertaining a recurring thought or belief, theoputhich she is
unable to resist. She cannot “help herself” in so believing (and thus in acting
accordingly). But if self-deception is reducible to the mental causatiarelief by
some predominant motivation, how does the self-deceived agent differ from the
obsessive-compulsive agent? Here, Mele claims that not only is self-deceytie than
simply being in error regarding a proposition, it is also somethim@gent is competent
to avoid22 The self-deceived agent, as opposed to the obsessive-compulsive agent, has it

“within her power” to take psychological measures to avoid being motivationabgdbi

21 Mele (1987), 123.

22 see, for example, Mele’s (1987) discussion on self-control in the caseab€ dlelief
(116-7).
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Thus, Mele claims, the self-deceived agent is neither merely “accigémtadeived, nor

is she, strictly speaking, compelled to believe as shedoes.

3.22 On the relationship between wishful thinking
and self-deception.

Regarding the second objection, i.e., that his account of self-deception fails to
distinguish between wishful thinking and self-deception proper, Mele is peréecitgnt
to admit that wishful thinking may be a species of self-deceptl@n this view, wishful
thinking may be demarcated from other cases of self-deception by noting that i wishf
thinking, the believer is motivated bydasire(or “wish”) to believe, whereas all sorts of
other motivational (or emotional) states may be responsible for the formatielf- of s
deceptive beliefs. However, he also claims that “the difference maythe irelative
strength of relevant evidence against the believed proposition: wishful thin&grs m
encounter weaker counterevidence than self-decei¢@rBtat is, wishful thinkers may
be in a better position with regard to the evidence than self-deceivers, desfat# that
the mechanisms at work in the production of the false belief are more or less ¢he sam
For example, self-deceivers may be more resistant to negative evidendeethan t

wishfully thinking counterpart36

23 Barnes (1997) makes a similar claim: “[A] self-deceptive beliafigys other than a
compulsive belief. ... Self-deceptive belief is, | contend, neither compulsiret ber intentional
belief” (46, n.29). Furthermore, although she claims that one might not be abéestdeing
biased in certain cases, one can “be on the lookout for bias,” thus makiogeitifficult for one
to become self-deceived. Furthermore, she argues that a charge ofieprsésponsibility or
neglect may be legitimately levied if one does not “do all that onddim ensure that one’s
beliefs are true...to take steps to correct one’s shortcomings in ljigsion by disciplining
one’s mental habits...” (84). This implies that she takes self-deceptionitodeneral, resistible.

24 Mele (1987) 135.
25 Mele (1997) 100.
26 of course, where Mele wants to draw the line between wishfulitigradnd self-

deception so viewed is unclear, especially given that they arise frasarntesorts of
psychological processes.
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3.23 On the intentional behavior of self-deceivers.

Finally, in regard to the third objection, Mallims that agents may undertake all
sorts of intentional behavior with the result that they become self-deceivedabititis
does not entail that the deceptitselfis intentional: “Intentional cognitive activities that
contribute even in a relatively straightforward way to self-deception nedzermtided
by an intention to deceive oneseff’"For example, one may intentionally focus on
pleasant thoughts (or intentionally avoid unpleasant thoughts), and this selective focus
may causally contribute to one’s current or future self-deception, but this doegaibt e
that oneintendsto deceive oneselAccording to Mele, it is rarely (if ever) the case that
one intends one’s deceit. Indeed, the content of one’s motivation for self-degeptivel
believing thap is not generally, say, the desire that one believepthait rather thap
actually be true. And such a desire can causally contribute to one’s believipgstivaie
without a concurrent intention to so believe.

Whether at the end of the day Mele’s responses to these initial objections are
satisfactory, we shall examine later in this chapter. | am inclinedrik that they are
not. For now, however, it is sufficient to note that Mele’s responses are, at theagtry le
initially plausible and appear to place the burden on the traditionalist to shdwetha
account has distinct advantages over the deflationary account, especiallyhgivie
seems the non-intentionalist has the upper hand in terms of explanatory parsimony. So

how might the traditionalist attempt to counter such a position?

3.3 Traditionalist arguments against the non-
intentionalist position.

A promising strategy for the traditionalist regarding self-deceptitm ssiow that

the “simpler,” “more parsimonious” account offered by non-intentionalists cannot

account for certain crucial features of self-deception. Indeeduiins tout that there are

27 |pid., 98.
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phenomena that cannot be adequately explained on non-intentionalist pictures of self-
deception, then this will leave room for the traditionalist (including the intentsbnal
traditionalist) to get his foot in the door. It is to a discussion of potential carslidate

this kind of strategy that | now turn.

3.31 The Presence of Dual-Beliefs in Self-Deceivers.

One popular traditionalist attempt to challenge the non-intentionalist is to meet
the so-called “dual-belief requirement” (hereafi2BR), i.e., to show that self-deceived
agents actually do simultaneously believe contradictory propositions. Miges ¢haat
the burden of proof is on the intentionalist (or any traditionalist about self-cateitr
that matter) to show that self-deceived agents typically hold contradimbejs28 If
this can be shown to be the case, many traditionalists think, then deflationistsuggardi
self-deception must drastically revise their accounts to include this phenomenon.

Here it is important to note that Mele does not deny that agents may sometimes
have contradictory beliefs. And this seems right. It is often the case thgerarhalds
contradictory beliefs, which are separated by enough “cognitive distdrateshe
consistently fails to notice that she believes a contradiéfldikewise, it is very
common for an agent to believe tipeind thatg and yet to be completely unaware that
the former belief commits her to believing thatvhereas the latter commits her to

believing that not.30

28 see, for example, Ibid., 101, 128 and Mele (2001), 76-93.

29 | other words, an agent may dispositionally beligye certain circumstances (or
under some description) and fpin different circumstances (or under a different description),
without thereby being aware that she believes a contradiction.

30 Cp. my example in Chapter One of first-year philosophy students who maipthat
moral relativism (oftentimes in the form of cultural relativissijrue and b) that we ought,
objectively speaking, to be tolerant of other cultures’ moral Ise¢ieél practices. In such cases,
the student is often unaware that holding (a) implies that there atgewive moral truths and
that holding (b) implies that there is at least one objective nrotal t
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However in both of these kinds of cases, there is some form of ignorance that may

explain what would otherwise represent an irrational doxastic commitment to
contradictory propositions. In cases of the former type, the agent is urtda@rnso or
more of her beliefs conflict. Perhaps they always arise in completetyahtfcontexts
that rarely if ever overlap or occur in close temporal relation to one arfdthere, we
can easily understand how some agents would fail to notice this conflict. Ino€éses
latter type, the agent fails to make certain relevant inferences, whiosehes would
come into conflicB2 And while a failure to make certain relevant inferences may turn
out to be a characteristic of some instances of self-deception, it is unlikepréseant a
genuine case of self-deception if the agent’s motivations or reasons play fioasigni
role in explaining why she fails to make these particular inferenceaylsimply be a
result of poor (but largely unmotivated) reasoning. But Mele’s challenge to the
traditionalist is to find plausible casess#if-deceptiomn which agents simultaneously
believe a contradiction. Can such a challenge be met? Do we have reason to think tha

self-deceived agents can and do typically hold contradictory beliefs?

31a graduate student may, for example, believe herself to be outgoing @hbere
content of her belief is simply “I am an outgoing person”), but she may find fenseftaining
this belief only when amongst friends. At professional conferences, hgwbeemay feel rather
introverted and may thus entertain the simple belief that she is not amngupgrson. But these
situations may be separated by enough cognitive and temporal distanbe traiuate student
never realizes that she believes both that she is an outgoing persoatahe tis not. (Of course,
if she does realize this, she may revise her beliefs to represefatcth e.g., “I am outgoing
amongst friends but not amongst strangers.”)

32The first-year philosophy student may make this mistake when he gofessestly
that he believes that there are no absolute moral truths and yeélsirasserts that we all ought
(in a moral cognitivist, absolutist sense) to be tolerant of other csiliural practices. He
simply does not see that committing himself to the latter precludesdnmcbnsistently
asserting the former. Yet we may (at least somewhat plausibly) itlatrhe really does have
these two propositional beliefs. He merely fails to draw the infesatheg these beliefs commit
him to.
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Neil Levy (2008) cites cases of “anosognosic hemiplegia,” the persgaial of
partial-paralysis by suffereB He claims there is good empirical evidence that such
patients do hold contradictory beliefs in the sense requir&B®&/ For example, cold
water poured into the left ear of such patients can temporarily relievetizsognosia
(presumably by stimulating the parts in the right hemisphere of the brasr¢hattive in
detecting anomalies), with the result that the patient will report renogriie has been
paralyzecever since his strok&his may indicate that the belief that she is paralyzed on
one side of her body has been present in her all along. Likewise, anosognosic patients
deny their condition more vehemently than do non-anosognosics, avoid undertaking tasks
requiring use of the paralyzed body part, and attempt to rationalize alwags&o
perform tasks with the paralyzed part on command—e.g., “I'm too tired,” or “I dai't fe
like it,” or even “That’s not my arm, it's my mother’s. She’s hiding under the t&4le
Furthermore, the denied “knowledge” that she is partially paralyzed raptpdae
“dispositionally available” to the anosognosic, if prodded encidgHowever, the
repeated attempts by anosognosics to undertake tasks requiring the use ofalyesgar
limbs suggest that these patients are, indeed, sincere in their avowal treaethey
paralyzed.

If this is correct, it appears possible that agents can and do simultaneously occupy
conflicting doxastic states that are (at least sometimes) acesgsdunsciousness
without their rejecting one or the other of the beliefs. Levy goes on to asgher(
persuasively) that mere neurological causes for anosognosia are iastifficexplain

the phenomenon, and that there must be a motivational element present as well to explain

33 Levy (2008).

34| take this last example from V.S. Ramachandran’s fascinating ietewith Errol
Morris on anosognosia on the New York Times’ Opinionator Blog. Cf. Morris (2010)

35| evy (2008), 10.
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why some hemiplegics become anosognosic and others not. Thus, he concludes that most
instances of anosognosic hemiplegia are genuine cases of self-deceptibat #md t
“places the burden of proof squarely back upon the shoulders of the deflationists. No
longer can they argue that their view is less psychologically extraiigan that of their
opponents 36

However, even if we conclude with Levy that “doxastic conflict...is a estufe
of human psychology3” this still does not show that self-deceived agents
simultaneously belieygandnot-p, and it certainly does not demonstrate that they intend
their deception. If anything, it merely shows that self-deceived agentexpayience
conflicting doxastic states, none of which must amount to a full-blown belief. Levy
himself appears to backtrack frddBR a bit by often referring to “strong suspicion”
instead of “belief.” But Mele’s challenge to the traditionalist was to shaivself-
deceived agents hold contradicttsliefs

It appears, then, that the traditionalist regarding self-deception is gonay¢
trouble putting forward a view that me®&8R without invoking the kind of problematic
partitioned-mind theories discussed in the last chapter. This suggef28 Rt too
strong a requirement. Although it may be the case that some level of cogratieaatice
or psychic tension is characteristic of self-deception (as | will didates3, this in no
way implies that the self-deceived agent must straightforwardlyweetientradictory
propositions. It thus remains open to a traditionalist of the intentionalist persuapian t
forward an account of self-deception that remains relevantly analogous torsdegle
deception while at the same time rejecting the strong fol@B& which requires the

agent to fully believe both and notp.38

36 |pid., 13.
37 Ibid.

38 discuss this possibility further in the next chapter.
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The real challenge to the traditionalist is to show that the self-decegead a
knowsor is awareon some level thahe occupies conflicting states in a sense that would
require an attribution to the agent of a kind of intentional collusion in her own cognitive
dissonance. Thus, the traditionalist might stipulate that the agepécor have some
sort ofminimal awarenesef the contradictory or inconsistent nature of her doxastic
commitments—or, at the bare minimum, that this awareness must be ableasially

availableto consciousnesg®

3.32 Internal Irrationality, Psychic Tension, and
Cognitive Dissonance

This points to a more promising approach for the traditionalist to take against the
deflationist. We can utilize one of the strategies we employed to motivateyantually
reject) divided-mind accounts in the last chapter—namely, the appeal to internal
irrationality 40 As we noted in Chapter Two, the notion of internal irrationality seems to
be central to any rigorous account of self-deception. However, we should examine this
claim in a little more detail here, for unlike partitioned-mind theorists, ntamndionalists
do not, in general, appear to take internal irrationality to be a genuine requirement for
self-deceptiorftl They identify the irrationality of self-deception with the fact that some
motivational factor (as opposed to, e.g., a rational sensitivity to the evidengeapla

central role in bringing about or causally sustaining a particular falis#, loe with the

39 This rules out strong partitioned-mind views of the type discussed imevieys
chapter. As we saw in Chapter Two, dividing the mind into quasi-agjsubaystems appears to
raise more problems then it solves. Of course, one might just claioniaf the doxastic states
is conscious while the other is unconscious, without making any refecefjmer$on-like”
mental substructures. However, | am inclined to think that any strategh atiempts to make
one or more of the relevant beliefs entirely inaccessible to conscesusae neither be said to
meetDBR, nor our revised challenge. Cf. Hirstein (2000, 2005) for a similar position.

40 0r, as Barnes (1997) calls it, “deep epistemic irrationality”.(25)

41 For example, Barnes (1997) claims that “although self-deceivers agsalw
epistemically irrational, they are notdeeplyepistemically irrational” (137, my emphasis).
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fact that this belief falls short of some third-personal standard of ratioriéle, for
example, often refers to what he calls the “impartial-observer test"@éonaee whether

an agent meets a necessary condition for self-deception. He writes:

[If] Sis self-deceived in believing, andD is the collection of
relevant data readily available & then if D were made readily
available to Ss impartial cognitive peers (including merely
hypothetical people), those who conclude tpais false would
significantly outnumber those who conclude thé true42

Mele argues that s “impartial cognitive peers” (minimally, those who have
neither the desire thatnor that~p and who do not prefer avoiding being in error
regardingp over being in error regardingp, and vice versa) would generally come to the
same belief aS(i.e., the belief thgp), then this may serve as an indicator that the agent,
S is not self-deceived. But the test also appears to point out a criterion one chojgitoa
explain what it is that makes one’s self-deception regamlingtional—not only is it
biased, but it is biased in such a way that the vast majority of one’s impagdialize
peers would conclude thpts false.

| do not wish to go into all the worries | have about Mele’s impartial-obsesser t
here, but it is important to note that the necessary condition for self-deceptiotutedsti
by failure of the test makes no reference to any sontefmal irrationality of the part of
the self-deceived agent. She need not believe or be otherwise aware thrgangali
cognitive peers would not believe as she does to count as self-deceived. In lelst, Me
account appears to rely heavily on the self-deceived adeitigunaware of this fact3
So what makes self-deception internally irrational on Mele’s account? Algkausi

candidate for a “requirement” of internal irrationality might be Conditiorcdomling to

42 Mele (2001), 106.

43 |f the agentvereaware of this fact, it would likely cause her self-deception torbec
unstable in a way that might well lead to its demise, insofar aglit iead her to rationally
revise her belief.
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which the agent believes against the weight of the evidence she currestggess—but
Mele does not take this condition to represent a necessary condition for selfeshecept
and neither does he require that the agratvshe believes against the weight of the
evidence. Thus, by the self-deceiver’s lights, she believes on the weight vickece.
She is not internally irrational. Another plausible candidate for internabinaity might
be Condition 2, which states that the self-deceiver treats data (seemahglant to the
truth of the self-deceptive belief in a motivationally biased manner. But berghere is
no requirement that the agent realize that she is treating the relevaint data
motivationally biased ways. Again, by her lights, she is perfectly objectives, There
appears to be no room for internal irrationality on Mele’s picidre.

But why claim that internal irrationality is necessary for selfeg¢ion in the first
place? Deflationists like Mele claim that such a requirement is whatathsonally
marred the efforts of traditionalists to give a non-problematic accoustfafexeption
And in the former’s attempt to put forward an explanatorily parsimonious view, it is no
surprise that they would jettison any requirement of internal irrationadity their
accounts. However, there are a few reasons to think that to forego suchremeqtii
would be to fail to acknowledge a very real kind of phenomenon.

One way to defend the claim that internal irrationality is a distinctiverfeaf
self-deception is to again appeal to the proposed distinction between wishful thimiing a
self-deception. We saw that deflationists like Mele have no problem reduding sel
deception to a kind of wishful thinking or vice versa. And it is true that we do speak
loosely of people as “fooling” or “kidding” themselves when we think they are simply

believing what they, e.g., want or are biased to believe. However, when we look at the

44 n personal correspondence with Mele, he admits that he takedalices of self-
deception to be epistemically irrational, but he does not require tlyabeheternally irrational—
i.e., he does not hold that the agent be cognizantly irratigniaér own lights
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kinds of attributions we make when we accuse people (or even our own past selves) of
having been trulgelf-deceivedas opposed to merely biased, we notice that we tend to
accuse them of somehow actually having known (or having been otherwise aware) of
what it was they were doing. We distinguish agents who we think simply “ought to know
better” from agents we thintko know better—and we recognize that the latter kind of
irrationality differs from, and is more robust than, the former kind. As Dion Scott-
Kakures (1996) points out, “We...recognize that the appeal to wishful thinking is a far
less drastic explanatory maneuver than is the appeal to self-decéStibmis it appears
that we do make a distinction between two kinds of phenomena in our everyday
attributions of irrationality to certain agents—and it seems only naturahtottimt this
distinction (i.e., between “shallow” and “deep” epistemic irrationaldgjresponds to
the distinction between wishful thinking and self-deception.

However, this is primarily a lexical point. And we do not want to rest the whole of
our argument on the mere folk psychological usage of the term ‘self-deception’alVe w
to show that there may be good reason to suppose thaishartact, such internal
irrationality at work in cases we are inclined to call self-deceptive. Gamsnof doing
So is to appeal to the phenomenology of self-deception. What characteristics do self-
deceived agents tend to exhibit? What do we notice about ourselves when wemneflect
our own (past) self-deceptiorf$?As we have already seen in Chapter Two, many
theorists of the intentionalist persuasion point to the cognitive dissonancelyypical

exhibited by individuals we take to be self-deceived. In general, behaviaeke/éotbe

45 scott-Kakures (1996), 37.

46 Some philosophers will worry that reflections on our own past self-deceptanbe
skewed, re- or misinterpreted, or even themselves the products ofcegitide or wishful
thinking. This is, of course, a genuine worry. However, that does not mean weiscasd all of
our attempts at a phenomenological investigation of self-deception. We enaty approach
them with a degree of concern and watchfulness.
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indicative of self-deception points to an agent being somehow “in conflict” or “at odds
with herself in ways that rational, epistemically ignorant, or non-ratiotaisaare not.
There are two ways in which cognitive dissonance might be supposed to featlire in se
deception. First, cognitive dissonance may servemastiationalfactor in producing
self-deception. Second, dissonance appears to be a characteristic of the pireed-

deception itself.

3.321 Coqgnitive Dissonance and Self-Deception.

The first possibility claims that an agent’s motivation for her self-demeptiay
rest in a kind of psychic tension, and we do in fact see such instances of self-deceptive
motivation in real cases. Ziva Kunda (1990) notes that when agents find themstives w
seemingly contradictory cognitions, or with cognized information that appeavsft@ic
with their self-images, they are sometimes motivated to reduce dondixe, e.g., by
altering their attitudes (as in so-called “sour grapes” scenarios)awguyring certain
false beliefs (as with the motivated overestimation of one’s sRillSpf particular
interest here is the claim put forward by several dissonance theoris@issahance
arousal requires a threat to the séf.Although Kunda himself considers that there may
be sources of cognitive dissonance other than perceived threats to the saeHf, what
noteworthy is the possibility that self-deception is characteristiaatsponsdo a kind
of cognitive tension or instability within the self.

Barnes (1997), following Johnston (1988), puts forward a similar view. Both
proponents of non-intentionalist theories of self-deception, Barnes and Johnston claim

that what plays the pivotal causal and motivational role in self-deception isalesb-c

47 Kunda (1990).

48 Ibid., 484. | return to this notion in Chapter Four.
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anxious desird9 For Barnes, a person has an anxious desiretHaist in case the
person both desires thaffor its own sake] and is anxious that it is not the case that
q.”90 Self-deceptive belief, then, functions (in theory) to reduce anxiety, and self-
deception is an agent’s non-intentional response to one or more of her anxious desires.
Such a view appears compatible with cognitive dissonance theory as we described i
above. Here, it is the cognitive tension represented in the form of an anxious desire that
gives rise to self-deception. Thus, whereas Mele has problems incorporatiitgreog
dissonance into his theory in the first place, Barnes is able to find a rotesf&md of
tension in generating self-deception.

For example, suppose that Jerry sees himself as a good husband (and views being
a good husband asdesirable quality in a married man), yet he finds himself desiring a
woman, Elaine, who is not his wife. Even if neither Jerry’s belief about himseffismor
desire for Elaine is deeply reflected upon, it would be no surprise to find that thecpresen
of this belief about himself when paired with such a desire causes him to exparienc
certain cognitive unease. In Barnes’s terms, the “anxious desire” inaquesght be
Jerry’s implicit desire to be a good husband, paired with his fear that his foe$ttaine
suggests that he i®ta good husbanel We can also easily imagine that this anxious
desire is precisely what causes Jerry to form the conscious belief thatsheotidesire

Elaine. Barnes would argue that this may all happen on the pre-reflective l¢keljtwi

49 Barnes departs from Johnston in claiming that self-deception is not alwpgsias of
wishful belief, though she agrees that self-deception is always a resp@rsanxious desire.
She also takes issue with Johnston’s claim that the self-deoeiedralways recognize that the
totality of her evidence points to Rptwhen she comes, self-deceptively, to believe ghex.
Barnes, op. cit., 32-3.

50 |bid. 38-9.
=3 Alternatively (though perhaps less plausibly), we might take Jemyisas desire to

be the desire to have true beliefs about himself, paired with the hairii¢ has a false belief
about himself, namely, that he is a good husband.
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Jerry’s having any sort of intention to deceive himself. Thus, we might takésJsase
to represent a paradigm instance of non-intentional self-deception thativatedoy a
kind of cognitive dissonance—in this case, by Jerry’s anxious desire. And heres Barn
would argue, the self-deception itself serves the function of alleviatingrkiatya
However, despite the initial plausibility of the above case, a few woroes. lo
First, it is unlikely that Jerry would have experienced significant cagniénsion at all,
if he had not, in some sense, believed (or suspected, or otherwise considered) that he
desired Elaine and that he takes this to count as evidence against his being a good
husband. Otherwise he would not experience the fear associated with his anxieus desi
in the first place. Had he been completely unaware of the relevant data—and, more
importantly, of what he takes that data to entail—it would seem rather sthetdeet
would be conflicted at all, for there would then be nothing motivating his fear that he is
not a good husband. Indeed, it seems that the generation of the anxious desire requires
Jerry’s seeing the dass evidenceagainstthe proposition that he is a good husband and
this seems to introduce a level of awareness that ought to make the non-intehtional
uncomfortable. For now, it is sufficient to note that if we suppose that cognitive
dissonance in part explaingy agents sometimes deceive themselves, we may already
be implicitly importing a level of reflection on the part of the agent that the non
intentionalist would likely wish to derg2
Nevertheless, if we accept Barnes’ account, we see one way in which non-
intentionalists may incorporate cognitive dissonance into their theory atessdption,
namely as a motivating factor that may set off the biasing mechanismsiogue

resulting in the agent’s becoming self-deceived. However, it cannot aseeqddyn why

52Bach (1981) and Johnston (1988) both put forward non-intentionalist views on which
they claim the agemtoesrecognize the likely falsity of the proposition they desire to be tute,
as we shall see, to bring self-deception to this level of awarands&flectivity may point more
strongly to a modified intentionalist account of self-deception, réfiaera non-intentionalist
one.
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it appears that agentsthe grip of self-deceptiorharacteristically exhibit cognitive
tension®3 As with Mele’s account above, Barnes’ self-deceiver is, by his own lights,
perfectly rational. Given that the operation of the biasing mechanism inaquestiurs
on the non-intentional level, the agent does not appear to be aware of its activity in
producing his belief. If he were, he would likely take himself to have good ground to
reject or revise his belief (or at least to view it more criticallygt Barnes herself claims
that, in cases like Jerry’s, the self-deceived agent exhibits a kind af “fals
consciousness’—i.e., a failure to estimate highly enough to what degree Higdoelie
change in evidential standards) has been caused by the workings of his anxreusndes
his reasoning processes. She asserts that the self-deceived ageritanayta his
anxious desire plays no causal role in the formation of her belief, or that it gdaysf|
an essential role than it actually does, or he may fail to have a beliefveghass to
whether his anxious desire plays a causal or an essential cau§4! Yelethis “false
consciousness” is not willfully or intentionally implemented. The agent is ynerel
ignorantof the fact that her beliefs (or lack thereof) regarding her beliefdtbomare
either mistaken or are themselves the result of a further act of biasing.

Yet self-deceivers appear to struggle cognitively in ways that meragdia
believers do not. Scott-Kakures makes this point in his 2009 paper, “Unsettling

Questions: Cognitive Dissonance in Self-Deception”:

A self-deceiver often, for example, displays remarkable citgdul
and resistance in her effort to settle a question of the fpror
not-p?” Evidence that strikes us as pathetically non-probative is
frequently regarded by the self-deceiver as a sufficient lb@sis
which to settle her question. ... Moreover, in other circumstances,
self-deceivers resist the import of data, data that strikesus a
obviously sufficient for the settling of the question. Indeed, very
often we can “rub the noses” of self-deceivers in what we tiake

53 cf., for example, the passage by Shapiro | quoted in Chapter Two.

54 Barnes, op. cit., 100-1.
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be the truth, only to provoke renewed and intensive investigations
that certainly appear to be purposefully directed toward the
embrace of falsity. ... In many such cases, as well, the self
deceiver’s efforts to settle her question are vexed, tedious; time
consuming, and so, aversive. What motivates her to persist in her
struggles in the face of such persistent difficulties when theans

to her question is...right there in front of her eya®s?

These qualities of self-deceivers are not foreign to most of us, yet itcteaot
how either Mele’s or Barnes’ deflationary accounts of self-deception canseake of
the psychic tension exhibited by all or most self-deceived agents while ingref gelf-
deceptiorPb Although we can imagine that, on a deflationary account of self-deception,
an agent may come to suspect that she has acquired a belief in a motivatiosatly bia
manner, and that this discovery may cause her some cognitive discomfortarsappé
this can only happeafter the self-deception is complete. And, as Scott-Kakures points
out, the failure to make room for cognitive dissonance in self-deception its#if tiave

lost what is most distinctive and vexing about self-decepfidn.”

3.322 The Maintenance of Self-Deceptive Beliefs &
Internal Irrationality

This seems to be a compelling reason to favor intentionalist over non-
intentionalist accounts. However, let us grant for the sake of argument that the non-
intentionalists are right about some cases of what we might call cd$esroéntary” or
“initial” self-deception®8 We may supposthat Jerry’s anxious desire (or net of desires,

on Mele’s account) non-deviantly causes him to treat the evidence in motivationally

S5 Scott-Kakures (2009), 74.

56 Mele admits that deceiving oneself “migiiteninvolve considerable psychic
tension,” but he does not explain in what this tension is supposed to consistvranoy it
would arise on his account. (Cf. Mele, 1997, 131).

57 Scott-Kakures (1996), 37.

58 As we shall see in Chapter Four, | prefer to classify instancescafllsd
“momentary” or “initial” self-deception as instances of “wishthihking” or “hot biasing,”
precisely to distinguish them from what | take to be self-deception propeevdovthe former
terms will suffice for the moment.
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biased ways, resulting in the belief that he does not desire Elaine and alhinvitag
maintain his self-image of being a good husbahHowever, self-deception is rarely a
one-time event. Because many irrational beliefs do not line up with the evitience t
agent continually encounters, they are particularly unstable and need to be gonstantl
fostered, reaffirmed, and reiterated. Thus, even if Jerry were non-intentimnattive at
the false belief that he does not desire Elaine via a motivationally biasepuhaéion of
the evidence, it is not clear that he comldintainthis self-deceptive belief without
somehowstrategicallyremaining ignorant of either his desire for Elaine or of the fact that
his belief that he does not desire her was irrationally caused. On an accountrigg 8a
we must assume that, if Jerry’s belief is maintained over a period of timg tevemew
evidence comes to light that he desires Elaine, he must be said to (non-intightional
deceive himself anew (insofar as each new piece of negative eviddoeeng a self-
deceptive act may generate a new anxious desire, to which Jerry must respond)
Mele claims that explaining how a person retains a certain self-decbpligt
“need not be significantly different from the project of explaining his acquitjyen if
the belief persists for quite some time. .... De@eral phenomenon of remaining in a
state of self-deception does not require an explanation that is different imdame f
proper explanation of entering self-decepti6f But even if the psychological processes
involved in maintaining a state of self-deception do not differ significantly fhaset

involved in initially entering that state, this does not mean that these proassses

59 As mentioned above, | do not wish to deny that phenomena like wishful thinking,
motivational biasing, and so on ever occur. Surely many of our beliefs are not onigtetbbut
also more-or-less directly caused by certain of our strong desires,dadror other
conative/emotional states. And if this represents a type setfptien, then non-intentionalist
accounts do get at a certain kind of way of being self-deceived. But, agapuiti of this
section is to show that their view fails to plausibly account faage(other) self-deceptive
phenomena.

60 Mele (2001), 46.
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themselves sufficient to sustain the self-deceptive state. Indeed, & gedtrim many
casesnoreeffort may be required to maintain a particular self-deceptive belief,
especially if evidence continues to amass against the favored belief ifagsuaenagent
is still responsive to evidence in general). Thus, in some cases, mere maiMaiasing
may no longer be enough to maintain a particular belief—especially ifaarcdegree of
awareness of one’s own irrationality creeps in.

Take instances in which non-consensual sexual relations between a parent and a
child go “unnoticed” by other family members for long periods of time. Imagmedke
of Rosie, who married Harry when her son, Oliver, was five yea@ldkippose also
that Harry rescued Rosie and Oliver from a life on the streets and now priwades t
with all the material comforts of a middle-class family. However, withyear of the
marriage, Harry begins to sexually molest Oliver. Oliver experielbctgsshame and
guilt, and out of a fear of having to return to the streets, says nothing to his motingr. Har
also says nothing to her. At first, Rosie may be completely ignorant of Hzartdis
actions. She is initially a victim of interpersonal de&hy both Harry and Oliver (who
hide the incest for different reasons, of course). But as the evidence amassies ove
course of several months, Rosie may find herself with an anxious desire, in the sense
characterized by Barnes. Perhaps Harry’s sexual interest in h@ahad; he no longer
sleeps in her bed; Oliver has become quiet and withdrawn, and she finds it difficult to

explain the odd bruises and marks she finds on hef&anthis point, Rosie, who

61| have borrowed the scenario from an episode of “Law & Order: Special gictim
Unit,” but examples of self-deception among (both direct and indire¢ingiof sexual abuse is
not uncommon. See, for example, Nachson (2001) for a detailed discussion abdeaagself-
deception among victims and perpetrators of sexual abuse.

62 This will likely be a kind of deceit by omission, though it could involve exgiing.
631t is also likely that Rosie will be the victim of explicit inersonal deception as

Harry and Oliver must respectively explain their strange behaviothBubnly goes to show the
acute (and common) interplay between self- and other-deception in cases fuese.
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desires to have a happy, normal family, may begin to fear that this is npttheatase.
She may also want to remain in the comfort of her current life, but fears havingrto ret
to the streets if something goes wrong with Harry. These (and otheruamasires may
causally contribute to her forming the false belief that Harry is a good fatkehat
everything is fine with her son.

For the sake of argument, let us agree with Mele, Johnston, Barnes, et. al. that we
need not suppose that Rosie is aware of what she is doing when she initiadlyhérm
self-deceptive belief against the evidence—at least not in a sense thatvadocdtei a
relevant intention to deceive herself. She merely treats the data in a biasest,ma
thereby causing herself to acquire a false belief that functions wa&dider anxiety.
However, when this false belief persists in the face of (often overwhelmirdgpned to
the contrary over months or even years, it becomes more and more difficult to suppose
that Rosie really is as “in the dark” regarding the irrationality tactvhier belief commits
her as the deflationist would have us suppose.

In such a scenario, Rosie’s motivated belief-state is precarious and unstsiide. |
is at all rationally sensitive to the evidence, it is likely that she wiitioually encounter
her belief not merely as outstripping her evidence but also as directly cotimgahat
she (in some sense) takes that evidence to entail. Thus, we would expect Rosie to exhibit
significant cognitive tension, not only prior to the acquisition of her wishfuéhdlut
alsoas a resulbf the acquisition of that belief. But if this is so, it appears that this kind
of cognitive tension may, in at least some cases, be characteristiadcgtion itself,
as opposed to merely motivating it. Indeed, it becomes difficult to understand how Rosie
can remain fully ignorant of her own irrationality in such a case. It seems raosibé
to attribute to her some level of active participation or purposive collusion in her own
deception. It appears that she is not merely negligent due to ignorance; shamsllgini
complicitly (if not straightforwardlywillfully) negligent. She engages in practices which

violate epistemic standards that she herself holds, and it is plausible toatwibet a
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level of awareness (in the sense of a strong suspicion, well-grounded fean beksk

that Harry is molesting Oliver) that is not so straightforwardly explainegten
deflationary model. Thus, if the type of cognitive tension relevant to self-decepally
does indicate a level of internal irrationality on the part of the agent (ietise ®f an
agent’s knowingly or willingly violating her own epistemic norms), we mayehaason

to think that this is a genuine feature of self-deception. And if this is so, we appear to b
able to shift the burden of explanation back to the non-intentionalists, who must then
show how such internal irrationality is possible within the context of their defhaty
theory.

Of course, it is always open to the non-intentionalist to deny that the kind of
awareness discussed above implies any sort of intent on the part of the agenttéd@inde
or persist in self-deception. Rosie may be a sort of helpless bystandeganwiod Kesist
the force of her (anxious) desires. And if this were the case, we would expext he
experience significant levels of cognitive conflict. However, this way afatdterizing
her condition assimilates self-deception to some kind of psychological compulsias. If (
both Mele and Barnes insist), the self-deceived agent can resist her deceptiohgthen s
must be capable of resisting the operation of whatever biasing mechanismerit@de
her belief. And such a capacity, in turn, appears to require that one be able tartect
either prevent or put a stop to the activity of such mechanisms—i.e., to treat theevide
in rationally-sensitive ways.

The proponents of the deflationary theory are thus in a bind: If Rosie is
competent to detect the activity of certain relevant biasing mechanisnsstcsbeaable
to put a stop to them, then why doesn’t she do so? If she simply fails to notice the

activity of these mechanisms, then she is merely ignorant, not irraéHato avoid

64 Barnes claims that “the biasing process not only produces the anxetyrg belief
thatp, it also...prevents the subject from recognizing the extent to whichltkaeseptive belief
thatp is due to its tendency to reduce anxiety” (Barnes 1997, 123). Thus, the seledegnt
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this conclusion, non-intentionalists appeal to further motivational biasing meotgni
they appear to fall prey to an infinite regress, insofar as they will coritirnaale to
appeal to further biases to explain the operation of any given bias, and if trepdty t
an end to the regress by insisting that those like Ridlsi the mechanism to operate as
it does, this appears to import a level of awareness and intentionality that te har

reconcile with non-intentionalism.

3.33 The Reflective Nature of Self-Deception.

Another reason that “self-deception is not so straightforwardly explaindutitis t
self-deception appears to hinge on an agent’s abilibglieve and act for reasonSelf-
deceived agents do not just “happen” to be self-deceived. They, like other agents, have
reasons that may contribute to (and help sustain) their self-deceptions. To $as that
so, we need merely remind ourselves of the significant roleghanalizationplays in
self-deception. Self-deceived agents search out reasons for their beliatsians—
otherwise they cannot view these beliefs and actiottsears. And this phenomenon
points to another important feature of self-deceptive irrationality thatmtentionalist
accounts like Mele’s tend to ignore: the distinctiveffectivenature of self-deception.

As Scott-Kakures (2002) notes, deflationary accounts of self-deception do not appear t
be able to distinguish between non-rational animals and rational &§éds-human
animals may process information in motivationally biased ways thatysktesé’'s

jointly sufficient conditions for self-deception, but we do not take such animals to be
capable of self-deception.

To borrow an example from Scott-Kakures, suppose my dog, Pablo, mistakes my

rattling a cereal box for my rattling of his dog food when he is particutamgry (but at

appears to be characterized by a level of ignorance that may gréeutiom resisting her
irrational belief.

65 Scott-Kakures (2002), 580.



85

no other time), and suppose th& hunger (or desire to eat) non-deviantly causes a false
belief in him that | am rattling his food, so that Pablo may be said to process this
information in a motivationally biased manner. Such a case appears to sbtmfy af
Mele’s jointly sufficient conditions for self-deception. But surely Pablo is @bt s
deceived. So what is missing from Mele’s account? Scott-Kakures argues that
deflationary theories of self-deception generally fail to take note of tbehal
reflective, critical reasoning plays in self-deception. Whereas ageflgst onand are
moved bytheir reasons for acting and believing, non-rational actors “cannot be moved by
reasorguareason, by the thought thhisis a reason for believirthat”66 Thus, he
argues“one must understand what it is for one thing to be a reason for another—to have
“the sort of self-awareness necessary for thinking that one has good eresayhfos
believing something’—to count as self-deceifd.

Barnes is well aware of this fact. For this reason, she requiregs s$elf-
deception “one believes...that one’s [self-deceptive] belieftimjustified.’68 This, of
course, rules out that non-rational actors like Pablo can be self-deceivers, éoisPabl
incapable of evaluating his beliefs. Barnes adds that “as soon as a chiltdeastand
that one thing can be a reason for another, the child can self-deceive him- ¢’ B8rsel
However, it is not clear what role this capacity for understanding reasalhsplays in
her account. In the end, it seems that, for Barnes, the only difference betwieariéka
self-deceiver is that the former’s beliefs are caused more or lestydingthe biasing

mechanism in question, whereas the latter’s are caused by a biased assd#stiment

66 |pid., 585.
67 |bid., 581, 582.
68 Barnes (1997), 117.

69 |bid., 117, n.11.
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weight of the evidence. But again, Barnes makes self-deception look a lotkaae |
case of making a mistake than of actively manipulating one’s reasons forrmglie@o
just as Pablo’s desire causes the mistaken belief that his food is bdedy thd self-
deceiver’'s anxious desire non-intentionally causes a mistaken belief reghelmagure
of the evidence. But this represents no major difference walyén which these false
beliefs are produced, so to make a distinction between non-rational actors and self-
deceived agents really amounts to nothing more than saying that the lattentsappt
sensitive to evidence whereas the former is not.

Presumably, the primary reason Barnes wants to restrict self-aecepactors
who can take one thing to be a reason for another (other than the fact that it stakes us
rather implausible that non-rational actors like Pablo should be self-deceivedfirst
place) is Barnes’ intuition that self-deceived agents are, inr&sgonsibldor their self-
deceptions. This can only be the case if we charge the self-deceiver witkrtfepist
negligence.” Self-deceived agents fail to believe as we think they ougltdrdieg to
Barnes, theyinderestimatehe role that a particular attitude plays in their acquisition or
maintenance of particular beliefs, and insofar as self-deceived agentsmretent to
avoid falling prey to this kind of error, they believe in ways that are “epistdimi
irresponsible,¥1 whereas Pablo is simply incapable of being responsible for his
motivationally biased belief. This is an important step in the right direction for the
deflationary theorist.

However, we often think that self-deceivers are more strongly responsible for
their deceptions than a charge of mere “negligence” or “irresponsibiiycates.

Whereas cold biasers and wishful thinkers may simply not notice the activity of a

70 “The self-deceivedhisapprehendthe structure of his attitudes,” Ibid., 99. My
emphasis.

71Cf. Ibid., 83-7.
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particular biasing mechanism at work in their belief-forming procesdésleseivers
appear to be actively engaged in their deceptions (especially in casasfof bel
maintenance) Barnes’ herself claims that being epistemically rebfmmyolves
“taking appropriate care” to prevent oneself from being biased in the ways idvolve
self-deception or to detect these biases when they occur—where by “takiogradpr

care,” she means:

trying to resist, given one’s anxious desire, the skewing ef th
belief-acquisition process in favor of certain beliefs. If &-sel
deceiver is epistemically irresponsible, then he does not put up
sufficient resistance on a particular occasion, or he has allowed
himself to become the kind of person who finds it natural not to
resist such skewin@?

Barnes goes on to write that whether or not we charge self-deceivietsaivig

epistemically irresponsible “depends on such things as how hard they tried atitewhy

failed.””3 But notice here the heavily intentional language involved in such a description
of epistemic responsibility in the case of self-deception. The notions of ‘tgmag
‘allowing’ appear to attribute at least a degoééntentionality to the agent in question.
This certainly doesot entail that self-deceivers who do not resist their deceptions do so
intentionally, but it does indicate that Barnes might take there to be a levdeofivéiy
in self-deception that is not accounted for on Mele’s model. If so, this would be a step in
the right direction.

But there is still something a bit puzzling about this notion of “trying” to resist
one’s self-deception—especially when we pair it with the reflective eatuself-

deception. To see why, let us examine a few possibilities by using the abayaleré

72 |pid., 83.

73 |pid. 87, n.26.
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Jerry, who is self-deceived in believing that he does not desire his coworker, Ekdine
Jerry’s anxiety that he is not a good husbarahd his potential self-deceptive belief that

he does not desire Elaipe’4 75

Al.Jerry is not aware of his anxious desjrderry’s having) non-
deviantly causes Jerry to treat the evidence in motivationally
biased ways, resulting in his believing tipatHe thus puts up no
resistance to the belief that, believing as he does that his
acquisition ofp is justified.

A2. Jerry is aware of his anxious degiréut fails to realize thaj
may cause (or is causing) him to manipulpteslevant data. He
thus does not put up any resistance to the beliepthalieving as
he does that his acquisition pfis justified, and he thus comes to
believe thap.

A3. Jerry is aware of his anxious degjrand, knowing that he has

a tendency to bias evidence in favor of maintaining his self image,
he tries to resist manipulating evidence regarding his desire f
Elaine, but either the operation gfor the pull ofp is simply too
strong, and he fails, with the result that he beligvesgardless.

A4. Jerry is aware of his anxious degjrand, knowing that he has
a tendency to bias evidence in favor of maintaining his self image,
he tries to resist manipulating evidence regarding his desire f

Elaine. Further, he succeeds in preventing himself from concluding
thatp. Instead, he forms the rational conclusion thatmot

Let us look a bit more closely AtLl-A4to see in which cases we might be inclined
to claim with Barnes that Jerry is epistemically (ir)responshileandA2 both present us
with cases in which Jerry is ignorant of his anxious desire and/or of its workings on his
belief-formation processes. But we would not expect Jerry to resist carghinditp
when such ignorance is in play, and we would not likely blame him for it unless we think

his ignorance is itself motivated or the result of self-deception. But thenidewtreally

74 0r one may characterize the self-deceptive belief as a betted mature of the
evidence, as we have done above.

7S We can alter each example to reflect cases in which Jerry has aetfadgceptively
come to the false belief thpt where the issue at hand is whether or not Jerry fails to detect his
irrationality and thereby to rationally revise his belief.
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epistemically irresponsible in failing to resist the belief hdkather, he is irresponsible
insofar as he is ignorant in one or both of the above ways. In such a case, we might, of
course, blame Jerry for having “allowed” himself to becomekitingof person who fails

to detect anxious desires or their tendency to bias him in non-truth-conducive ways, or
who “finds it natural not to resist such skewir@.But this kind of “allowing”, too,

appears to be an active notion that requires a level of awareness, for iedédyrgould

not help becoming this kind of person, we might not be inclined to hold him
epistemically responsible for these character traits either. Thuargeabf epistemic
negligence or irresponsibility in cases of the type represen&stiandA2 appears to
require a level of active participation or complicity on the part of the agerd-thss, in

turn, appears to require a level of awareness of what one is doing (or of the kind of
person one is becoming). But this level of reflective awareness appears &sing on
Barnes’ and Mele’s accounts.

What about the cases AB andA4? In both cases, it is supposed that Jerry is
aware both of his anxious desiggand of its potential (or actual) effect on his belief-
forming processes regardipgFurthermore, in both cases, Jerry tries to resist the effects
of g on his beliefs. However, iA3, Jerry is simply too weak to resist the biasing effects
of g, either because his anxious desire is too strong to resist, or bpcapsesents an
overwhelmingly attractive way of assuaging the anxiety wrouglat bythis case, Jerry
is cognizantly irrational, but it appears that he believes compulsively. Butehgns)
not competent to avoid his irrationality, which supposedly violates a condition of both

Barnes’ and Mele’s accounts of self-deceptién.

76 |pid., 83.

77 Barnes is somewhat unclear on this point. In a note to Chapter Tt8eeinf
Through Self-Deceptigrshe claims that “self-deceptive belief is always other than a compulsive
belief’ (46). However, in Chapter Five, she maintains that “if an anxiousedsgowerful
enough, it seems possible that it will so bias the person’s thinkingltlia¢ evidence will only
further strengthen the person’s belief that his thinking is not biased.Hrcsaamstances, given
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Finally, A4 appears to be an instance in which Jerry exhibits a kind of
praiseworthy (or at least not blameworthy) epistemic responsibbildyever, notice that
here Jerry is cognizant of both his anxious desire and the ways in which that anxious
desire may skew his evaluation of the evidence. He is “on the look-out” for the biasing he
knows may accompany the presence of such recalcitrant desires, and Ipaiakés
correct the operations of his anxiety on his belief-forming processes. And4has
opposed tA1-A3 does not represent an instance of self-deception, on the deflationary
picture, insofar as Jerry comes to the rational belief thap bgtexercising his
“‘competence” to resist the self-deceptive belief that

Of course, there are other possible scenarios. Perhaps Jerry just happens to
successfully resist believing thateven though his, e.g., ignorant of his tendency to
manipulate data in the presence of an anxious desire, or of the fact that he hamtle a
desire thay, etc. But surely this kind of “accidental” resistance is not what Barnegs has i
mind. Yet there is another scenario we have not considered. Perhaps degnjzant of
his anxious desire), and the biasing effect thatis exercising on his beliefs regarding

the evidence. However, Jerry doeg try to resist the biasing effects@fnd instead

the power of the anxious desire involved, it is not clear that thare/tking that the person could
have done that would have prevented the biasing processes from being succssuiat|
clear that the person in such a situation would be epistemically irresigot8i).

| take it that the difference between the Chapter Three and Chapmari&ims rests on
the respective difference between a case of the type descaridédind a stronger version of the
types described iA1-A2 in which the agent does not realize her thinking is biased, due to the
strength of her anxious desire. Of course, what is important hitsag i€ Barnes is willing to
allow Chapter-5-type cases to count as instances of self-deceptiort,isheotiat all clear that
the agent must be competent to avoid becoming self-deceived (or to avoidrigetuerkind of
person who is so strongly biased) to count as self-deceived. But then it isaratleht work
Barnes’ condition that the self-deceiver believe her self-deeefuitze justified is doing in this
context. Presumably, she needs this condition to explain what makes spliatereational, as
opposed to merelgrational—or she is merely appealing to the phenomenology and observed
behavior of self-deceived agents. But the presence within her theory sfotasdf-deception
which the agent is incompetent to avoid make some instances of sgitidadook much more
akin to Pablo-type cases, at least as far asahsalstory is concerned.
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allowsthem to operate as they do. Here, of course, Barnes would say that Jerry is
epistemically irresponsible. However, assuming hefeetdy (that is, he has it in his
power to resist manipulating the evidence in a motivationally biased mannere-i.e., t
act/believerationally), the static and dynamic puzzles again read their ugly heads, for
now it appears that Jerry knowingly and willingly allows himself to violadeokin
epistemic standards—that is, he tries to believe for reasons he himselbthkes t
inadequate reasons for believing!

Yet it is precisely this kind of phenomenon that appears to distinguish the self-
deceiver from the merely ignorant or compelled agent (or from the non-radicinzdl).
It is notmerelythe fact that the former is both motivated and in some sense “competent”
to avoid her deception, but also that in self-deception the agent agtiislyeason to
use against itselh ways that ignorant, compelled, or non-rational actors do not (and in
the latter casesould not). The self-deceived agent “gives himself reason for believing
what he believes he has sufficient reason not to beli&/&His is also a way of making
the distinction between mere wishful thinking and self-deception proper. Wishful
thinking does not require the presence of reflective, critical reasoning,aslesi-
deception most certainly does. In wishful thinking, we may think of reason as being
“hijacked” by one’s desire, whereas in self-deception the agent is antyvdarticipant”
in the acquisition or maintenance of some favored b&%@hus, the distinction between
wishful thinking and self-deception can be viewed as a differenkiednnot merely in
degree as Mele would have it. Furthermore, making this distinction can explain why
self-deceived agents exhibit cognitive tension of the kind mentioned above. Insthiar as

self-deceiver is employing distinctly rational (i.e., reasoningagjitechniques in the

78 Scott-Kakures (1996), 591.

79 Cf. Ibid., 585.
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service ofirrationality, it is no surprise that she would experience being “at odds” with
herself—for she is, in fact, undermining her own rationality by employing the very
faculties that make her a rational agent in the first place. She is, ayevpdsdulated,
internally irrational—that is, she is irrationy her own light$0

It should come as no surprise that the process of self-deception should put certain
rational faculties to use. Indeed, what is so puzzling about supposedly paradegrofcas
irrationality like self-deception and weakness of will is that they appe@st on or
represent actions performed for a reason, yet from the agent’s own point ofegsaw t
reasons appears inadequate or insufficient to rationally ground or justdgttbe
performed. But the intuition that non-rational actors cannot act irrationallyspoittie
notion that reason can somehow work to undermine itself in some cases. | shall have
more to say on this in the next chapter. What is important to note here is that however
one cashes out the origin, purpose, or function of our capacity for self-deceptios, it doe
not seem to be independent of our capacity for rational, reflective, critical tHught

any adequate account of self-deception will have to take this into account.

3.4 Conclusion

To sum up what we have said thus far, the claim of proponents of the deflationary
account that their account is explanatorily more parsimonious and thereforalpeefe
appears dubious. There appear to be phenomena that these accounts do not adequately
address, including (though not necessarily restricted to): the cognitive teppemerat in
the behavior of self-deceived agents, the distinction between ignorant or compelled

agents and self-deceived agents, the intuitive difference in kind between wishfuighinki

80 For more on the importance of internal irrationality to intentionatsbunts of self-
deception, see Scott-Kakures (1996).

81 Neil Van Leeuwen (2007) argues, for example, that the capacity to decesetves
is a kind of “evolutionary spandrel” that developed as a biological “oftsludthe neurological
capacity for rational thought.
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and self-deception proper, and the reflective nature of self-deception. Foatus,rene
might conclude that a more robust account of self-deception is necessary to nsake se

of these phenomena. It is to such an account that | now turn.
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CHAPTER 4. THE INTENTIONAL PROJECT:
TOWARD A DIFFERENT UNDERSTANDING OF SELF-DECEPTION

4.1 Some Important Intuitions Regarding Self-Deception.
Thus far, we have examined two prominent approaches to self-deception and have

found both to be inadequate. In Chapter Two, we saw that, in their attempts to make
room for the intuition that self-deception is both intentional and internally irrational
partitioned-mind theories raise worrisome metaphysical problems regdhdi nature of
the self, agency, and action. And in Chapter Three, we saw that non-intentionalist
theories regarding self-deception escape the straightforward paradaxatonality

only because they fail to account for certain crucial features ofilsedptive

irrationality.

Even if we reject both accounts, however, we should not overlook the very
important motivations that underlie them. The non-intentionalists note, first, the
conceptual and psychological difficulty involved in intentionally acquiring fslie
especially beliefs one takes to be unwarranted by the evidence. Second, they peint to t
empirically demonstrable fact that human beings very often believe atigrestidence
and, as such, are much less “rational” than philosophers have traditionally taken them to
be. (Of course, the kind of irrationality that concerns them is the “externatieak”
irrationality of holding beliefs that are objectively unwarranted by theeei, or beliefs
that would be considered unwarranted by the vast majority of one’s imparttiveg
peers.) Partitioned-mind theorists, on the other hand, characterize selfaleespti
representing a paradigm case of intentiomégrnal irrationality, in which the agent is, in
a very literal sense, “divided” against herself. As we have noted in previous shapter

self-deceivers typically exhibit a certain kind of cognitive dissonance ohjgstgnsion
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that might indicate the presence of a stronger kind of irrationality thapdhded to by
the non-intentionalist. A related advantage of, intentionalist strands ofqueatitmind
theories is that they preserve the analogy between self- and other-a®cepti

It is important to note here that none of these driving intuitions is, strictly
speaking, incompatible with the others. Non-intentionalists simply point ouddikastic
voluntarism (in the sense directly causing oneself to have a particular belief) is
generally falsé and that human beings often believe against the evidence, whereas
partitioned-mind theorists claim that the existence of a stronger kinchtbirality is
needed to make sense of the phenomena and that self-deception may, in fact, mirror
interpersonal deception in some way. The question is whether we can arrive at an
understanding of self-deception that accommodates all these intuitions withoagrunni
into the difficulties presented by the static and dynamic paradoxes asaxibetkthem
above. In other words, is there a way to incorporate the best elements of both types of
theories we have examined, such that we arrive at an account of self-ateedpth
points not only to something that is psychologically possible but also to something we
think is psychologicallylausible? | think there is a way, and in what follows | will try to

sketch just such a view.

4.2 Toward a Diachronic Account of Self-Deception.
One of the biggest problems with the prevalent literature on self-deception is that

it tends to ignore thprocessby which an agent may be said to be self-deceived. To be

1| do not wish to contest this claim here. In general, | think the intuition thastiloxa
voluntarism is false is correct. While there may be situations iohwdomething like “willing to
believe” might be psychologically possible, | think these cases witlweahd far between—and
thus cannot account for the widespread prevalence of self-deception humag agents. For
conflicting views on the possibility of willing to believe, cf. James (1%r®) Williams (1973).
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sure, non-intentionalist and intentionalist accounts both have some story about how
agents may arrive at or retain irrational beliefs, but these strategigsrocesses are
often viewed aseading up tcself-deception, not as beirgnstitutive okelf-deception
itself. 1 think this is a mistake. Indeed, if we move from approaching sedptien as a
kind of static “condition” or “state” toward viewing it instead as a kind of diachroni
“project” or “undertaking” in which an agent actively engages, the supposed psoblem
with self-deception may dissolve altogether.

Let us reexamine the example of Agnes and Ralph from Chapter Two to see how
this might work. Recall that Agnes, who has heretofore never taken hersaleto ha
evidence that her husband, Ralph, is being unfaithful to her, has recently encountered
strong evidence to the contrary (e.g., he smells like another woman'’s pesharteas
found lipstick stains on his collar, he makes implausible excuses for his unusual behavior,
she has been informed of his dining with another woman, etc.). Agnes now has ample
evidence to suspect Ralph of cheating on her, and, indeed, she does begin to question his
fidelity. That is, her assessment of the evidence points toward his having an affai
Agnes’ belief that Ralph is faithful stands on shaky ground, and it is clear she should
consider rejecting it, holding instead that he is unfaithful. However, Agnes also has
strong (and quite understandable) desire thatihbe cheating on her. She values her
role as a beloved wife, and her husband’s love plays an important part in her ability to
maintain such an image of herself. It is here that the project of selftaetenay get set
up. Instead of revising her belief, she may attend more closely to fulfiéindesire that
he not be cheating on her. Of course, she recognizes the impossibility of doing this

directly, given what she takes the evidence to demonstrate, and given thdtylidfic
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believing a particular proposition at will. Therefore, she must take stapditectly
cause herself to believe that Ralph is faithful.

A non-intentionalist like Mele might claim that Agnes may, in faxtentionally
avoid evidence that Ralph is cheating because, say, she finds it discomforting, and he
might note that this could explain why she retains her belief in Ralph’s fidelityshort,
there is no need to assume that she needs to itateathin this beliefHowever, with
every new piece of evidence that crops up against Ralph’s fidelity, Agridsawal to
deal with her problem anew. And if the evidence continues to point in this direction while
Agnes continually fails to believe it, it does not seem prima facie implausilattribute
to her a kind of long-term intention to believe in Ralph’s fidelity, come what may. In
other words, it is very likely that, at various points in her attempt to believe in her
husband'’s faithfulness, Agnes recognizes (or at least suspects) thatdreewoes not
favor her current belief, and she also likely recognizes that she has no control over this
fact. But shaloeshave indirect control over what she believes, insofar as she can (to
some extent) control what she takes to be reasons for her belief by selefitecting
her attention, rationalizing, engaging in positive thinking, and so on. Thus, although she

cannot easily change the world to fit her desire, she can take the mearts taritng it

about that shbelieveshe world is as she desires it tode.

2 Of course, Agnes could lock Ralph in his room or even kill him, thereby ensuring he
does not cheat on her in the future, but presumably this is not an attractableralternative
for her, given her other beliefs and attitudes. Additionally, for Agnes, \ahatinder the
proposition “Ralph is faithful” may be something like that Ralph doesvillaigly cheat on her
when free to do so, or that he has never cheated on her in the past. And givebilitgitina
control Ralph’s free actions or to change the past, attempting to changaytsbewiews the
world may appear the more attractive course of action.
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The project of deceiving oneself differs from other projects in one important
respect: in order to deceive oneself one must violate one’s own epistemicibnias.
does not disqualify it from being an intentional project, however. My point, moreover, is
that deceiving oneself jus pursuing such a project.

4.3 Dealing with the Paradoxes.

Does such an account of self-deception escape the static and dynamic garadoxe
we mentioned above? | think it does. First, there is no requirement on this account that
the self-deceiver believe contradictory propositions. The self-deceiyenobdhave a
full-blown beliefthat the evidence supports nmtrather, she fears that it might, and
rather than pursue this possibility, she makes a concerted effort tosbsthatp.

Returning to Agnes, we may suppose that she begins with the belief that Ral{tius fai

to her. As the evidence mounts up against this belief, Agnes comes to suspect that he
might be cheating. Her belief in his fidelity is weakened. How might she go about
continuing to believe her husband is faithful? She might rationalize away temegior

focus on other evidence that supports her belief. Her assessment of the evalénbere

to fearthat notp is the case, and it is this fear that provides her with a reason to pursue a
self-deceptive project may last for days, months, or even years. But nowdreyehed

line do we need to suppose she simultaneously holds contradictory beliefs. Indeed, it is
likely her intentional attempt tavoid holding inconsistent beliefs that causes the

cognitive tension so typical of self-deceivérs.

3| discuss the (inrationality of self-deception below.

4 The reader may notice here a similarity to Barnes’ account of sifptien as
motivated by an “anxious desire,” as discussed in Chapter Three. Howgvaccount differs
from Barnes, insofar as | claim the self-deceiver must have somefaedlective awareness
regarding her assessment of the evidence, for as | argue in ChapteifBee&yere completely
unaware of the role her evidential assessment plays in motivatingfreesption, she would
likely not experience any significant cognitive tension in carryindheuself-deceptive project.
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But what of the dynamic paradox? It appears that Agnes is in some sens®fwar
what she is up to in a way the wishful thinker is not. So how could she ever succeed in
convincing herself that Ralph is truly faithful to her? In considering thisesigd| it is
important to note, first, that human beings are creatures of habit. The moreecseler
engages in her self-deceptive behavior, the more such techniques become a matter of
habit. Take as an analogy learning to drive a stick shift. Initially, iigesl®own on and
releasing the clutch so as to shift gears may take a lot of conscious-effionrt that may
interfere with one’s successfully driving down the street. However, the moreiveg ar
manual transmission, the more routine and less strenuous such activities beconse. So it i
with self-deception: The more Agnes becomes entrenched in her self-depepjiba,
the less difficult it becomes to focus her attention away from disturbing eviflence

Of course, a theorist of the non-intentionalist persuasion might object that
Agnes’s acquisition or successful maintenance of the irrational dedieRalph is
faithful is not itself, intentional, but is (as the non-intentionalist claims) theugat of

nonintentional motivated biasing (in this case, of a kind of wishful thinking). Strictly

S Of course, should Agnes eventually reach the point wingieng (barring some
momentous event—e.g., walking in on Ralph and his mistress in the act oakingjrcounts as
evidence against her belief in his fidelity, | would argue that she is no lengaged in self-
deception, but is ratheielusional She believes against evidence that any normal, rational agent
would take to point to the contrary proposition.

In such a case, Agnes might be said to be in a similar epistemic situatien to
epistemically ignorant agent. Her belief is informed by what shemilyrtakes to be good
reasons, and she feels no cognitive tension in believing againstoytrer(earlier lights)
counted as evidence against her belief. However, unlike the epistgngoalant agent, Agnes
may be culpable for her delusional belief, insofar as she reacheeltbidly epistemically
irrational means. Additionally, given her habituation via engagement hlaedption,
Delusional Agnes will probably be less likely to revise her beliéight of new evidence,
whereas the ignorant agent, if rational, would likely do so. This meglak Uis to better compare
Delusional Agnes to the psychologically compelled agent, who cannot (nosg her belief,
given that her self-deceptive techniques are so deeply entrenched:afiaivieer delusional
belief is the terminus of an intentional self-deceptive project, axestill maintain that she is in
some sense responsible (or at least answerable) for her havingddhisi irrational belief. |
return to questions of epistemic and moral responsibility for one’sigedfption in Chapter Five.
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speaking, this is correBtHowever, this is again to focus on the termstateof self-
deception rather than on the entirety of phecessby which Agnes reached her self-
deceptive belief, and it is this latter activity that | have charaei@ms intentional, not
the resulting mechanism by means of which she forms and/or sustains heibelief
self-deceiver is concerned with forming or maintaining the relevant sedptiee belief
in whatever way possible (regardless of the force of the evidence), andsttisathtan
be characterized as intentional. Thus, some deceivers may actteilyto go in for
wishful thinking. That is, the terminus of an agent’s intentional self-deceptive {srojec
may be a belief acquired non-intentionally via wishful thinking or some other bias, but
that does not make her self-deception itself unintentional, as it may be prédus&ind
of belief formation at which the agent aims, given that she cannot diratttheveelf to
believe the favored propositidn.
4.4 Engaging in Self-Deception vs. Being Self-Deceived.

The above discussion raises an important point, namely that on my account self-
deception is not necessarily a reflexive self-relation. That is, there naagibgnction to
be made betweesngagingin self-deception andeingself-deceived. Actually, the term
‘self-deceived’ is ambiguous. In one sense, we employ the term to desigygierson
currently engaged in a project of self-deception. On this meaning, to say a pesstin i
deceived amounts to nothing more than saying that the person is engaging in self-

deception. Of course, in such cases, we more often use the present progressive, e.g

6 | will leave open whether the end product of the successful self-dexgpbject will
be a belief produced by a habituated biasing mechanism (e.g., wishful thinkiaggwauation
of evidence, which leads the agent to believe for what she now takesdodregsons
(assuming there is a relevant distinction to be made here). In eifigerAgnes does not, in the
end, appear to exhibit the internally irrationality we took to be chemstit of self-deception.

7 As | discuss below, the last step toward the terminus of many of ootiomi& projects
may not be directly preceded by an explicit proximal intention for the prg@ount as
intentional. The success of many of our day-to-day intentional projectstongexternal, purely
contingent factors over which we have little to no control.
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“Steve is deceiving himself.” But even in ordinary parlance, we sometimesdsgerits
who habitually engage in such projects as being self-deceived. In theseesstaere is
no significant distinction between engaging in self-deception and beirdesgived.

On the other hand, ‘self-deceived’ may be taken to mean having succeeded in
one’s project of self-deception (i.e., having successfully acquired or machtameéelief
in question), and here there is a conceptual distinction to be made between deceiving
oneself and being self-deceived. This is an important respect in which, on my account,
deceiving oneself closely resembles deceiving others, and it is prebisdigature of the
account that allows it to escape the paradoxes. Just as in interpersonal decepgent a
(A) may be said to engage in the deception of another péBsantliout B thereby being
said to be (or having been) deceivedgelf-deceivers may undertake intentional
projects of self-deception without thereby becoming “self-deceived.”

Not only is it the case that both types of projects can fail to bring about the
intended result, but they both involve the same sort of activity, ngmeetyasionin
particular, like cases of self-deception, most cases of interpersonal degeptiire the
deceiver to do things to make the relevant falsehood seem believable. Araus,
usuallypersuadeB of the truth of the propositiop) which A takes to be false. He must,
e.g., act as ip is true, offer reasons for believipgvhich B will accept, and so on. And
although we might hesitate to say tAactuallydeceived regarding in cases where
the former was not able to convince the latter, we would not thereby aBsohreving
engaged in deception. The same can be said of self-deceivers.

A further parallel between self- and other-deception is also worth notingthere.
may be said to engage in the deceptioB ocfgardingp, regardless of the truth value of
p. What make#\'s activity deceptive is that shakesp to be false and yet tries to
persuadd of the truth ofp. And we may likewise say thBthas been successfully
“duped” or deceived by when the latter is convinced by the former, evgntifrns out

to be true. In a case like thBwill not be deceived regarding in the sense of being
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mistaken abouyp, but he will have been deceived Ayand in this sense we may still call
him deceived. The same is true of self-deception. An agent may deceivé regaeling

a proposition that turns out to be true, and if she succeeds, she may still count as self-
deceived, even if she now possesses an (accidentally) true belief. This diepaboth
Mele’s and Barnes’ accounts of self-deception, insofar as on both theories, taxount
self-deceived, the relevant belief must be 8|8t to accept this latter claim would be

to severely restrict the class of persons that count as self-deceivenndt s®re
appropriate (and commonsense) to say that an agent may be self-deceivdddgegar

true proposition, insofar as she arrived at this state via a successful progft of s
deception.

Of course, it may be difficult to say when an individual has been successful in her
endeavors to deceive herself (i.e., is self-deceived in this second seasejgast
entrenched in a project of self-deception is constantly engaged in a battlerbetwe
holding the favored belief and manipulating evidence to the contrary. Suppose the agent
is able to maintain the belief in question at time.g., by rationalizing away some
threatening negative evidence), yet at ttmg must grapple with the problem anew.

Does she count as self-deceived in the second se8eHats she really been successful?
That is, is it the case that her self-deceptive project terminates in hgrdedf-rdeceived

att,, such that her renewed effort to deceive herseff.atepresents a new self-deceptive
project? Or is her project a continued one—one which enduredftot., (and

beyond)? These are difficult questions, which arise not only in cases of selfialebept

in cases of intentional action in general. Many of our intentional projects involvest®ncr
ends, e.g., losing 10 pounds—and in these instances, it is reasonably clear when one has

been successful. However, other projects may be aimed at the comtiaudenancef

8 Cf. Mele (2001), 50; Barnes (1997), 118.
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particular states, e.g., being healthy. Here, although my goal is beitigyhea} project
may be said to continue, even when | have achieved this state, since the prgjett aim
remaininghealthy. And, as we have seen, projects of self-deception often resemble
projects of this latter type. Thus, one may also count as ‘self-deceived’ irctralse
sense while continuing to engage in self-deception, but one need not. Not all self-
deceivers are (or will be) self-deceived in the second sense discussed aboveebut thos
who are self-deceived will have engaged in self-deception.

4.5 The Intentional Component of Self-Deception.

Since there is considerable resistance to the claim that self-aecispdin
intentional activity, | want to take some time to discuss the “intending” in moaé.det
Once we understand what is involved in intending to do something, we will see that there
iS no reason to object to the thesis that self-deception is an intentional projecs This i
true, | believe, on any plausible conception of intention. | will, however, limit migsel
sketching at least one way in which we may plausibly understand intentions and
intentional actions. In so doing, | hope to strengthen the case for my account, while
sharpening my critique of non-intentionalist conceptions of self-deception.

With Kant, | take the will to be the activity of reason ingtactical capacity,
such that intending t¢ amounts to a matter of resolving (positively) the question of
whether or not t@, where the activity of resolving this question involves responding to
the various reasons one takes oneself to have for and agémgs? That is, an intending
to ¢ involves a kind of practicalommitmento ¢-ing. Following Anscombe, | maintain
that intentions themselves are neither beliefs nor judgments about what itte des
nor even about what one will do. The result of a particular piece of practicahiregss

thus not to be confused with the result of a particular piece of speculative rgasonin

9ct. Hieronymi (2009) for a similar view.
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Whereas beliefs and judgments settle the speculative question of whethep,or not
intentions settle the very different practical question of whether or gotQd his is not

to say that theoretical considerations play no role in practical reaségagts

commonly have beliefs about what it is good or desirable to do and these beliefs usually
play a decisive role in how the agents settle the question of how to act. An agent ma
settle the question of whether or notptavithout extensively reflecting on her judgments
regarding the worthiness ¢fing. Of course, although an intention need not be the
product of explicit, self-conscious deliberation, an agent must, in some sensehésee”
facts as presenting her with a reason to act. For example, | may deckke aadtank of
water without any explicit deliberation regarding my beliefs aboutument state of
thirst or my judgments regarding the practical or moral worth of stayidgted. And

this deciding may still represent a reasons-responsive settling of theogua#siihether

or not to take a drink of water—i.e., | can still drink the water for reasons that, if
prompted, | would endorse as/reasons for doing so. Thus, we may view an intention

as a type of reasons-responsive commitment to a certain course of actioreamohiait

10pid., 206. One might want to contrast theoretical knowledge here with what
Anscombe calls “practical knowledge,” which she supposes to be non-ohseal/atid to serve
as “the cause of what it understands” (cf. Anscombe, 1957, 87-8). While éfrdlirr from
weighing in on the observational/non-observational debate, it does seénahding presents
us with a different way of viewing our interaction with the world that tf purely speculative
knowledge. Whereas speculative knowledge derives from the objects knogtitabtanowledge
(as embodied in intentions) serves as the (at least pgrialjdof what is known. This leads to
another important distinction. As Richard Moran (2004) writes:

[Nt is important to...this idea [of practical knowledge as taise of
what it understands] that the interpretation of ‘cause’ hererims of
efficient causes is at best a partial and misleading understandithg of
sense in which one’s intention to pick up some milk can be “theecaf
what it understands”. The point is not that the knowledge embedded in
my intention helps tproducethe movements that lead to the picking up
of some milk, but rather that those movements would not count as my
picking up some milk (intentionally) unless my practical undeditey
conceived of them in those terms. (47)

| return to the distinction between appeals to efficient and final tansa explanations
of action in the section below.
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action as action performed by an agent which she herself endorses or takgder
have reason to perforfd But what is it to do something because you take yourself to
have a reason for doing it?

Anscombe writes that intentional actions “are the actions to which a cesteea s
of the question ‘why?’ is given applicatiohZNote here that the type why-question
under discussion here is not tluby of pure efficient or material causation. When we ask
an agent why she is acting as she is—or why she acted as she did, or why sles poopos
act in a certain way in the future—we are not generally interested inckienat causal
mechanisms at work in the dirgmbductionof the action (or, in the case of proposed
future actions, the intention) in question. We do not usually mean to inquire into what
physical or psychological states resulted in her acting as she doesyaghiveehen we
ask why, e.g., one has sneezed. No, when we pose the quésfo agents regarding
their actions, we are looking for a kindfofal cause of the actiok3 We want to know

what the agent is aiming at, or hoping to achieve, or trying to bring about in so acting

11 Note: | am not interested here in exploring the metaphysics of reasteisuil.
Rather, as | go on to discuss, | am concerned with what is involved in taking ondseléta
reason to act.

12 Anscombe (1957) 9.

13 This is not to say that we never inquire into the efficient canisastions. Scientists
may be interested in the efficient causes of particular typesiohacLikewise, we sometimes
wish to know what actually ended up producing the action in question. This isadigdece
when the voluntariness itself of the action is under discussion—i.e., when wemamether the
agent really did act for a reason. In such cases, one might ask what thelewastticause of the
action was: a disease? a brain seizure? an uncontrollable psychologigsgk? or an actual
volition?

Indeed, I think it is precisely the distinction between efficient and ¢aasation that
leads (perhaps unnecessarily) to some of the tension between the nboratist and
intentionalist camps in the literature on self-deception. Whereas reriiantalists are
predominantly concerned with the efficient or productive causes adeedfption (e.g., the
activities of motivating desires or biasing mechanisms), intenisisd&tnd to focus more closely
on the teleological nature of self-deception.
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As we have seen, many non-intentionalists concede that self-deception is goal
directed in some sense. Most non-intentionalists claim that self-deceptioteed,
purposive, just not intentional. They claim that the biasing mechanism or other

productive cause of an agent’s self-deception serves some (generally useful)
psychological or biological function or purpos®Annette Barnes, for instance, proposes
(quite plausibly) that self-deception functions to reduce antfeti self-deceptive

belief,” she writes, “is an effect whose purpose is to alter its cd@<dines does not
analyze the concepts of ‘function’ or ‘purpose’ in any great detail, mainggamly that

self-deception is purposive insofar as “something (having a self-decepiaf Wwhich

has a certain effect (reducing anxiety) is explained by the fact thed that effectt’
However, although this is a type of teleological answer to the quegtigh it is not the

kind of answer we tend to look for when inquiring into the actions of agents. Rather, we
generally mean to be looking for the reasons the agent herself endorse. Attbed i®

why she thinks that it makes sense to act as she does. Of course, functional aeds
agents’ reasons can (and often do) coincide, but there is still an important conceptual
distinction at work here. The former type of reason may present us with jugtifyi

reasons that are independent of what the agent takes herself to be doing, but we are

concerned with the justification that the agent herself endorses for hey astshe does.

14 For an opposing view, cf. Van Leeuwen (2008), who argues that the capacélf-for s
deception developed as a mere evolutionary byproduct or “spandrel” ohcatgtive
capacities for rational thought, and thus does not have an additional adiaptiven of its own.

15 ¢f. Chapter Four of Barnes (1997).

16 pid., 60.

17 pid., 60.
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The latter type of justification answers the so-calléay? ofrationalization18 Note that
this latter type ofvhy-question is (at least theoretically) addressed to the agent herself
and inquires intdner justification for what she does. That is, thiey?of rationalization

does not merely inquire into reasons tlvatild hypothetically justify the agent’s action,

but rather into the reasons sietually endorses (or would endorse if prompté®).

We need to ask ourselves, then: Doesathg?of rationalization apply to cases
of self-deception? Is self-deception the kind of thing to which this particular setise of
guestiorwhy?“is given application”? The notion that in the example above Agnes
believesn order tox (wherex gives an answer to the latter typendgfy-question)
initially appears odd. From the point of view of the Anscombian interrogator, we
normally do not pose this type why-question regarding the acquisition or retention of

beliefs. As Hieronymi (2008) writes:

In believing, you are answerable for reasons that you take to show
the belief true. In contrast, in either intending to act or acting
intentionally (where the action may be as complex as you like),
you are answerable for reasons that you take to show something
good about so acting. If we were to try to make belief into an
action, one would have to be, in believing, answerable for reasons
that one takes to show something good about believing. But these
are a different class of reasons than those one takes to shqw tha
Because believing thus entails its own distinctive form of
answerability, believingg cannot be understood as an action in its
own right. To put the point somewhat differently, because

18 That is, one may give the functional explanation that a particulandstio be
explained because, e.g., it is conducive to the survival of the species.sBeason is not
necessarily a justifying reason, unless the agent herself adopts angksritis consideration as
a reason in favor of so acting.

19For example, a functional explanation for the fact that two men engagéxirfight
might be that they were genetically predisposed to “impress” orpetarfor’ the females in the
room because, historically, this trait was conducive to the propagation of tha hacea
However, it is unlikely that they would endorse this fact as theiorefas engaging in the bar
fight.
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believing brings with it its own distinctive form of answeraili
believing is not the proper object of an intentfh.

So, as Hieronymi aptly points out, we are answerable for our beliefs in a rdiffeg
than we are for our actions. We may ask for an ageptgemiaeasons for believing as
she does, but we do not usually think that belief is the sort of thing that is voluntary, so
we do not generally ask for an agent’s prudential reasons for her belief. Thus, toyask wh
Agnes believes Ralph is faithful does not seem at first glance to be susaeptiadind
of reasons-answer we typically give for intentional actions.

Of course, when an agent’s epistemic reasons fail to support the belief she holds,
we may consider whether she has other types of reasons. If, for example, ewe theli
Agnes does not have good epistemic reasons for her belief that Ralph 8, fa¢himay
reasonably wonder whether she believes he is faithful because she valuesiagenoa
because she wants to be loved, or because she fears Ralph will leave her, or because sh
wants to preserve her self-image. Such explanations do not imply that Agnesei®hwa
forming her belief on such grounds. Indeed (as the dynamic paradox has shown us) if she
were to propose one of the above reasons as an answer to the Ansconymgasestion,
or were to adopt one of these prudential reasohsragason for believing, this would
threaten to completely undermine her project to so believe. In other words, she cannot
give this reason dser justifying reason for believing as she does without endangering the
very belief that this reason is supposed to pragmatically justify.

The intentional-project account of self-deception thus appears to be burdened with

two closely-related worried! First, belief is not generally voluntary, so the types of

20 Hieronymi (2008), 355-6.
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prudential reasons offered in explaining intentional action do not appear to applysto case
of believing, even self-deceptive believing. Second, even if the agent has nomigpiste
reasons for believing as she does, those reasons do not appear capablehef being
reasons (in the sense of being reasons she takes herself to have) Does it foelf+ that
deception cannot be an intentional activity, after all? To answer this question,dwe nee
take a closer look at intentional actions —especially intentional actions of longer
duration.

First, although it may be true that one cannot straightforwardly acquieésbel
voluntarily, this does not mean that one cannot initiate an intentional paojyesd at
coming to or continuing to believe. Although it might not be possible to acquire a

particular belief via a single act of will (or via what Mele and Mosdlrac“proximal

intention,” an intention for the specious pregéntthis does not mean that one could not
initiate an intentional project that results in one’s holding a certain bekdfié&ronymi
points out, although you may not be able to have a direct intention to beliepeytbat
canhave an intentiontd bring it aboutthat you believey, an intention to make it the
case that you settle the question of whefheositively, and so believe. Bringing

something about is an ordinary, voluntary action [even though] believing [itself] cannot

be.”23 And we might apply the general point to the specific case of self-deceptiofi: a sel

deceptive project is one in which the agent aimwritog about or maintaira belief she

21t might turn out that these are really just different aspefcthe same problem.
However, even if this is right, it may be facilitate our understandinigeoproblem to describe it
these various ways.

22 Cf. Mele & Moser (1997), 233.

23 Hieronymi, op. cit., 367.
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takes to be unwarranted by the evidence she has at hand. Thus, the content of Agnes’
self-deceptive intention is not (as Mele would have us suppo$e)ieve that Ralph is
faithful but rather something lik® bring it about that she believes that Ralph is faithful
This may seem a rather unimportant distinction, but it can provide us with a helpful way
to describe the kind of activity undertaken by self-deceivers. Agents whtieargang

to deceive themselves are not trying to will themselves into believing leelsalisf is

not something under their direct voluntary control. But, as we have said, they do have
indirect control over their beliefs, and this type of control is something they can
intentionally exercise.

Note that belief is not the only outcome at which we can intentionally aim without
having direct control over whether or not it actually occurs. Take for examifileg fa
asleep. | can “try” to fall asleep, in the sense that | can form an oneotgo to sleep by
midnight, and | can engage in activities that will likely result in myrfglasleep at this
time, but | cannot fall asleep on command. | do not have direct control over whether | fa
asleep or not—it is just something that “happens” to me. But, based on my knowledge of
what tends to make me fall asleep, | can drink a calming herbal tea oota&é/alerian
root prior to lying down; | may put on relaxing music or insert a pair of earplugght
try to think relaxing thoughts or distract myself from stressful ones; and solafi. Al
these actions may be intentionally undertaken, in an attempt to increase tha chance
success in my falling asleep by midnight. And although my falling asledjpsteet
under my direct voluntary control, given what we have just said, it is not in gte lea
problematic to claim that | can be practically committed to bringinigatiathat | fall

asleep by a certain time.
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If we don’t think it is possible for someone to intend to bring it about that she
holds a belief which she believes is unwarranted, this is in large part becausgete f
that self-deception is almost always a temporally-extended processs tagpect, it is
like many other intentional activities. As Moran and Stone (2009) note, intentional
performances are essentigtisogressiven nature—they havpurposive partandunfold
over time24 That is, intentional performances have duration, and whether those
performances unfold over seconds or minutes, days or weeks, months or years, depends
on the nature of the activity in question. Intentionally raising one’s hand or tyng t
word ‘action’ may require mere seconds, whereas intentionally writingsarthion or
getting one’s Ph.D. may take years.

More specifically, intentional activities that we characterizpragctsare rarely
instantaneous or short-lived. Projects are generally complex intentiorainpanices,
which require a longer duration of time to carry out—where by “complex” amtleat

they are comprised of several “lesser” or “subordinate” intentional éesivivhich
themselves are required as means to the ultimate end in qustiake the example of
the agent who intends to get her Ph.D. Achieving this goal is plausibly chaedtesi

an intentional project, the success of which depends upon carrying out several

24 Moran (2009), 143.

25| am not trying to provide a strict definition of ‘project’ here, thouglo suspect that
having complex intentional subparts is a necessary condition for an actatyiting as a
project. Rather, | am appealing to a kind of commonsense spectrum of inteatiomavith
more “basic” intentional actions on one end (e.g., picking up a hammer), slightycomposite
actions in the middle (e.qg., driving a hammer into a nail), and significantly coonplex projects
on the other end (e.g., building a birdhouse). Of course, the line betweenrregalational
actions and intentional projects may be somewhat fuzzy, but that is to be dxplestertheless,
I think we can characterize everything from the lifting of the hamméretariving of the nail to
the building of the birdhouse as intentional, as each of these descrippo@sents something
done purposively by an agent for reasons that she takes to commit her tooths)eictiquestion.
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subordinate tasks. The agent must attend certain classes and take and passrihe releva
exams; she must form a dissertation committee and write her thesis; stsetaus

defense date and successfully defend the dissertation to the satisfactionarhimattee;

and so on. Many of this project’s sub-parts are themselves are intentionalsprejgct
intentional sub-parts, and so 8.

Moreover, the execution of intentional projects need not be strictly temporally
continuous to count as enduring. Not everything the agent does during her doctoral
studies need be aimed at or part of obtaining her Ph.D., nor need she constantly have her
long-term goal in mind to count as still being engaged in that project. She mantake
entire semester off or simply go out for beers with her friends; she mayptarily set
aside Ph.D. studies in the pursuit of other goals , e.g., raising a family or takengf @
loved one; she may even sometimes completely fail to be aware of the regleaksis
when she is distracted or unconscious. But none of these discontinuities entail that the
agent fails to be engaged in a long-term intentional project to obtain her Ph.D. Indeed,
one need not have an explicit intention in mind at every point in one’s intentional project,

so long ashere is somsort of continuousommitmentdispositional or otherwise) to the

goal in questio®’

26| am not going to tackle the problem here of whether every intentiamatyacan be
reduced to some most basic intention or intentional action. This would take usabeléar
However, it does seem right to maintain that intentional aets/{gspecially those we
characterize agrojectg generally have several layers of intentional action which fakutigkir
scope—either as a means to one of the agent’s relevant ends (e.g., tie @ltichof the project
in question or some end subordinate to that ultimate end) or as a furthgtaesander which
the action can be said to be intentional. What is important here is that e/kathwtentional
action “is the kind of thing which rationalizes its sub-parts (thoserectione ‘in order to’ do it)”
(Ibid., 147).

27 Of course, given that intentions do represent a kind of commitmerntirig,atthere
are too many discontinuities or significantly long breaks within an agemtsilled project, there
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Furthermore, just as the execution of a project need not be temporally continuous
to count as intentional, any particular stage of an intentional project need not be
temporally preceded by some explicit avowal of the intention relevant to thattpoje
one of its sub-parts. As Moran and Stone note, not every intentional action must be
preceded by a “pure intention,” i.e., whitie agent “intends to do something but hasn't yet
done anything else in order to do th&8As we have seen, intentions represmhmitments
to acting, and such commitments are often expressed in the actions whiskmetireir
implementation, not in a pure mental state of the explicit form, “[Next, shawtlyorrow,
Monday...] | am going t@"—though they may sometimes take this fotfhMany of the
intentional actions we repeatedly undertake—especially those subordieateomal actions
regularly employed toward achieving some further end—over time, requsrthésone form
a pure intention prior to or simultaneous with one’s undertaking the means; tiagtyeend

to occur more as a matter of habit. Moran and Stone give the examples of rollindpedt of

will likely come a point at which we are inclined to say the agent isaatly committed to the
goal in question, or that she has abandoned the project, or that sheliaile the goal in some
other way—i.e., that she does medlly intend to bring about what she proposes.

28 |pid., 142.

29 |ntentions will likely take this form in cases where making themieks useful or
important to the adopting of the intention in question or to the execution afoghesgd action.
For example, a severely depressed agent may need to form the explit@nntémam going to
get out of bed today,” in order to get herself to undertake the action of gritinfjbed.
Similarly, someone who has just learned how to make a complicated cockyailemd to (either
mentally or verbally) list the steps needed in order to successefalg the drink in question,
such that they may form pure intentions of the sort, “First, | am going to poof \Awnflka into
the glass; then 3 oz. of sweet vermouth,” and so on. Or, in cases where the atpesbmessort
of reassurance, she may form a pure intention like, “I am going to win ¢le’spaor to stepping
up to the starting line. Additionally, pure intentions are often expressadér to communicate
our intentions to others: “Today | am going to clean my house”; “later | am goihg movies”.
In all of these cases (and others, | am sure), the intention is pure, indbersdrthe agent has
not yet undertaken any means toward bringing about the intended end, but (as sa&d)ahe
pure intention must still represent@mmitmento doing some particular action—not a mere
belief (or, e.g., a mere hope) regarding what one is going to do—to count &snéiomnat all.
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in the morning and changing speed according to trdfi8imilarly, to take an earlier
example, it may be that when one is learning to drive a car with a standardssamsnone
forms a pure intention before upshifting or downshifting because doing so is difficult and
requires effort. However, as one becomes accustomed to changing gears, one may not
expressly form the pure intention, e.g., “to shift into third gear” before one does $ts,Tha
performing the action of shifting into third no longer “exist[s] apart from thegthone
does.B1But this is not to say that one does not shift intentionally. Rather, it is onlgito cl
that one need not affirm an explicit intention prior to the initiation of an aéon.

Thus, although[a]ny action of significant duration is apt to have moments of pure
intending and pure acting among its innumerable p8&# heed not have either at any
particular point in time to continue to count as intentional under some desc#p#on.
agent may possess an intention (in the sense of being practically committedyitoghiti
about that he believes a certain proposition, and he may pursue this aim, even if he does

not consistently dwell on that intention or make his reasons explicit to himself.

30 |pid., 144.
31 |pid.

32| think the same may be said for an agent's awareness masemsfor acting as
she does. Agents may be in possession of and act on reasons, without constanthgrefiecti
them or explicitly reaffirming their commitment to them (though, as witmions, they
may do so).

33 |pid.

34 Furthermore, it is important to note thaist as the execution of intentional
projects need not be preceded by pure intentions, neither must they terminatdlgdso-ca
“perfected intentions"—that is, in action successful in achieving itk §save have said
above, whether an intention is “perfected” in action may depend both on contingers fac
outside the agent’s control and on the agent herself and her continuing comrtotment
pursuing the aim in question.
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To claim that one need not consistently dwell on one’s intentions or reasons for
engaging in a particular action is not to insist that some intentions are inllecesthe
agent who has them. On the contrary, | think it an important requirement on intentional
action that an agent’s commitments to and reasons for action be aivisi&sdtleto her
for reflection. If an agent “acts” on a particular intention and for reasons th whe
herself has no access, it is difficult to see how such “action” is voluntary and under he
control. Indeed, it is difficult to understand how being moved by such intentions qualifies
asacting For it is difficult to understand how the person with such an intention can
make sense of what she doesi@sanswer to Anscombe’s “why” question. Of course,
this is not to say that our reasons need always be fully transparent to us at@wery,m
nor that we always need to know which of our (often competing) reasons actually ends up
producing the action in question. Rather, the claim here is that for an agent to act
intentionally, she must have some degree of access to her reasons for so acting.

However, this returns us to the second problem regarding intentional self-
deception we raised above—namely, that an agent’s awareness of her intetnjida t
bring it about that she believes a certain proposition threatens to destroly-her se
deceptive project altogether. Indeed, even if we think it possible for an ageentptab
bring it about that she believes a certain proposition, it seems that a reauriditeon
for her succeeding is that shel@ware of her intention to do so. Otherwise, the project
appears self-defeating. How are we to deal with this worry?

First, it is worth considering that agents often undertake intentional actions and
projects which they do not think they can successfully execute. An agent mayadopt

pursue an end without thinking that she will actually attain it. Because of thagmmty
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of the outcome of many of our projects—i.e., the dependency of success on a large
number of external factors—we may still attempt to bring about certain conseguenc
even if we think we are likely to fail. | can attempt to flip an omelet in the pdmawit
single flick of my wrist, knowing full well that | am not an accomplished chef artd tha
similar attempts in the past have failed miserably. Likewise, | mayp tnit a ball over
the Green Monster at Fenway Park or make a half-court shot without having any
significant amount of confidence that | actually can do so. | may even try to @ecom

President of the United States, knowing full well that my chances of winningpaalat

election are very slimi>

However, the problem facing us in the case of intentional self-deception is not
simply that the agent thinks it unlikely that she will succeed in deceivisglhefhat is,
it is not merely a practical problem of an agent’s lacking confidence in having the

requisite ability to succeed in her endeavor, but also a conceptual problem raised by the

nature of belief itself. If it is constitutive of belief that it aims atttiweh 36 and yet one is
aware that one is trying to acquire a belief one takes to be false (astalees to be
unwarranted by the evidence), this makes self-deception appear selfrdefieati the
get-go. | may attempt to flip an omelet or make a half-court shot, knowing flilthael
will likely fail, because | may recognize that | have good reasmmsméking the attempt

(e.g., becoming a better cook or trying to win a thousand dollars). And there ys &hsa

3Sitis generally accepted that one cannot intend something one thinks isibi@ds
do. Yet one catry to do these things. We might, therefore, recharacterize the abendings as
“intending totry,” or, as Michael Thompson suggests, “intending combined with confidence in
success’—in this case, a low level of confidence. Cf. {{85 Thompson, Mi@8/s103;}}.

36 Cf., for example, Velleman (2000).
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slim chance that | might succeed—even if the odds are against me. Batafjhizethat
| am trying to get myself to believe something | take myself to have no gaosidraic
reason to believe, the nature of belief itself seems to preclude any clhanceess. As
Ariela Lazar (1999) puts it, “the [prudential] goal of holding the desired beliexf of
conflicts with the [epistemic] goal of making it tru@?”

It is important to note, however, that self-deceptive projects do not need to take

deceiving oneself or acquiring a false belief as their ultimate otct, acquiring or

maintaining a false belief for its own sake seems rather aB8Rdther, it seems fairly
obvious that the acquisition or maintenance of he belief in question will be conducive to
some other end(s) or goal(s) the agent has, where these provide the agent with the
prudential reasons she takes herself to have to deceive herself. Thus, gtitelece
projects will generally (as with may of the intentional projects we undégntegeesent
subprojects in the service of another of the agent’s aims. But what might suchlafaim
And does a commitment to this end require that one be committed to self-deception in a

way that would allow us to characterize it as intentional?

4.6 Self-Deception and Self-Image.
We mentioned briefly above that one of the reasons Agnes might have for

deceiving herself is to maintain a particular image she has of herselfl ddet
various practical identities in our day-to-day lives (for example, | mayifgenyself

with the role of daughter, philosopher, feminist, American, baseball fan, and so on), and

37 Lazar (1999), 273.

38\We can, for sure, imagine an agent who tries to acquire a false hadietfdjsee if he
can,” but such a case would be quite unusual.
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some of these practical identities are those with which we very strinlegiyfy—those

that, in some sense, make up our “core” 38MVhen these identities come under fire—
when the stability of our self-image is threatened—we tend to feel endestal of
anxiety or cognitive unease. This is clearest when we notice that our oemsauid
inclinations suggest that we are not the way we think we are, and not the washwe w
be. For example, though | value myself as a self-sufficient individualy fimé&myself
forming unhealthy dependencies on other people. Or | may believe | am aigoddyét
find that my actions suggest that | tend to treat my friends thoughtlessly, or even
unkindly. Similarly, an agent may strongly wish to be a certain kind of persomget fi
himself with certain inclinations that do not bear this projected self-image suthen
an extremely conservative Christian believes strongly that homosgxaalisin, and
thus places extreme worth on not being gay, yet finds himself consistentipglesi
members of the same sex. In other cases, some fact about the external wadhickatag
one’s view of oneself. For example, in the case of Agnes above, we maytdagrtha
image of herself as a beloved wife, as someone deserving of not being lied tehese
husband would never lie to her, is threatened by her assessment of the evidence that
Ralph is being unfaithful.

As Kant writes irReligion Within the Limits of Reason Alpfi®an is never more

easily deceived than in what promotes his good opinion of hinfs&firid, as we have

seen, such threats to self-image may, in many cases, motivate a kind of wislkfagthi

391 do not mean to put forward an ontological thesis regarding the naturesefithere.
Rather, | am concerned more with the ways in which agents view, regard, ris¢healue their
identities in the sense that is important for agency and action.

40 Quoted in Witschen (2008), 139. My translation.
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or other biasing mechanism, which may in turn produce a false or otherwise unwdarrante
belief in the agent. This likely explains why many agents overestimatatikies,
believing that they are smarter, stronger, or otherwise “better” thanghaky are. The
analysis offered by Barnes and Johnston may be apply to such cases, insofagl&s the s
deception involved may reduce anxiety regarding the self. It may even sepsadarbr
evolutionary function associated with self-preservation—assuming that such
overconfidence is (or was historically) conducive in some way to speciegaurvi

It is important to note that one’s self-image is not a purely passive, gttt s
beliefs about oneself. Although in one sense one often simply “finds” oneself with
particular beliefs about oneself (beliefs that may arise due to intraspeaiiservation of
one’s behavior, or from one of the aforementioned biases), one’s self-image is als
something dynamic—something that must be cultivated and maintained. One may even
speak of one’s self-image as part-reflection, part-projection—what one observes
believes oneself to be like, and what one wishes (desires, hopes, wants) oneself to be.

When these two sides conflict, or when one has a tendency to overidentify ontéself wi

one side or the other, one has a strong motive to engage in self-deééption.

It seems quite obvious that one can undertake intentional projects of self-
improvement. | may desire to be physically fit and embark on a diet; | maytovize
drug-free and check into rehab; | may value being educated and enroll myself in a
continuing education program. In all these cases, | desire certain of migarigentities

(e.g., being overweight, being “clean”, being ignorant) to be other than tegrar |

41| think something like this is what Sartre has in mind in his discussianawfaise
foi—in which an agent may be said to identify too strongly with either hecitgadr her
transcendence. Cf., for example, Sartre (1956), 48ff.
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may undertake an intentional project aimed at changing these facts abelit mys
Similarly, | may undertake projects of self-improvement with the goal afgthg my
character. | may notice that | treat loved ones unfairly or that | haaredaricy to be self-
centered, and | may engage in certain activities (e.g., trying to be thio&king more
about other people, and so on) in an attempt to acquire the virtues of character | value.
All of these types of projects involve a concerted effort on my part to develop iff enyse
certain practical identity that | would like to embody. But one may also iotexity

engage in projects aimedratintainingone’s current practical identities. | may value my
identity as a soccer fan or as a fluent German speaker, but without watchoiglae
World Cup or regularly speaking German, | may find it difficult to identify elfyaith

such a person. Thus, | may undertake certain intentional projects (e.g., watchidg Wor
Cup soccer or regularly attending a German-speaking group in town), in ordehés fur
cultivate or maintain my self-image—and | can do so without being subject to tige cha
of irrationality.

Just as one can intentionally engage in perfectly rational projects aimdfd at se
improvement and —maintenance, it should not seem so strange that one can also embark
on a project of self-deception in the service of one of these goals. However, asewe ha
seen, self-deceptive projects are not as easy to understand as the typawdrevide
have just discussed—for self-deception requires that, ratheb#tamingor remaining
a certain kind of person, one comebtieve(or persist in believing) that one is a certain
way, and this appears to require that one not be aware of one’s intention to acquire or
maintain this belief . Yet we have also said that for an action to count as intentional, one

must have reflective access to one’s intentions. How are we to deal withothlisnp?
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It is, perhaps, not necessary to insist that a self-deceiver must be cogmpletel
unawareof her deceptive intention.. An agent need not completely repress her intention
to acquire or maintain a certain belief in order to intentionally attempt tovadinis
goal. Of course, if her attempt is to be successful, she must udisadctherself from
reflecting too heavily on her deceptive intention—e.g., she must selectiveliyhdrec
attention, think positive thoughts, and so on—but, as we have seen, this is something that
agents can and actually do regularly accomplish in the service of perédaihal
projects. Many of our projects require that we distract ourselves from thitdorttard
about our intentions in order to succeed. In order to fall asleep at a certain tigena
may need to think thoughts not having to do with sleeping or trying to sleep. Other tasks,
like hitting a home run or running 5 kilometers in under 20 minutes, too, may also be
hindered by thinking too much about what one is attempting to do. So we should not be
all that surprised to find that self-deceivers engage in similar types dfqlegical

manipulation in the service of their self-deceptions.

4.7 The Irrationality of Self-Deception: Acting to Acquire Reasons
Self-deception differs from the other projects we have discussed in being

irrational. It is important to see that my account does justice to thisactas, on this
account, the self-deceiver undertakes an intentional project aimed at comirigue hel
certain proposition for prudential reasons having to do, say, with the preservation of her
self-image. Self-deception is a form of irrationality because it invohtestionally

doing something one has good reason to believe cannot be done: bringing it about that
one has sufficient epistemic reason to believe a given proposition, without doing @nythin

to change the facts. In cases of rational belief acquisition and/or mairéenaragent
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already has evidence at hand that he takes to justify a particular lmetiehtrast, the
self-deceptive agent must generate epistemic reasons for believintisgnsbe
currently thinks it would be irrational to believe. This involves a deeper kind of
irrationality characteristic of the motivationally-based beliefs vgewdised in Chapter
Three—the agent’s irrationality consists of the fact that she attemptddteviner own

rational standards.. As Julius Schalike writes:

In paradigm cases, we therefore appear to speak of self-ibecept
when the person attemptsith deliberate intentionto generate a
belief that she, athis point in time,takes to be falseWhen the
person also employs strategies, which, from her perspective, do not
operate in the service of a reality-oriented belief-formingcess

but rather of “epistemic sabotage,” then we are presented Wih se
deception — even if the person characterizes this praep®ost
[facto] as a “learning proces42

Schaélike aptly notes that should the self-deceived agent actually acquiréghe be
in question, she will likely no longer view the acquisition of this belief asanat She
may characterize her self-deceptive project as having been a “parocess” like any
other. But, as he points out—and as we have seen in our discussion of intentional self-
deception thus far—agents engaging in self-deception are not engaged isampiri
hypothesis testing, or some other “reality-oriented” method of acquirintpeycs
reasons. They are engaged in a process of “epistemic sabotage,” intended to produce
reasons that will make it psychologically possible for them to believe tivatcurrently
take to be unwarranted. Belief is, by its very nature, constitutively aimadtatThus,
self-deceiving agents transgress the very norms necessary for thenai toebe

epistemic agents in the first place.

42 schalike (2004), 374. My translation.
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Of course, the individual engaging in self-deception does not thereby cease to act
in her capacityjuaagent. She is still reasons-responsive, in both a pragmatic and
epistemic sense. She employs means to her end, insofar as she looks for reasons to
believe, and she does so for prudential reasons. But she realizes that she cannot bring
herself to believe for non-epistemic reasons, so she must generate said iesise is to
achieve her goal. Thus, in some sense, we may call such an agent “pseudo-réironal,”
she does not cease to care about reasons. Yet she engages in a type of activity that
violates the norms of reasons-responsiveness—for good epistemic reasons are not the
type of reasons that can simplydpgneratedvia the strategies she employs.

This sort of project occupies what Pears calls “the territory of cogmitbg®mnance,”

insofar as an agent who attempts to acquire or maintain a belief in waysthtg kier

own epistemic standards experiences a certain level of psychic tensisnamfirt43
Indeed, the measures we mentioned above (e.g., selective evidence gathiedtigg di
one’s attention, rationalization, acting “as if,” and so on) are all meanteoffing to
resolve or avoid the kind of cognitive dissonance involved in attempting to believe
something one takes oneself to have little to no good epistemic reason to believe.

| hope it has become clear that the account of self-deception | have provided in
this chapter is not only plausible (insofar as it explains the phenomena we commonly
observe among those individuals we take to be self-deceived), but also that itigr super
to the other accounts we have examined thus far. | now want to put to one side questions
about the nature of self-deception, and consider instead, whether self-deakiess

warrant criticism. Is it always wrong to deceive oneself? If not, whahgisshes the

43 pears (1982), 279.
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exceptional cases from the others? It is these and other related questichagebea

morality of self-deception that | wish to discuss in the final chapter oibrik.
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CHAPTER 5. “YOU OUGHT TO KNOW BETTER™:
SELF-DECEPTION AND MORALITY

5.1 Self-Deception and Epistemic Responsibility

“It is wrong always, everywhere, and for anyone, to believe anything upon
insufficient evidence With these famous words, W.K. Clifford introduced an
evidentialist principle regarding the norms of belief—one William James watdd |
criticize in his essay, “The Will to Believe’On the face of it, Clifford’s principle does
seem a bit strong, especially given that human beings appear to be cognitivel
“hardwired” to believe beyond (or even in opposition to) the weight of the evidence, as
we have seen in previous chapters. The prevalence of cognitive biases like those we
discussed in Chapters Two and Three often affect our belief systems without our being
aware that they are doing so. And if this is so, it seems ignorance may excusevigent
believe against the evidence without knowing it. Such agents are, through no fault of their
own, not in the right epistemic position to believe “responsibly,” such that they do not
appear to be directly accountable for the possession of at least some of theiantedarr
beliefs.

However, we have seen that even non-intentionalists like Mele and Barnes claim
that “self-deceived” agents who acquire or maintain certain beliefs vaigatonally
biased treatment of the evidence may be responsible for their irrationéd etmuming
they were, in some sense, “competent” to avoid so believing. Thus, even biased agents
may be epistemically culpable for believing as they do, insofar as theyiy of a
kind of “epistemic negligence’—a failure to attend to the evidence in a non-biased
fashion, despite possessing the requisite ability to do so. Of course, this attributes a

rather weak sense of responsibility to self-deceived agents. Self-descaigenerely

1 clifford (1879), 186.

2 James (1979).
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“careless” or “slipshod” regarding the evidence for their beliefs. Suchsagmrght” to
know better—but they simply fail to exercise certain capacities in theieggisg, with
the result that they do not know better. Thus, on such views, to say that one is culpable
for one’s unwarranted beliefs is simply to say that one has failed to keepia b&s in
check, or to carefully examine the reasons one believes as one does, or to “wateh out” f
biases that lead to unwarranted beliefs. Now surely epistemic agentsleast(a
sometimes) responsible for their beliefs in this way—at least if werasthat they are to
some degreawareof their tendencies to treat evidence in a motivationally biased
fashion. That is, if one knows that one is subject to certain biases, and one subsequently
fails to keep a watchful eye out for the operation of these biases on one’s bedieis, t
does seem that one may be epistemically blameworthy for failing to dofaot,lthe
mere fact that one has certain types of biases in the first place mesergpa deficiency
in one’s epistemic character that needs to be remedied or repaired. Yehasevsaid,
this is still a rather weak sense of epistemic responsibility, for &erdy accusing
biased believers of failing to know better, notwofually knowing bettes

On the other hand, if we adopt an intentionalist, diachronic account, such as the
intentional-project account of self-deception we explored in the last chapterayiee
able to postulate a stronger sense of accountability for self-decehaa-deceivers are
capable of intentionally undertaking projects of self-deception, they may leetinaor
merely negligent—they may be responsible for actively sabotagingethidence. In

other words, if we are right about self-deception, then self-deceivers are niyt mere

3 This account of epistemic responsibility also raises certainggizdbw are we to
understand the “competence” to avoid one’s biases? Do Mele, et al. merelyhatean t
counterfactually, had an agent paid attention to the operation of a céaimithin her, she
would not have been deceived? If so, we run the risk of making the agent’s redipofwillier
self-deception appear trivial. Furthermore, if agents really are @bdsist said biasing
mechanisms, why do they fail to do so? Are they weak-willed? Do theuNyiléfvoid exercising
these capacities? If so, a level of intentionality might creep intpithere on this level that
would make the non-intentionalist somewhat uncomfortable.
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inattentive or careless; not ordughtthey to know better—thego know better.
Furthermore, self-deceivers may not only be guilty of intentionally méatipg the
nature of the evidence regarding the particular proposition in question; theysmég a
guilty of sabotaging their evidential standards in general, which may lead to the
acquisition of what we might call “epistemically vicious” charactatdithat may affect
their future belief-forming processes. Thus, if agents can straightfignact to violate
their own epistemic standards, perhaps self-deception represents a kirslevhiepi
failure for which agents are blameworthy in the fullest sense of the word.

However, Clifford’s principle not only introduces an epistemological norm
regarding belief, it also implies that believing on insufficient evidenoeislly wrong.
(Hence the essay’s titl@he Ethics of Belief And we may pose a related question
regarding self-deception. It seems quite obvious that self-deception lberegreesents
some kind of epistemic failure. But is it also an moral failure? Is selfptiecealways,
everywhere, and for anyomaorally wrong? For, in some sense, self-deceivers are both
the perpetrators and the victims of their deceptions. As Herbert Fingarnggte WThe]
‘epistemological’ paradox [of self-deception] generates moral parado& gjnorance
and blindness exculpate, whereas knowledge, insight and foresight incdite.”
course, if (as we said in the last chapter) one’s ignorance or epistemic séimdgarding
one’s practical identity or a particular state of affairs related tadbatity is the result of
one’s practical commitment (i.e., intention) to bring about that blindness, then itgeems
agent may be no more a “victim” of self-deception than a suicidal agent who throws
himself in front of a moving train is a “victim” of manslaughter. At the séime, there
is the possibility that self-deception may lead to objectively better comsegsifor the

agent or those around her. Some theorists assert that certain “vital lies” tiv&posi

4 Fingarette (1969), 136.
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illusions” regarding oneself may be important or even necessary for one ¢ssudy
act in and/or interact with others in the worl@erhaps self-deception may lead to more
happiness for all concerned, or to an improvement in one’s moral character, or to a
preservation of one’s sense of autonomy. If this is so, then it might also be pdesible t
self-deception is, in some cases, morally permissible or even praiseworthy

In the rest of this chapter, | wish to explore the question of the morality of self
deception in greater detail. | will attempt to show that engaging irdse#ption does, in
fact, generally represent a kind of moral failure on the part of the ageiitatgue that,
even though in some cases individual acts of self-deception may lead to better
consequences for all concerned or to a kind of reaffirmation of autonomy, segifidece
in general threatens these desired outcomes, such that adopting a policy afesslbde
is either irrational or just plain wrong, regardless of whether one adoptsaateina
based, deontological, or consequentialist approach.

5.2 Self-Deception and Moral Character

We said in the last chapter that intentional projects of self-deception areibften (
not always) undertaken for prudential reasons having to do with one’s self-image. When
an agent’s valued self-image is threatened by the recognition that the e\pderisdo a
certain fact’s obtaining, be that fact about her character (e.g., thiatabad mother, or
a procrastinator, or a coward, or a racist) or about states of affairs ioticetfrat
directly relate to her self-image (e.g., that her love for another égjuited, or that her
colleagues do not like her, or even that others are being persecuted around her while she
does nothing), she may resort to intentional strategies (e.g., rationalizatemtiye
attending and evidence-gathering, etc.) aimed at maintaining that sgié-ive have

also seen that the more entrenched one becomes in one’s self-deception, the more

S See, for example: Taylor (1989).
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habitual such behavior becomes and the less difficult it becomes to “fool” oneself. O
becomes used to rationalizing away and generating alternative explariatioegative
evidence, with the result that one is significantly more resistant to ite ddpotential
counterevidence.

In a moral sense, self-deception aimed at the maintenance of a partisdar f
self-image is doubly dangerous. First, it may lead to precisely that dt whiems—to
an unwarranted belief about one’s self—making it possible in many cases for one to
mistake vices for virtues, undesirable character traits for desirableSswmd (and
perhaps more dangerously), it may lead to the acquisition of what we might call
“epistemic vices’—character traits relating to one’s epistemic ggdat threaten to
undermine one’s ability to interact with oneself and the world in a reaBperesive
manner. Habitual self-deception undermines an agent’s commitment to pursuing trut
and may thus lead to a kind of unwillingness (or even inability) to be objective in one’s
assessment of certain states of affairs in which one has a vested intedetstisA
degradation of the agent’s epistemic character threatens to alienatg baly from
herself (in the sense that it leads to a lack of self-honesty and self-kge)vlad also
from the world around her (including threatening her relationships with other agents)

Thus, the acquisition of certain epistemic vices may result in the acquisition of
morally vicious traits (and vice vers@For example, as Barbara Ehrenreich points out,
insistence on self-deceptive positive thinking may produce a kind of habitual
overoptimism or underpreparedness. She gives the example of many governitiafg off

prior to 9-11, whose inordinate emphasis on optimism and positive thinking led them to

6 | will remain neutral on the guestion regarding whether epistandamoral vices are
to beidentifiedwith one another, or whether the one type of vice is causallyativeof the
other. | am inclined, however, to say that in some cases, the epistemiayidseif represent a
moral vice (as with the undermining of autonomy, which | discuss below), whareter cases
one type of vice may be said to emerge as a result of the activity atheretype (e.g., moral
cowardice may lead to epistemic cowardice, or vice versa).
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grossly overlook rather obvious warning signs of an impending terrorist attack on
American soil. She writes: “That fact that no one...heeded these disturbing cuketera
attributed to a ‘failure of imagination.’ But actually there was plentynafgination at
work...there was simply no ability or inclination to imagine the wofdiVe can quite
easily envision that such an inability or disinclination to draw rational conclusmms
the evidence might be the result of prolonged engagement in self-deceptiantimger
kind of self-deceptive activity results in the degradation of one’s moralatbara
Another stark example is that of regular German citizens during World I\¢&ol
willfully “looked the other way” when the SS deported millions of Jews, Gypsies
homosexuals, communists, and other minorities to concentration camps located just
outside their communities. Some of these citizens claimed to not have known that gross
moral atrocities were being committed more or less in their own backyaodght their
behavior indicates that many of them were engaged in a kind of active selfialecept
regarding the immoral treatment of prisoners by the Nazis. This, in turn, led to an
mutually-supportive unwillingness to act, which, as history has shown us, had dire moral
consequences.

However, one might object that agents may also engage in self-deceptivesproject
as a partial means of developing certain mardies An agent may value being a
friendly, social person but realize that she more often acts cruelly and eatifyseand
as a means to acquiring the valued character trait, she may try to decesfariters
believing that she is friendly and social, in the hope that this particular pieek-of s

deception will lead to her actually becoming this way. Might this use of sedfptlen (in

7 Ehrenreich (2009), 10-1.

8 This example also aptly demonstrates the importance of other-decepti@tignocal
support or affirmation to certain projects of self-deception. In masgscahe willingness of
others to “play along,” “yes-man” each other, mutually affirm each alodsims, and so on may
be necessary to support a particular individual's or group’s self-deeqpbjects.
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the service of virtue acquisition) be morally commendable? | think it is noteWhil
deceiving oneself may, in some cases, help one more easily engage in behavior that
contributes to one’s acquiring a certain virtue or morally commendablectératrait, the
acquisition of this virtue will not be clear-eyed. Part of making moral progrdsslding
one’s character is acquiring knowledge not only of the virtue to be cultivated, but also of
whether or not one has that virtue. And although self-deceptively believing that one
embodies a certain virtue may even eventually lead to one’s having that virtilleddat w
so only accidentally. Furthermore, there are other, more commendable wagsinhgc
virtuous character traits that do not involve self-deception, as | will discugk/shor

But first it is important to notice that engaging in self-deception, even in an
attempt to become a “better” person, still threatens one’s realitytedi@erspective
toward the world by making one less responsive to truth-conducive evidence or by
altering one’s evidential standards in ways that make one less likely torbeveliefs
regarding one’s character. And this may threaten one’s integrity asahagent in
general. If one becomes skilled in deceiving oneself in order to acquire a Vidugame
“ability” may be just as easily employed in the service of vice.

Second, an agent who is entrenched in a self-deceptive project aimed at bettering
her character will likely not be able to view her actions with clear eyé&soédh she
may perform the right actions (i.e., those a virtuous agent would perform), as Russ
Shafer-Landau (channeling Aristotle) notes, acting continently is to be distiagl from
acting virtuously. Virtues are more than just mere patterns of behavior: &Paepl
virtuous only when their understanding and their emotions are well integratedudusirt
person who understands the right thing to do will also be strongly motivated to do it,

without regret or reluctance, for all the right reasch¥ét the self-deceiver is by no

9 Shafer-Landau (2010), 247.
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means “well integrated.” Indeed, as we have seen, the very project désefition
ensures that she is not. Thus, it is not clear that the self-deceived agent caivditednot
by the right sorts of reasons, given that her reasons get their motivatimesiréon a
self-deceptive belief that she is virtuous, when in fact she is not. So long as atjeseng
in self-deception, she lacks a kind of understanding of herself that prevents her from
being truly virtuous. She remains in a very important sense alienated frort inesise
way that does not allow for the acquisition of the type of fully-integrated “secduceha
required for one to be said to possess the virtue in question—and this threatens to make
the end of her self-deceptive project (i.e., the acquisition of the relevant virarejnere
difficult to attain.

Yet one might wonder whether this emphasis on self-honesty and truth-centered
rationality leads to an overintellectualized and perhaps even destructivemipsess
having true beliefs and avoiding cultivating false ones—to a life “devoid of aigdthe
satisfaction of many important needs and desires...[that] render[s] us eriptiona
impoverished by constraining us always to submit to hard faetslévertheless, as |
mentioned briefly above, there appear to be other ways of developing virtuougehara
traits that are morally preferable to relying on self-deceptive technigifake engaging
in self-deception allows the agent to (at least temporarily) put out of her mifatthe
that she is not as she wishes to be (with the supposed aim of eventually becoming what
she wishes to be), there are, as Mike Martin points out, more reasonable ways of
“transcending available evidence in forming beliefs, attitudes, and emolibitelists
three such ways, namely faith, hope, and imaginative expression. | wish to deduss e

of these phenomena briefly here, in an attempt to demonstrate why these wgaiyg) of

10 Martin (1986), 126.

11 \pid., 127.
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beyond the evidence are morally preferable to self-deception, at leagbedsrthe
development and betterment of one’s moral character.

Martin definedaith as “a belief not based on evidence establishing it as true or
even on a belief contrary to the main direction of evidence available to a person.” He
goes on to maintain that faith involves “active” belief that demonstrates a kingtih
what is believed2 Of course, faith may sometimes involve a level self-deception (and
thus represent a kind of “bad faith”), but it might not: “For although it entailgygoin
beyond the evidence in forming beliefs, it does not necessarily involve evasion of
evidence, truth, or self-acknowledgment of how things appear td3a.his discussion
of William James, Martin claims that many of our most significanebebutstrip the
evidence we have for them, and among these are many of our moral and reliigdsis be
and so-called “self-confirming or self-verifying faiths—beliefs tiiaicted upon make it
more likely that they will become trué# One may trust in the fact that one will become
a more friendly person (or, in cases where the evidence is inconclusivéimggme’s
current state, that onga friendly person), and this may directly contribute to one’s
becoming a friendlier person, without engaging in the types of self-deegptjects we
discussed in Chapter Four. And the adoption of such beliefs might be more morally
commendable toward the end of acquiring a particular virtue than their self-gdecepti
counterparts, for in “good faith”, one still keeps a watchful eye on one’s belmésdGes
not avoid, rationalize, or otherwise evade evidence, but one maintains a healthy
confidence in those forced, momentous, live options, while at the same time taking care

not to slip into self-deception. This is no mean feat, and good faith may quite easity re

12 pjg.
13 |pid.

14 \pid., 128.
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to a kind of self-deceptive bad faith, but this should not be surprising. There is no reason
to suppose that self-improvement or virtue acquisition is easy. Thus, the diligent agent
with her heart set on bettering her character may embrace a kind of faitmoraé
improvement without engaging in self-deception, but she must always be careshiegha
is keeping a watchful eye on her faith and its relation to the evidence.

However, there are other ways of self-honestly outstripping the evidatce th
involve regarding a proposition as true without thereby actually straiglatfdly
believing it. Take, for example, caseshope Martin describes hoping thatas
involving believingp to be possible (yet not certain) and living as thopghill occur1
It is more than merely wishing, insofar as one can be said to wish for things both when
one believes they are impossible or highly unlikely and when one lives as though those
things will not occul® And it differs from faith, insofar as faith involves an level of trust
or certainty in the relevant proposition, whereas hope does not. In one sense, being
hopeful may require acting “as if” (e.g., acting as if one were friendly)nanldave seen
that such pretense before oneself and others may contribute to one’s selbdecepti
Indeed, hope, like faith, may be both the result or the source of certain segifrdece
projects. However, just as pretense is not always deceptive, hope, too, mayesseskpr
non-self-deceptively. The rational hoper is clear-eyed about a) theicgadissibility of
p, b) the fact thap is not yet the case, and c) the fact that her living as thoughh
occur does not mean it will. Thus, the hopeful agent trying to cultivate a the virtue of
friendliness will still remain realistic about her factual limitatioimsr current status as,

e.g., not-always-friendly, and the fact that her acting as though she is or fxidiriuky

15 pid., 129.

16 For example, | can wish that | was immortal (which | take to be impe$sibthat |
will become a billionaire (which | take to be highly unlikely), and | cahtst said to wish these
things even if | do not live as though | believe they will someday obtain.
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might not make it so. Thus, although she must remain careful that she does not slip into
self-deception, the hopeful agent regards the desired state of affairs to neatrue i
different way than that of full-blown belief or faith. And such clear-eyed hope seems
more likely to produce overall improvements in one’s moral character tharotkgs

of self-deceptive mechanisms.

Finally, imaginative expressiomcludes ways of apprehending oneself and the
world such as daydreaming, fantasizing, willingly suspending disbelief, pregendi
joking, experiencing something vicariously, and sd 6m all of these cases, one
exhibits and/or experience emotions toward objects one takes to be unrealistic,
nonexistent, or in some other sense “imaginary.” | can daydream that Idrapéeted
writing this chapter or fantasize that | am being interviewed on the ColeparRI can
suspend my disbelief that there are no such things as demons and yet alldvianiesel
scared by “The Exorcist,” or | may pretend to be possessed myself;dkeatojanother
that | am a “typical blonde” when | do something stupid; | can even “enjoy’hivatc
you eat ice cream as though | were eating it, even though | am on a dietth&tef
situations involve regarding or presenting propositions as true within a particular
imaginative context we take to be unreal(-istic). Yet, as David Vellemas,nuine of
them require that the agent regard these propositions as true “in a mannemdesigne
reflect whether it really is truel8 That is, such imaginative expressions differ from
straightforward beliefs, insofar as they are cognitive attitudesHinlwa proposition is

regarded as true without concern for whether it reall}%d.tke beliefs, imaginative

17 ct, Ibid., 130. Note that imagination may, in some cases, be conducive to one’s
maintaining a sense of hope, as described above.

18 velleman (2000), 112.

19 |pjg.
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expressions regard a proposition as true, but unlike beliefs, the agent does natltake s
cognitive attitudes to actually reflect the reality of what their contabbelies.

Similar to faith and hope, imaginative expressions may provide fertile sofleor
cultivation of self-deception, but they need not. One constructive way for an agent to self-
honestly develop a virtuous character trait like friendliness may be to intagyiself
acting in a friendly manner—to pretend, to fantasize, to imagine being on thangcei
end of friendliness, and so on. Such imaginative exercises can be immenselyimelpful
the training of one’s character—so long as one does not succumb to the wiles of one’s
imagination, mistaking fantasy for reality or willfully allowing one’saginings to
control one’s assessments of reality. Thus, just as with faith and hope, the inraginati
agent must remain watchful, but such a way of regarding the world still seemisistge
self-deception as a means toward developing positively one’s character.

The irrationality constitutive of self-deception brings with it cognitemesion and
unease, undue resistance and repressiveness, a sense of being at odds with oneself—but
exercising faith, hope, or imagination is by no means irrational and need bring no such
discomfort. The self-honest agent regards her character in a clear, opeastyexd, fout
this does not preclude her from entertaining desirable propositions and regarding them a
true in a way that may aid in her bettering her character; neither doesiie rixt the
agent slip into some kind of internal irrationality to achieve this result. Thus, itrappea
that even in cases where self-deception is employed as a means to acqticalarpar
(moral) virtue of character, there are other, more rational ways to achigveigue
without engaging in the type of irrationality constitutive of self-decepirogects. Self-
deception is, therefore, not to be adopted as a rational policy toward the betterment of
one’s character. Not only does it often result in a degradation of one’s reality-
responsiveness toward oneself and the world, it may limit one’s clear-eyesbdo

one’s moral reasons for acting in ways that the aforementioned cogniitiveesttdo not.
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Moreover, as | have intimated above, self-deception may threaten to undermine
one’s status as a moral agent altogether. This, of course, does not bode well for one’s
moral character, but it also points to another way in which self-deception magaepa
moral failure: it may threaten the stability of an agent’s autonomy. And #gnee with
theorists like Kant that autonomy is the ground of all moral action, it would seem that
self-deception might correspond to more than a mere potential cause or effecalof m
vice; rather, it might turn out to like central moral vice. Or, to move away from the
terminology of virtue theories and toward that of deontological theories, selpit@t
might be said to violate one of the central duties a person may be said to have—a duty
which grounds the possibility of moral action in the first place: namely, a duty $eléne
It is to a discussion of self-deception in this context that | now turn.

5.3 Self-Deception, Autonomy, and Duties to Oneself

Two interrelated elements central to Kant’s ethical theory are, ofesahes
notions of autonomy and respect for persons. For Kant, autonomy is construed not only
negatively as the capacity to act free from constraints external to d(whiith also
include such “internal” motivations as emotions, desires, impulses, drives, andosd on)
also positively as the capacity for free, rational choice, i.e., the cafarcgelf-
legislation and -determination (which includes the ability to set our own ends and t
direct our pursuit of these ends). Autonomy is what endows us with the “Humanity” that
distinguishepersondrom other types of beings, including non-rational beings that act in
goal-directed ways (as with, say, children or non-human animals). Furthernetajst
capacity that make persons inherently worthy of respect, as we see atribdthat’s
Formula of Humanity, which directs us to treat persons (in the form of ourselves and
others) never merely as a means to some further end but also always as ends in

themselves.
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Insofar as | recognize myself to be an autonomous individual, then, | have a duty
to myself to treat my Humanity as an end in itself (that is, to respeetfnaysl my
capacity for autonomy, for moral self-determination), and the highest form spsctte
can take is to aim not merely at self-preservation but also at morakestdttion. Nelson

Potter writes:

The idea that there are duties to oneself is basic to theéustraf
Kant’s ethical thought, including his well-known emphasis on the
importance of moral freedom. [Duties to oneself have] a common
characteristic: a significant relation to the goal of preservi
maintaining, developing, and perfecting the very centre of our
being as human beings, our moral 38If.

Since, on Kant'’s ethical theory, one’s moral autonomy is what makes one worthy of
respect in the first place, to fail to respect one’s Humanity in the form of arezral
freedom is to threaten one’s ability to act in one’s capacity as a moral Bgiute to
adhere to duties toward oneself, then, threaten to undermine one’s moral agency
altogether. However, the preservation, maintenance, and development of ourefhoral s
entails that one have the ability to engage in moral self-constraint. Pdrabitus to be
afinite, imperfectbeing capable of autonomous moral action is to be subject to
temptation—to being determined from without, to heteronomy. Hence, all moral duties
require a degree of self-restraint and are thus all “partially [duties $eloas] because
the agent must use the powers of self-constraint that are presupposed by &oy dut
recognize and undertake any duty at &.”

Furthermore, Kant’s motivational internalism, combined with his claim that the

truly moral action is performed not only in accordance with duty butfedsoduty leads

20 poetter (2002), 377-8.

21 |pid., 376. Note that this also implies that morally perfect rationabisenvould have
no duties to themselves, given that they have no need of moral constraint,ldupddect
alignment of their incentives and their will. In other words, since moraifg@ebeings can
never be tempted, they know no duties to themselves. (Cf. Ibid., 378-9.)
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to the identification of justifying and motivating reasons in cases of marghyaction.
Yet in cases of heteronomous action, these reasons come apart. An action that should be
performed for duty’s sake is motivated instead by a contingent desire, emotidmgror ot
inclination. To put it a bit differently, moral action is necessarily autonomdishac
given that it is grounded in our moral freedom.

For the above reasons, we can understand why, Mékephysics of Morals
Kant writes that the first command of all duties to onesekm®v (scrutinize, fathom)
yourself”22 He specifies the type of self-knowledge with which moral self-peofeds

primarily concerned in one of his lectures on ethics:

The individual has a universal duty regarding himself to so dispose

himself that he should be capable of observing all his moral duties

and thus be able to establish in himself moral purity and moral

principles and strive to act according to them. This is theditst

duty to oneselfNow, to this duty belong introspection and self-

exploration as to whether or not one’s dispositions also have

moral purity23
For Kant, knowing whether one is motivated by duty or by some inclination external to
the will is central to the duty of moral self-perfection. We cannot make moral psafjre
we are habitually blind to the source of our motivations, or if we cannot recognize
tempting inclinations as such, or if we continually mistake heteronomous for autonomous
action. We can thus see why self-deception represents a serious violation of the
fundamental duty to oneself, insofar as it hinders one’s ability to introspect-to sel
examine, to scrutinize and fathom oneself—in other words)dw oneself.

Potter points out that there are two broad types of self-deception that directly

threaten one’s moral self-knowledge (and thereby one’s moral agency) on Keaw's vi

The first type concerns the strength of one’s moral versus one’s personedsnoti

22 Kant (996), 191.

23 |n Witschen (2008), 137. My translation and emphasis.
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Assuming as Kant does that ‘ought’ implies ‘can’ and that “it is a transcetigiesatied
presupposition that the strength of the moral motive is always adequate to thg mora
required action,” agents often deceive themselves into believing that their persona
motives are stronger than they really are, or into denying that thgtsti@the moral
motive is adequate to the action in queséin cases such as these, agents may deny
that they are strong enough to do as morality requires, or view themsetaeseasr less
“determined” by their contingent desires—as when a married man exctahisslover,
“I have lost all control! | cannot but continue to sleep with you, even though | know it is
wrong.” While it may sometimes be true that an agent simply does not havedod\ca
to act autonomously in a particular situation (as with cases of physical or pgyichbl
compulsion), the cases of interest here are instances in which arcageat does not
wantto submit to the demands of morality (which he himself has recognized and thus
placed on himself as a duty). Thus, instead of respecting his Humanity andiegéis
autonomy, he attempts to convince himself to believe that he lacks the strength of wil
required to employ his moral freedom. Instead, he rationalizes that his persiivals
outweigh his moral motives in strength and thus that, in some sense, he “cannot” do as
morality require$>

The second type of self-deception centrally related to Kant’'s proposed duty to
know oneself, Potter claims, is when an agent deceives herself that her motivaras a m
motivation (i.e., from duty) when her motive is really from self-love or some other

inclination. In such cases, the agent does not try to convince herself that she casnot do a

24 potter, op. cit., 387.

25There is an interesting parallel here to Sartre’s notion of “b#d faicases where
one denies one’s transcendence (i.e., radical freedom) by overidentiftingne’s facticity
(over which one has little to no control). In the above case, the aduttengifies himself with
his desire for his lover (which represents a brute fact about hiogingghim to self-deceptively
deny his freedom (to do as he perceives morality to require) and enter intotha8imilar ideas
can be found in Kierkegaard as well.
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morality demands. Rather, she attempts to convince herself that she is, intifagt, ac
autonomously when she is really acting from some other self-interested tnatwa
inclination. Thus, we can imagine the unfaithful husband above ending his affair and
returning to his wife, and he may do so under the pretense that “it’s the right thing to do,”
when in fact he returns solely out of guilt or fear or cowardice. Here, thdesmdived

agent fails to know himself by denying his true motivations. Instead of ssdptieely

denying his ability to act autonomously, he self-deceptively overassétts willfully

fails to recognize his true motivations and thus still violates Kant’'s fundahuany of
self-knowledge.

Of course, in both of these types of cases, the “self-deception” in question might
merely amount to something like wishful thinking or motivated biasing, in which an
agent is simply mistaken about the strength or nature of her motivations. In sesh ca
attributions of responsibility to agents who violate Kant’s dictum to “know tfiysedht
be more akin to those of the kind of epistemic “negligence” we discussed above than to
something for which they are fully blameworthy. In other wordspughtto try to

discover our true motivations, but, as Kant himself notes:

The depths of the human heart are unfathomable. Who knows
himself well enough to say, when he feels the incentive to fulfill
his duty, whether it proceeds entirely from the representation of the
law or whether there are not many other sensible impulses
contributing to it that look to one’s advantage (or to avoiding what
is detrimental) and that, in other circumstances, could just ds wel
serve vice26

So perhaps even Kant wants to say that the impossibility of our ever knowing our true
motivations is part of what causes us to err regarding the true strength erafaiur
motivations. Of course, if Kant really does adhere to the claim that ‘oughiesripan’,

it would seem that self-knowledge must be, at least to some degree, possible.rtHoweve

26 |n ibid., 387.



142

Potter takes Kant to be saying here that our imperfect self-knowledge—olityriabi
delve into the “unfathomable depths” of our hearts—ig¢iseltof self-deception, not its
origin.27 Indeed, we might think that it is not becausecamnotsee into our hearts that
we fail to know ourselves, but rather becauselwaot.

In Religion within the Boundaries of Mere Reasiiant maintains that all agents
have developed an inclination toward evil and thus incorporated evil into their maxims.
In this sense, we are all “fallen”, and our self-knowledge is therebetimiowever, as
Potter notes, for Kant, “the major, perhaps the sole source of seifideceptionthe
inner lie, by which we defeat morality in us, and thereby defeat ours@%és this
seems to be self-deception in an active, not a merely passive sense. Thus, sinailaay
to the virtue theorists above, human beings may be responsible for their epistemica
ignorant states (and the resulting moral failures that derive from thisigge)r insofar
as they at some time actively participated in the self-deception that dedietgradation
(and, in Kant's case, crippling) of their moral agency. At any rateciea that for Kant,
self-deception represents a moral failure to the highest degree, givenftkabsdédge
is part and parcel of the most fundamental duty human persons have—a duty to
themselves. Of course, many philosophers (even those of a deontological bent) have
claimed that Kant's view is too extreme, especially as regards histiojamagainst
lying (be it a lie to another or an “inner lie” to oneséf)But what if we adopt a softer

approach—one centered around duties to respect persons in general? Is it possible tha

27 «Qur failure is a failure of self-knowledge. And that failure iséhese of our defeating
ourselves through self-deception” (lbid., 388).

28 |pid., 386.

29 There are, of course, further worries about Kant's approach, incltierpssibility
of committing willful evil action in the first place, but to discusssthessues would take us too
far afield. My goal thus far has merely been to show that self-denagfpresents a gross moral
failure on Kant’'s own proposed account.
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self-deception might sometimes enforce and affirm one’s agency instaadeymining
it?

Instances of guilt amongst concentration camp survivors represent a very
interesting case of such potentially “autonomy-constructing” selfpdiece It is often
difficult to explain why many survivors of the Holocaust experience guilthrough no
direct fault of their own, having lived where others died. One possible explanation for
this behavior is that, while interred in the concentration camp, almost everypfécetr
autonomy was threatened. Prisoners were treated as sub-human, and were continually
subjected to public and private humiliation. They were often arbitrarily punishedor
executed for made-up infractions (or sometimes merely for fun, or to staikanfe other
prisoners). And such prisoners likely needed to psychologically cling to vendteets
of their autonomy they could hold onto to survive. Thus, when reflecting after the fact on
their having survived, they might self-deceptively attribute more agentyemselves
than they actually possessed at the time and actively cultivate a sendemfeglthaving
survived. This may also explain why survivors cling to such guilt, for to remove it would
be to take away the last semblance of agency or personhood that person viewsd¢kemsel
as having had at the tin%é.

However, such self-deceptive guilt, while preserving a sengastagency in
memory, may have dire consequences for the agent in her present circumatoiaes
as it may severely threaten her current ability to function as an autonomatis-ge
ability to adequately relate to her past, to her current self, and to others may be
undermined by her self-deceptive guilt, such that self-deception in thesgvlades
maintaining an agent’s present sense of past autonomy, still may repré&sehof

disrespect for her current person. Indeed, self-deceptively tedomguch responsibility

30| am grateful to Gry Ardal Christiansen for the wonderful discugsianled to this
example.
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for one’s actions can also represent a kind of disrespect for oneself, insofr fads to
respect one’s limitations or (as Sartre would put it) one’s “facticity.”

But what about cases in which self-deception is employed to preserve or regain a
current or future sense of self-respect? What about the case of Agnes irr Ebapte
who attempts to retain an image of herself as loved and respected wife bingmgag
self-deception regarding her husband’s faithfulness? We have already sandulyaf
not most cases of self-deception are aimed at a kind of preservation ofegpdf-emd we
can imagine that Agnes’ self-deceptive project represents an attematrttain some
sense of self-respect. Yet there are still two very important sensescim lnériproject
itself may be said to represent a moral failure regarding respect songefirst, if she
tries to bring it about that she believes that Ralph loves and respects her, despite her
recognition on some level that he does not, she is disrespecting herself by adlowing
belief in a falsehood to determine her sense of self-worth. She does not trebtkearsel
person worthy of not being deceived, either by Ralph or by herself. Second, slee fails t
respect Ralph’s moral agency by failing to hold him responsible for his infidebty of
respecting persons involves viewing them responsible for their actions, gegaging
in self-deception regarding his actions, Agnes lets her husband “off the hook, &gs,it w
and this is also to disrespect his status as an autonomous agent.

There are, of course, borderline cases, e.qg., of severely depressed agemtedav
to tell themselves that their life has meaning or that they are loved to gdthmd in the
morning, where doing so serves as a kind of crutch—a way to maintain any sense of
autonomy. (The same may be true of slaves, prisoners, and other agents witasayaut
is severely limited by external psychological or physical forcdsel@& are tricky cases,
insofar as the agency of such individuals is already severely limitedpaired. Of
course, here it is also important to note that self-affirmations directed aingomse’s
sense of autonomy need not be self-deceptive. Just like fantasies and imaginings, posit

thinking, pep talks, and the like need not involve an active attempt to believe the
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proposition(s) in question, yet they may be employed to help bolster an agent’s sense of
self-respect or autonomy. | may tell myself repeatedly thall finish an article before
the deadline, in order to boost my confidence, while still remaining open to the pyssibili
that | will not finish on time. Likewise, a depressed agent may give harpelb talk to
help her get through the day, without attempting to actually get herselideebie. The
mere thought (even if combined with thoughts to the contrary) may be enough to allow
her to assert her autonomy and maintain a minimal sense of self-respecit \wer
engaging in any sort of agency-undermining irrationality. Of course, thbéinesen
positive thinking and self-deception may be blurry here, but so long as the agent is not
actively engaging in agency-undermining self-deception, her activiagsstill be
morally permissible or at least excusable.

A final point is in order here concerning the assessment of moral responsibility
self-deceivers from a duty-based perspective centered around resgecsstors. Insofar
as such theories are focused on the motivation of the agent and the nature of the action i
guestion, the consequences of an agent’s self-deception must remain largely at the
wayside. Whether her particular project of self-deception ends up actudilygea an
affirmation of her autonomy or to a greater respect for persons in genergely
irrelevant on such a view. What is wrong with self-deception is not that it tendsl tmlea
bad consequences, but rather that a lack of respect for persons is embedded in the very
nature of the self-deceptive activity itself. And this has to do with the chagaxte
motivation of the self-deceiver, not with the eventual results of her deception.fAside
threatening her very ability to act as an agent in the world, self-decetemiga lack
of concern on the part of the self-deceiver, either for herself or for others, angehus e
cases of self-deception that (contingently) lead to an affirmation of autcawx@mgoted
in a project that itself is morally suspect.

However, one might think that consequences are of greater importance to the

moral evaluation of self-deception than that put forward by the above theories. §4,cour
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in one sense, we have already shown that self-deception tends to lead to “bad”
consequences—even when viewed from the perspective of those theories. On traditiona
character-based moral theories that laud traits like courage, temperaimgmdss,
justice, humility, generousness, and so on, self-deception leads to a lack rattioneg
within the agent that threatens her ability to acquire the virtue in question or td b sa
act virtuously at all. On duty- and autonomy-based theories, self-deceptiorgersla
one’s fundamental moral agency and often leads to a failure to properly respecs pers
Yet what about normative theories according to which the goodness or badness of an
action is determined by the amount to which the action results in pleasure, flaetsatis
of desires, or some other notion of subjective or objective well-b&igyht not self-
deception lead to good consequences in this sense? Many social psychologisteatrgue t
a level of self-deception is beneficial or even necessary to maintainiradtiayh@ental
life and/or self-image. | wish to conclude my discussion of the morality etisedption
by addressing this claim. | will argue that, even based on these types &dwenisalist
considerations, an agent would do better to adopt a policy of self-honesty than one of
self-deception.
5.4 Self-Deception and Happiness.

In her influential bookPositive Illusions: Creative Self-Deception and the
Healthy Mind Shelly E. Taylor argues that self-deception in the form of “positive
illusions” can contribute to one’s overall well-being and mental héaltowever, as

both Mike Martin and Neil Van Leeuwen note, Taylor tends to conflate self-deceptive

31 such theories include (but are perhaps not limited to) both egoisticiktadian
accounts. On egoistic theories, what will matter is the nature obtisequences for the agent
herself, whereas on utilitarian theories, the emphasis will be on thedlavell-being of all
agents concerned.

32 Taylor (1989).
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illusion and mere hopeful optimism or imaginative expres3fim. some places, she
goes so far as to equate illusion with mere false belief, but as Martin pointsaoytpm
our false beliefs are the product of unconscious mechanisms and cognitive biases, and w
have argued that these arational processes do not amount to self-deceptioredé&anrit
the extent that unconscious processes amount to routine brain processing, tieyecsels-
deception only using a very broad sense [of the term] that includedsellbeliefs that our brains
play arole in generating3’4 Thus, Taylor’s claim that self-deception is beneficial resta
rather shaky understanding of the concept of self-deception.

Nevertheless, Taylor's observations linking self-deception and happiness are not
entirely without merit. Her claim is more descriptive than normative, andiéwe
agree with Martin and Van Leeuwen that having positive illusions is not atvaysame
as being self-deceived, we can plausibly imagine that such illusions neagt |
sometimes be the result of a self-deceptive project. So the normativequestains: If
having positive illusions about ourselves contributes positively to human happiness,
might it not be the case that it is sometimes morally permissible (if natedg to
pursue policies aimed at fostering such illusions? And if one such policy involves
cultivating and engaging in self-deceptive projects, then might not a polgaifof
deception, too, be morally commendable?

Of course, the notion of ‘happiness’ is a difficult one, and numerous theories of
value have been put forward regarding just what this term is supposed to encompass.
Nevertheless, in this final section, | will attempt to show that self-decesnot

generally conducive to happiness, where happiness is understood as a kind of flourishing

33 Cf. Martin (1986), 40; Van Leeuwen (2009), 116. | will lean heavily on théistear
in what follows.

34 Martin, op. cit..
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or overall human well-being, and thus it should not be adopted as a policy of3&d8gn.
“overall human well-being,” | mean the combination of both a kind of subjective well-
being (e.g., a function of desire-satisfaction, pleasure or something of thardka kind
of objective well-being (e.g., having certain worthwhile external goodsgla life
judged to be valuable by certain external standards and values, and so on). As Marti
writes: “Subjective and objective well-being are [usually] interwoven tlagyl are
bridged by the sense of meaning that is so important to happy lives. ... [A]lthough our
sense of meaning is subjective, it puts pressure in the direction of justified,\aaide
truthfulness about them, for most of us attempt to ground our sense of meaning in such
values.86 Van Leeuwen puts forward a similar view. He claims that although we might
be able to achieve a kind of “Matrix happiness,” consisting of mere positivegeélir
lacking in genuine external goods, this does not constitute “choiceworthy happiness,”
which consists of both subjectively pleasurable sentiments and the possession of
objectively worthwhile good3/ Thus, in what follows, | am envisioning a rather broad
theory of value that encompasses both these subjective and objective components of
human happines&3

Before | begin, however, a few words are in order on the distinction between an
instanceand apolicy of self-deception. On virtually any consequentialist theory, an

individual act of self-deception may, in some cases, lead to better actuajwemses

35 There are, of course, theories of value that claim that ‘happises$inction of the
extent to which one, e.g., fulfills one’s potential as a rational being. Suolotgtal theories
will not be the focus of this section, as I think it quite obvious, given whéiawe said above,
that self-deception is not conducive to happiness in this or any simila: sens

36 |bid., 40.
37 cf. Van Leeuwen, op. cit., 109-10.
38 There are many versions such a theory of value could take, but | do not hawesthe

to take them all up here. However, | am reasonably certain that my arigumk apply
generally to theories of the type described above.
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than the alternatives. But in this chapter, we have concerned ourselves with the
evaluation of self-deceiveahents Does self-deception represent a moral failure on the
part of the agent herself? Can agents be morally justified in pursuing a projeltt of s
deception? Of course, on theories according to which what makes an action right or
wrong is a matter of the goodness or badness of its actual consequences, tamICEsins
of self-deception will likely be “right,” all things considered—but this judgtrean only
be made after the fact (if it can ever be made at all). We are ietbraghe point of
view of the deliberator—for even if a particular instance of self-deceptayntunn out
ex post fact@o have been the right thing to do, we might still think the decision to pursue
a self-deceptive project represents a moral failure on the part of thie eggecially if
doing so has a tendency to lead to worse consequences ti$&h not.
So what might a policy of self-deception aimed at happiness look like? Van
Leeuwen lists four main elements such a policy would embody:
1. Awareness of areas in one’s life that are felt to be lacking or aldocih one has
insecuritiest0
2. On the basis of awareness of the sort mentioned in (1), [explicit ocithpélectiorof
which beliefs will promote happiness by working against the tendencyddthe]
negative affect the awareness engenders.
3. Commitment to attending to information that seems to confirm the bediefstad in (2).

4. Commitment to ignoring evidence that disconfirms beliefs selenteR)ffl

39 van Leeuwen makes a similar point in ibid., 111.

40\e might rephrase this condition as an awareness of a dissairstaith or
insecurity regarding one’s self-image, as discussed in the previousrchapt

41 |bid., 113.



150

Note that this type of self-deceptive policy appears compatible with the artafati
project account of self-deception we developed in Chapter Four. Yet can such a policy
lead to an agent’s happiness?

Taylor argues that overinflated opinions of oneself raise one’s sedresidat
is, believing you are a better driver or student or parent than you reallyakes you
subjectively happier. However, it is not clear whether this correlation betwee
overestimation and happiness, if real, shows that self-deception actually leads to
happiness, even if we assume that a policy of self-deception may lead to such “positive
illusions.” As Van Leeuwen points out, it is perhaps more plausible that having High sel
esteem (or being happier) causes the false beliefs one has about onkesetftaa other

way around. He writes:

If beliefs that attribute positive features cause positifect we’'d
expect not to see so many intelligent or good-looking or suctessf
people who are unhappy. But there are many such people. But if
positive affect causes self-flattering beliefs, then pissible for

one to have beliefs that attribute positive features to oneself
without having positive affect, where these beliefs arrived by
another route. Furthermore, we’d still expect to see a caorlat
between positive affect and self-flattering belief, which isipsetg

what we find42

He also notes that when agents make overoptimistic judgments about themselves, they
may simply benterpretingtheir “positive moods#3 Thus, it is not clear that self-

deception aimed at producing Taylor-esque positive illusions leads to happiness$, eve

it turns out that positive illusions and happiness are in some way correlated. However
even if we accept the above argument, we have not yet shown that self-deception does
nottend to lead to more happiness than its alternatives. However, | think an argument can

be made for this thesis.

42 |pid., 118.

43 |pid., 119.
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First, if we agree with Van Leeuwen that there is a distinction to be masedret
“Matrix” and “choiceworthy” happiness (hereafter, MH and CH, respectivglggems
that self-deception leads primarily to the former and not to the latter ty@ppiness.
Indeed, it appears to create stumbling blocks in our attempts to satisfy oasdesir
“Having true beliefs allows people to accomplish things... [whereas] balsef tends
toward dissatisfaction* But self-deception tends toward false beliefs, which makes
self-deceivers likely candidates for having their desires thwartedchdmapion of self-
deception may object here that, since the self-deceiver in some sense “wanlisV& be
that the world is a certain way, deceiving herself may actually le4e teatisfaction of
her desires. However, here it is important to note that the driving motivation behihd mos
agents’ self-deceptions is not a desirbabevethat the world is a certain way, but rather
a desire that the worlactually bethat way. And having false beliefs about the way the
world really is does not satisfy this central desire. The self-deceivedoes not
actually make it the case that her husband is not cheating on her merely byddlievi
She does not actualhavea faithful husband; she only believes she does. Thus, self-
deception appears to only lead to MH, not CH.

Of course, it may be true that some cases of MH may lead one to come to possess
certain worthwhile external goods that might transform one’s MH into CHsglale
or positive sentiments may breed the type of attitude required for theitaoguos
certain objective goods, as we see in the case of friendship. Unfriendly, ozgdiwe
people are unlikely to be able to make genuine friends, whereas positive, sociable
feelings may help one in establishing such relationships. Thus, although onefmay sel
deceptively cultivate positive sentiments about oneself and/or others withoultyactua

having any friends (MH), the having of such sentiments may assist one in rframag,

44 bid., 120.
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thereby leading to a more choiceworthy happiness. And if self-deception paonieel
achieve these kinds of positive sentiments, why not think that this type of seifftidec
MH might also be conducive toward cultivating CH?

Here, it is first important to note that it will be very difficult for sdéeeivers to
tell when MH is conducive to CH and when not. The former may in some cases
contribute to the latter, but the connection is by no means a necessary one—and given
that false beliefs tend to undermine desire-satisfaction, agents cannot relff on s
deception to successfully and consistently breed positive sentiments withsetlies.
Furthermore, as we have noted in the above sections, engaging in self-deceptian tends t
inhibit one’s truth-responsiveness in general. This makes it even more difficsdiffor
deceivers to know when policies of self-deception may be beneficial and when not. Van
Leeuwen gives the illustrative example of a father who is self-detalveut his son’s

intelligence:

On complicated matters, like the intelligence of a child, thele

be ways in which one can contribute and be helpful, as well as
aspects of the situation one cannot change. To know the difference
between the aspects of the child’'s mind one can help and the
aspects one cannot, one has to be responsive to the evidence the
child provides of his abilities. A policy of self-deception is
deliberately contrary to such responsiveness. One is likelpdo e
up being self-deceived not just about the native abilities of the
child, but also about abilities one could help improve. In short,
self-deception, even on the assumption it e@aerd be helpful for
happiness, undermines awareness of the conditions for its own
helpfulnes<®

Thus, even though self-deception may sometimes lead to a kind of MH that may be
conducive to CH, it still should not be adopted as a policy on the part of the agent
desiring CH, for self-deception tends to lead away from the satisfaction’sf one

motivating desires and may even undermine one’s ability to pursue CH in the fiest pla

45 |hid., 124.
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However, perhaps one can deceive oneself regarding whether or not one is “truly”
happy (i.e., whether or not one has CH). Such a type of self-deception would result in a
kind of MH, in which the agent is deceived regarding her “true” happiness, in the sense
of CH. And one might argue that, in this sense, MH is really all that mattdnsruan
happiness. While it may be difficult to deceive ourselves regarding whethaewe
subjectively experiencing pleasure or pain (though this, too, may be possi@e)pgr
normative sense of happiness as represented by CH, it seems very likely tteat one
become self-deceived regarding whether or not one is happy in this latter sentise. Ma
discusses the case of Tolstoy’s Anna Karenina, who leaves her somewhat boring husba
for an exciting new lover. At first, this brings her joy and exhilaration, bet aftvhile,
the relationship proves to be shallow and ultimately unfulfilling. Furthernsbeemisses
her son (whom she abandoned to be with her lover). Thus, Anna finds herself in an
unhappy situation, yet she attempts to deceive both herself and others into bdi@&tving t
she is happy. Why does she do so? Martin writes: “One reason is that acknowtestging
unhappiness risks intensifying her misery.... A second reason is that she senses that
acknowledging her unhappiness would confront her with the necessity of making a
decision about how to proceed with her life—or how not to proceed, as she moves toward
suicide.#6 So perhaps in such a case, a life of MH, in which Anna Karenina deceives
herself that she has CH, is preferable to a life in which she is forced to adrsheHhzas
made serious mistakes, that she has pursued temporary pleasure at greatqustsgoal
herself and others), and that, ultimately, she is unhappy.

Yet this does not seem quite right. As we have seen, cognitive tension and
dissonance tends to be characteristic of self-deception and self-deceptigtspByeh a

state is not desirable, yet it is difficult to avoid. Even if she is succesdial self-

46 Martin, op. cit., 34.
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deceptive endeavors, whatever Matrix-type happiness Anna Karenina might athieve
self-deception is a temporary one. MH as a result of self-deception is undikedystable
or enduring, given that the agent likely often must confront evidence to the goAsar
Van Leeuwen writes, self-deceptive MH “tends in the direction of its own undfihg.”
He quotes a study by Colvin, Block, and Funder, which claims that a “deep albeit perhaps
unrecognized and unacknowledged sense of uneasiness consequently may pervade the
self-[deceiver], hardly a condition conducive to mental he&®For example, Anna
will have to wonder why her belief that she is truly happy does not quite match up with
her emotions or actions (e.g., experiencing feelings of disappointment, taking nightl
doses of morphine, and so on). Moreover, such an uneasiness often “seeps through” one’s
demeanor, making it likely that the self-deceiver will be treated diffigréy others.
Anna’s friends and relatives may suspect she is really unhappy and thus eenitlyffe
toward her than they might toward a happy person, e.g., by pushing her to return to her
husband and son, or by refusing to spend time with her, or something of the sort.

Thus, the instability of self-deceptive MH may (and likely will) lead tosgor
consequences than adopting a policy of self-honesty. Even if her misery is iedeogif
the fact that she must make a decision regarding how to proceed with her lithisom
point, the admission that she is unhappy opens up possibilities for Anna that self-
deception closes off to her. From a utilitarian standpoint, Anna is now in a position to
take responsibility for her actions to others—to repair her relationship with heoson, t
make things right, and thereby to potentially increase the happiness of others. From
purely egoistic standpoint, recognizing her unhappiness allows Anna to integtate a

understand herself and her actions—to recognize herself for what she is. Thie enay

47v/an Leeuwen, op. cit., 121.

48 Quoted in ibid., 122, n.20.
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difficult and unpleasant realization at the time, but in the long term it is likdbad to

more happiness than remaining in the tense and unstable state of self-deceptivstMH

as addicts often realize that taking responsibility for the hurtful and unkind attteyns
committed while under the influence is an important step on the road to recovery, self-
deceivers like Anna Karenina may find that she can only become the person she desires
to be by first being honest with herself and others. Thus, even in this sense, sgibdece

does not seem likely to lead to enduring and stable happiness.

5.5 Conclusion

For all these reasons and others | do not have time to discuss here, | hope to have
plausibly demonstrated in this chapter not only that agents may be both episyeamidall
morally responsible for their self-deceptions, but also that an agent’s adaptoigy of
self-deception is not rational and represents a kind of moral failure, regafitbes
normative ethical approach one adopts. Self-deception makes the agent sugoeptible
epistemic and moral vices, threatens to undermine her sense of integrity@mzhay,
compromises her ability to interact in a reality-responsive way with fharseglothers
around her, and tends to lead to more overall unhappiness than happiness. While positive
thoughts and attitudes may be beneficial to an agent’s mental health réhbetter ways
to foster such sentiments in oneself (in both a practical and a moral sense) than by
engaging in self-deception, as with self-honest instances of faith, hope, amnthiimeg
expression. As we have seen, although self-deception itself is an unstable ande®met
self-defeating type of intentional activity, it nevertheless often appasiar¢o take on
such an irrational project than to be honest with ourselves. Yet the easresitiakes
rarely the moral one, and so it is in this case. Self-deception in the servicaariaiiy
has been a crucial component in many (if not all) of the greatest atraoiesitted
throughout history, and we must be careful to not allow ourselves and our society to

become willing victims of similar deceptions. Being a responsible believer mean
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feat, yet | conclude this chapter with an exhortation to the reader to exditigence, to
keep a watchful eye on her beliefs and belief-forming processes, and to whenever
possible avoid engaging in self-deception. Self-honesty and self-knowledg#iand di
to attain, but it is something we ought to strive for—for the betterment of both ourselves

and those around us.
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EPILOGUE

This dissertation has focused on questions regarding the metaphysical and
psychological possibility of self-deception and has attempted to show thdesefftion
is a phenomenon best characterized as both motivated and intentional, with the result that
self-deceivers can be held responsible for their deceptions in a strongathsensat of
being merely epistemically negligent.

In Chapter One, | introduced the static and dynamic paradoxes of self-dacepti
which arise when one attempts to draw a close analogy between self- and othe
deception. | used the example of Parker the Parkinson’s denier to show the various ways
in which his unwarranted belief might be characterized, from mere ignorance or
psychological compulsion to wishful thinking to weak, non-intentional self-deception to
strong, intentional self-deception. Since the latter kind of account presuppossds ther
direct analogy to self-deception, | went on to show how the various ways one understands
interpersonal deception may mirror the various accounts one might give of slieng s
deception. | concluded the chapter with a brief discussion of the role of empirttiaks
in philosophical investigations of irrationality.

Chapter Two introduced a series of intentionalist accounts of self-deception,
namely theories that divide or otherwise partition the mind to make sense ofddléego-
“internal irrationality” of the self-deceiver. | discussed both the stroigeudian
versions of this theory and the weaker versions put forward by Lockie, Pears, and
Davidson. Employing the example of Agnes, the self-deceived wife, | conchalted t
both types of divided-mind accounts appear to raise more metaphysical womiésetha
solve and thus do not adequately make sense of the phenomena. | also attempted to show
that if there is such a thing as mental compartmentalization or Freud@ditygions
within the mind, an account of self-deception centered around such divisions will not be

of the intentionalist persuasion.
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In Chapter Three, | moved on to a discussion of non-intentionalist accounts of
self-deception, specifically those of Alfred R. Mele and Annette Barnes. On such
theories, self-deception is said to be motivated but not intentional, such that agents need
not have intended to deceive themselves for them to count as self-deceived. Sues theori
have gained in popularity in recent years, due to their claim to be explanatordy m
parsimonious and in-line with empirical investigations of supposedly irrationaf-bel
forming processes. Against these theories, | argued that there ane geetadomenon we
take to be central to self-deception that Mele, Barnes, et al. cannot accouigt ftnge.
cognitive tension observed in self-deceived agents, the reflective nature ofcegifiale,
the pseudo-rationality of self-deceivers, and so forth. | thus proposed that eomese
account of self-deception is necessary to make sense of these phenomena.

Chapter Four puts forward just such an account. | claimed that if we focus more
heavily on the diachronic process by which self-deceivers elicit and/oraimaingir
beliefs over time, what emerges looks much more like an intentional project aithed at
manipulation of one’s evidence or evidential standards than a mere more-or-less
unconscious process of motivated biasing. | suggested that if we view self-clecepti
the way | propose, we can escape the paradoxes of self-deception, while atethienga
making sense of the features lacking on non-intentionalist accounts. | discusséidns
and intentional action in more detail, in order to explain just how it is that selptiec
can be said to be intentional, claiming that agents engaged in self-deception haie as t
end a practical commitment to develop or maintain a particular self-imageatBeit r
than taking means to actually become or remain a certain way, seN-@lsdastead
attempt to bring it about that theglievethey are that way. This involves engaging in a
type of deliberate, pseudo-rational epistemic sabotage, and it is this ket tina self-
deceiver epistemically irrational.

Finally, in Chapter Five | argued that self-deceivers are not only epistgnbat

also morally responsible for their self-deceptions, in a sense stronger thalhothad
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for by a charge of mere epistemic negligence. Self-deceiverstarelyaand willfully
involved in undermining their evidential standards and thus their status as epistemic
agents, and this threatens their status as moral agents as well. | showdtideaepton
exhibits a tendency to cultivate both epistemic and moral vice in an agent, to undermine
her autonomy and respect for persons, and to lead to worse consequences than other,
more responsible ways of entertaining propositions such as those involved in faith, hope,
and imaginative expression. For this reason, | concluded my discussion of selfiaiec
with the claim that self-deception generally represents a molaiefain the part of the
moral agent.

This work represents an attempt to show not only that intentional self-deception
for which an agent bears responsibility is metaphysically possible, bubalsit is
plausible to think that something like this provides a better explanation for selbtde
behavior than the other theories discussed here. While each of the theoaeslikedy
point to very real phenomena, my claim is that it is philosophically benefcmaake the
conceptual distinctions | have drawn here and to claim that such phenomena represent
something other than self-deception. For example, non-intentionalist theoriepint
very common type of weak irrationality, namely our tendency to be cognitively or
motivationally biased in favor of certain propositions. And partitioned-mind theories
point to the fact that the mind is a complex system that is not always penféetjrated.
Nevertheless, neither of these theories makes conceptual space for thétgpadsabi
stronger kind of internal irrationality, despite the fact that we are tles typcreatures
that can, in fact, undertake intentional projects in the service of such irragiotiadi this
that | have attempted to demonstrate here. Making these distinctions alsaugdimt
some interesting avenues for future research. For example, what isatlussélip
between interpersonal deception and self-deception? Does the success I6f our se
deceptive projects tend to depend on the complicity of others, their willingness to play

along, and so forth? Is it possible for groups of people to be collectively self-deceived?
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What role do emotions like shame and guilt play in motivating and sustaining self-
deception? Might the presence of such emotions indicate an empirical distinction
between mere biasing and self-deception proper? These are all integesistigns, and

| hope this work will encourage future research into these areas.
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