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Abstract
Existing analyses of disinformation tend to embrace the view that disinformation 
is intended or otherwise functions to mislead its audience, that is, to produce false 
beliefs. I argue that this view is doubly mistaken. First, while paradigmatic disin-
formation campaigns aim to produce false beliefs in an audience, disinformation 
may in some cases be intended only to prevent its audience from forming true 
beliefs. Second, purveyors of disinformation need not intend to have any effect at 
all on their audience’s beliefs, aiming instead to manipulate an audience’s behavior 
through alteration of sub-doxastic states. Ultimately, I argue that attention to such 
non-paradigmatic forms of disinformation is essential to understanding the threat 
disinformation poses and why this threat is so difficult to counter.

1  Introduction

Recent political developments in the western world have increased public conscious-
ness of disinformation. Together with related phenomena, especially conspiracy 
theories, disinformation has been implicated in the 2016 Brexit vote (Chivvis, 2016: 
5; Cooper, 2021), the 2016 election of Donald Trump to US president (Benkler et 
al., 2018; Mueller, 2019), resistance to various public health measures in the face 
of the COVID-19 pandemic (Loomba et al., 2021; Pereira et al. 2020; Tagliabue et 
al., 2020), and so on. While disinformation is not a novel phenomenon, and many 
regions of the world have suffered due to disinformation, such recent developments 
have, for many westerners, brought the destructive potential of disinformation to the 
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fore. Moreover, while disinformation campaigns are nothing new, novel technolo-
gies—especially social media—have changed how such campaigns are conducted1.

The heightened prominence of disinformation in public consciousness suggests 
that there is value in clarifying what precisely disinformation is and why it poses 
a threat. Existing analyses of the concept tend toward the view that disinformation 
is intended or otherwise functions to mislead its audience, that is, to produce false 
beliefs. I argue in what follows that this view is doubly mistaken. First, while para-
digmatic disinformation campaigns aim to produce false beliefs in an audience, dis-
information may in some cases be intended only to prevent its audience from forming 
true beliefs. Moreover, purveyors of disinformation need not intend to influence an 
audience’s beliefs at all, and may instead aim to manipulate an audience’s behavior 
through alteration of sub-doxastic states. Ultimately, I argue that attention to such 
non-paradigmatic forms of disinformation is essential to understanding the threat 
disinformation poses and why this threat is so difficult to counter.

2  False Belief Accounts of Disinformation

In this section, I survey several existing accounts of disinformation. The purpose is 
not to analyze these accounts at length, but to highlight the accounts’ shared commit-
ment to the claim that disinformation functions to produce false beliefs. This commit-
ment is constitutive of what I call false belief accounts of disinformation. Ultimately, 
I will argue that false belief accounts are untenable.

Consider, first, how Luciano Floridi distinguishes between misinformation and 
disinformation:

[M]isinformation is ‘well-formed and meaningful data (i.e. semantic content) 
that is false’. ‘Disinformation’ is simply misinformation purposefully conveyed 
to mislead the receiver into believing that it is information. (2011: 260)

Here, Floridi understands disinformation as the subcategory of misinformation that 
is intentionally deceptive. Elsewhere, Floridi suggests it is acceptable to use “disin-
formation” to refer to “false semantic information…that is disseminated in order to 
mislead its receiver” (2012: 306). Given Floridi’s understanding of information as 
factive, the former gloss is perhaps preferable2. However, the issue need not con-
cern us here. For present purposes, the crucial feature of Floridi’s approach is that it 
defines disinformation as intentionally misleading.

It is worth clarifying what it means to mislead. In the quoted passage, the relevant 
form of misleading is making the receiver believe, falsely, that the misinformation 
conveyed is information. This aligns with other contemporary accounts of what it 
is to mislead. Jennifer Saul, for instance, writes that “for a misleading to occur, the 
audience must end up with a false belief” (2012: ch. 1, fn. 5). Misleading is thus a 

1  Rini (2019), for instance, has argued that novel technologies function to co-opt ordinary citizens into 
participation in campaigns of disinformation.

2  Thanks to an anonymous referee for drawing attention to this point.
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success term, such that success consists in leaving the target with a false belief3. Flo-
ridi’s account is thus what I call a false belief account of disinformation.

The view that disinformation aims at causing false beliefs is widely shared among 
philosophers and other academics. Consider just a few examples:

Disinformation is fake or inaccurate information that is intentionally spread to 
mislead and/or deceive. (Shu et al. 2020: 2)
Disinformation: fabricated and factually incorrect information spread with an 
intention to deceive the audience. (Glenski, Volkova, & Kumar 2020: 43)
[D]isinformation is false information spread deliberately to deceive. (Jaster & 
Lanius 2021: 35)

It will be noted that the examples cited here are only false belief accounts if it is 
assumed that aiming at deception involves aiming to cause false beliefs4. This 
assumption is plausible, given that both philosophical accounts and dictionary defini-
tions tend to tie deception to causing false beliefs (Fallis, 2010; Mahon, 2007, 2015). 
Still, as I will discuss in Sect. 3, deception is sometimes understood in broader terms. 
Thus, because the authors whose views are presented here do not explicitly define 
deception, it is possible that some may endorse a relatively broad view of disinforma-
tion along the lines of the one argued for in Sect. 3.

In some places, Don Fallis (2009a; 2014) defends an account of disinformation 
that closely resembles Floridi’s. He writes for example that:

[D]isinformation is information that is intentionally misleading. That is, it is 
information that—just as the source of the information intended—is likely to 
cause people to hold false beliefs. (Fallis 2014: 137)

Elsewhere, however, Fallis offers a relatively broad account of disinformation. 
According to Fallis, “disinformation is misleading information that has the func-
tion of misleading someone” (2015: 413). Fallis is explicit about what misleading 
involves:

The second important feature of disinformation is that it is a type of misleading 
information; that is, it is information that is likely to create false beliefs. (2015: 
406)

For Fallis, to say that disinformation has the function of misleading is to say that 
it is non-accidentally misleading (2015: 413). Fallis offers two potential ways in 
which disinformation can be non-accidentally misleading. Information may be non-

3  I take it that one might in principle cause false beliefs in a target without misleading that target. The 
advanced neurosurgeon of the philosophical imagination might cause false beliefs in a patient through 
physical manipulation of the patient’s brain, without thereby misleading the patient. Mahon (2007) and 
Fallis (2010) make similar points about deceiving.

4  Similarly, Søe (2021) defines disinformation as intentionally misleading non-natural information. So 
long as misleading a target is understood to involve causing to target to form false beliefs, Søe’s account 
is likewise a false belief account of disinformation.
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accidentally misleading because it is intended to be misleading. Information that is 
non-intentionally misleading in this way largely conforms to Floridi’s account of dis-
information. However, according to Fallis, information may also be non-accidentally 
misleading “because the source systematically benefits from their being misleading” 
(2015: 413). Disinformation is thus, on Fallis’s approach, a relatively encompassing 
concept.

It is worth asking whether there is sufficient cause to accept Fallis’s somewhat 
expanded conception of disinformation. To do so, let us consider his examples. Fal-
lis aims to include the deceptive signals of non-human animals within the category 
of disinformation (2015: 412–413). However, Skyrms (2010)— whose work con-
cerning animal signals Fallis cites—does not refer to such signals as disinformation. 
More generally, such signals are not typically regarded as forms of disinformation. 
Thus, without an argument for regarding such signals in this way, the example does 
little to motivate an expanded conception of disinformation. Fallis offers a second, 
more compelling example, concerning those people who credulously disseminate 
false conspiracy theories (2015: 411–412). Given their credulity, such persons do 
not intentionally cause false beliefs. However, because widespread interest in con-
spiracy theories can drive attention to such persons, therefore encouraging the further 
spread of conspiracy theories, the spread of false conspiracy theories can be said to 
be non-accidentally misleading. Unlike deceptive animal signals, conspiracy theories 
are often regarded as a form of disinformation. However, one plausible explanation 
for this is that conspiracy theories are often intended to manipulate the audience for 
political or other purposes (Cassam, 2019; Harris, 2022). If there is no such intention, 
it is not clear that conspiracy theories constitute disinformation, as opposed to misin-
formation. In the absence of an argument, Fallis’s example thus does not sufficiently 
motivate an expanded conception of disinformation. I will consequently focus below 
on arguing against the view that disinformation is intentionally deceptive. Still, the 
arguments to follow will show that even Fallis’s expanded conception of disinforma-
tion is too narrow.

Before concluding this section, it is worth considering some recent work on the 
definition of fake news, a concept closely related to disinformation. Some schol-
ars propose a definition that parallels false belief accounts of disinformation. For 
example, McIntyre (2018), and Rini (2017) take fake news to involve an intention to 
deceive at least some of its audience. So construed, fake news bears a close similarity 
to disinformation, as the authors discussed in this section understand it. Paralleling 
how I will argue that the false belief accounts of disinformation are too narrow, some 
commentators contend that fake news does not require a deceptive intention. It is 
therefore worth considering these arguments and how they bear on the present issue.

Romy Jaster and David Lanius (2021) argue that, while some fake news is distrib-
uted with an intention to deceive, other fake news is distributed without regard for the 
truth. This latter form of fake news is akin to bullshit (Frankfurt, 2005), rather than 
lies. A more expansive definition of fake news along these lines is sometimes moti-
vated by the plausible claim that fake news can be intended to generate clicks, thereby 
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producing profit, rather than intended to further some ideological aim5 (Grundmann, 
2020; Jaster & Lanius, 2021: 22). Rini suggests that even fake news with this aim is 
intended to deceive, because fake news can achieve virality only by finding credulous 
audiences willing to share it (2017: E45). Still, it is not clear from Rini’s response 
that deceptive intent is part of the definition of fake news, rather than a feature fake 
news typically has. It seems possible for fake news to be non-accidentally mislead-
ing, in Fallis’s sense, even if it is not intentionally deceptive. To the extent one finds 
the clickbait example compelling, one has reason to accept a relatively inclusive 
definition of fake news.

One might argue that fake news could in principle be generated and spread with-
out human involvement—through bot networks, for instance—and hence does not 
require an intention to deceive. Arguably, disinformation might be generated in a 
similar fashion. However, I am inclined to think that whether the products of such a 
network would count as disinformation would depend on the intentions of the net-
work’s creators6. Denying the necessity of this intention would seem to allow for a 
conflation between misinformation and disinformation. While the former could be 
produced by a bot network established without manipulative intentions, the latter 
could not. As compared with disinformation, it is relatively plausible that fake news 
might be generated by a bot network without deceptive intentions. Such a suggestion 
would accord with the suggestion that fake news is sometimes akin to bullshit, rather 
than lies.

The arguments discussed in the preceding paragraphs offer some reasons to deny 
that fake news requires a deceptive intention7. While I will likewise deny that disin-
formation requires a deceptive intention, I do not do so for reasons paralleling those 
considered here. Ultimately, I maintain that disinformation requires an intention 
structurally like the intent to deceive. Thus, although the arguments developed below 
resemble in superficial respects the case for a relatively expansive definition of fake 
news, the way in which these arguments recommend expanding the relevant defini-
tions differ significantly. This is not to say that fake news is never disinformation, but 
rather that fake news will only constitute disinformation when it is distributed with 
an intention along the lines I describe in Sect. 5.

In this section, I have sought to identify a widely shared commitment in accounts 
of disinformation. Commitment to a false belief account is not ubiquitous among 
commentators on disinformation. Indeed, we will see some existing alternatives 
below. However, given the prominence of false beliefs accounts, as demonstrated in 
this section, these accounts merit special attention.

5  For a similar line of argument, see Jessica Pepp, Eliot Michaelson, and Rachel Katharine Sterken (2019: 
73).

6  Mona Simion (forthcoming) argues that a black-box AI that learns to systemically distribute false claims 
concerning the COVID-19 vaccines would thereby distribute disinformation, even in the absence of 
any deceptive intent on its part of the part of its human creators. Disagreement on this point may come 
down to intuition, but in my view it is unclear why this is a case of disinformation—as opposed to mere 
misinformation or fake news.

7  For further reasons to this effect, see Grundmann (2020).
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3  Disinformation, Disorientation, and Lies

Some commentators have found it instructive to investigate the concept of disinfor-
mation through comparison to lies. Fetzer (2004a): 231–232), for example, notes 
that the utility of comparing disinformation to lies is that both require an intention to 
mislead. Similarly, Fallis (2014: 138) suggests that lies are a kind of disinformation. 
However, insofar as lies are analogous to disinformation, the analogy cuts against 
false beliefs accounts of disinformation. Or so I now argue.

Standard philosophical analyses of the concept of lie take lying to require an 
intention to cause the audience to form a false belief8. Given this necessity, parallels 
between disinformation and lies would favor a false belief account of disinforma-
tion. However, it has been argued that such analyses fail to appreciate the possibility 
of lies that do not aim at causing false beliefs (Fallis, 2009b, 2010; Sorensen, 2007, 
2010). Most relevant for present purposes are what Sorensen (2010) calls knowledge-
lies. Sorensen illustrates the concept by reference to a scene in the film Spartacus, in 
which a series of Roman slaves claim to be Spartacus (2010: 608). Sorensen notes 
that, at least for those speakers later in the succession, it is not plausible that they 
intend to cause false beliefs. Instead, they intend to prevent the audience from learn-
ing which person is Spartacus. But they are lying nonetheless.

In general, knowledge-lies are intended to prevent knowledge without causing 
false belief (2010: 610). Supposing knowledge-lies are genuine lies, and that we have 
reason to accept a parallel between lies and disinformation, this parallel recommends 
against a false belief account of disinformation. Similarly, although Fallis commits 
to a false belief account of disinformation, he recognizes that lies can be intended 
to cause the abandonment or prevention of true beliefs (2014: 140–141). Assuming 
again that there is a parallel between lies and disinformation, such lies recommend 
a broader account of disinformation than the false belief account. Because neither I 
nor any other commentators in the literature have offered decisive reason to maintain 
a parallel between disinformation and lies, defenders of the false belief account may 
simply deny that the concepts share any relevant features9. However, such a strategy 
would surrender whatever motivation false belief accounts can receive from harmony 
with the more familiar concept of lies. Additionally, as I argue below, there is a class 
of disinformation that closely resembles knowledge-lies.

To recognize the existence of knowledge lies, one need not abandon the view that 
lies invariably involve deception. Lackey (2013) distinguishes between deceit and 
deception. In Lackey’s telling, deceit involves the intent to cause false beliefs, while 

8  Lackey (2013) dates such analyses of lies back to at least Augustine, and cites Roderick Chisholm and 
Thomas Feehan (1977) and Williams (2002), among others, as more recent proponents.

9  One might attempt to motivate such a denial by noting that one can share disinformation, but cannot lie, 
by credulously passing on false information that one believes to be true. However, the contrast between 
disinformation and lies is perhaps not so great as it initially appears. While lying plausibly involves—
again at least in paradigmatic cases—and intention to deceive, it is often said that individuals spread lies 
even where such an intention is lacking. For instance, it has not been uncommon for commentators to 
accuse others of believing, and consequently spreading, Donald Trump’s “Big Lie” concerning the integ-
rity of the 2020 US presidential election. Such cases suggest a distinction between lying and spreading 
lies that may perhaps parallel a distinction between disinforming and spreading disinformation. Hence, 
the present point does not by itself warrant the denial of shared features between lies and disinformation.
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deception involves only the intention to conceal information. Thus, on Lackey’s 
view, knowledge lies involve deception even if they do not involve deceit. As we 
will now see, some forms of disinformation are deceptive in Lackey’s sense, without 
involving deceit.

Some disinformation seems to aim not at producing false belief, but rather what 
Yochai Benkler, Robert Faris, and Hal Roberts call disorientation:

Disorientation: a condition that some propaganda seeks to induce, in which the 
target population simply loses the ability to tell truth from falsehood or where 
to go for help in distinguishing between the two. (2018: 24).

In this passage, Benkler, Faris, and Roberts highlight a sought-after effect of some 
propaganda, rather than explicitly discussing disinformation. Elsewhere, however, 
the authors group together propaganda and disinformation as aiming at the manipula-
tion of belief (2018: 6). To illustrate disinformation aimed at disorientation, consider 
the so-called “Firehose of Falsehood” model of propaganda10 (Paul & Matthews, 
2016). Observers of Russian propaganda have noticed that the apparent intention of 
many recent Russian disinformation operations is not to produce false beliefs, but is 
instead to pollute an audience’s epistemic environment with such a confusing array 
of inconsistent information that the audience becomes unwilling to trust in anything 
at all (Giles, 2016). Consider the following example:

When the Kremlin and its affiliated media outlets spat out outlandish sto-
ries about the downing of Malaysia Airlines Flight 17 over eastern Ukraine 
in July—reports that characterized the crash as everything from an assault by 
Ukrainian fighter jets following U.S. instructions, to an attempted NATO attack 
on Putin’s private jet—they were trying not so much to convince viewers of 
any one version of events, but rather to leave them confused, paranoid, and pas-
sive—living in a Kremlin-controlled virtual reality that can no longer be medi-
ated or debated by any appeal to ‘truth.’ (Pomerantsev 2014, emphasis added)

Given such cases, false belief accounts of disinformation appear too narrow11. The 
dissemination of multiple, mutually inconsistent narratives would be counterproduc-
tive to a disinformation campaign aimed at causing belief in some particular false 
narrative. However, the dissemination of such narratives can cause targets to lose 
trust in various sources of information12 and, perhaps more perniciously, in their own 

10  Like Benkler, Faris, and Roberts in the passage above, Christopher Paul and Miriam Matthews some-
times use the term propaganda, rather than disinformation. However, the authors also extensively discuss 
the role of disinformation in producing confusion.
11  Naomi Oreskes and Erik M. Conway (2010) provide a battery of further examples of what might be 
called disinformation. These cases typically involve industrial actors—the tobacco and fossil fuel indus-
tries, for some examples—promoting skepticism about the dangers of certain products. In these cases, the 
aim is not to encourage outright belief that the products in question are not harmful, but to generate doubt 
as to their dangers.
12  The broader point here is that recognition of the existence of inaccurate information can lead to skepti-
cism about sources of information more generally (cf. Fallis, 2004: 465).
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abilities to tell truth from falsehood. In short, some forms of disinformation aim to 
manipulate not by instilling falsehood, but by preventing their targets from believing 
the truth (Rini, 2021). Notably, the phenomenon just described, which I have sug-
gested is a form of disinformation, closely parallels knowledge-lies. Just as Sparta-
cus’s companions aim most plausibly at preventing true beliefs, rather than causing 
false beliefs, the dissemination of mutually inconsistent narratives is best understood 
as aimed at obscuring the truth, rather than causing false beliefs.

That disinformation sometimes aims at preventing true beliefs accords well with 
Lackey’s suggestion that the aim of deceptive acts is sometimes to conceal infor-
mation. Moreover, some existing discussions of disinformation hint at a similarly 
inclusive notion. While Fetzer sometimes seems to favor a false belief account of 
disinformation (2004b: 228), he suggests elsewhere that disinformation sometimes 
aims to produce confusion (2004b: 231). Similarly, while Fallis explicitly supports 
a false belief approach in those passages cited above, he does so alongside the rec-
ognition that deception sometimes aims at hiding the truth, rather than showing the 
false (2014: 140–141). Elsewhere, Fallis floats, without endorsing, the proposal that 
disinformation functions to promote false beliefs or prevent true beliefs (2015: 420). 
There are, in short, antecedents to the relatively broad approach to disinformation 
advocated here in the existing literature.

I have thus far argued that disinformation need not aim at producing false beliefs 
and indeed need not have the production of false beliefs as its function. One might 
take the upshot of the preceding argument to be that the function of disinformation 
is to produce false beliefs or to prevent true beliefs. Such a conclusion would be 
significant not only for the sake of correcting misapprehensions about the nature of 
disinformation, but also in light of the practical consequences of the more encom-
passing understanding of disinformation advocated here. Before considering these 
practical considerations, I make the case for a further broadening of our understand-
ing of disinformation.

4  Disinformation and Sub-doxastic States

In this section and the next, I argue that the aims of disinformation go beyond influ-
ence on beliefs—either in the form of causing false beliefs or preventing true beliefs. 
To make this argument, I begin by considering some important challenges to the 
attempt to explain human behavior in terms of belief-desire psychology. Ultimately, 
I will argue that, because important human behaviors are shaped by what I will call 
sub-doxastic states, an account of disinformation should recognize that disinforma-
tion can target such states.

As an illustration of sub-doxastic states, consider the following example first dis-
cussed by Gendler (2008a). The Grand Canyon Skywalk is a seventy-foot-long glass 
walkway protruding into the canyon. Visitors on the walkway, which is carefully 
protected from scratches and other damage that might compromise its transparency, 
can look beneath them to see the canyon floor roughly 4,000 feet down. As Gendler 
reports, some visitors to the walkway cannot bring themselves to walk over it. This 
is true even as these visitors have excellent evidence, including the ability to witness 
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others walking along the walkway, of the structure’s integrity. Indeed, one might 
sincerely report a belief in the structure’s integrity even as one cannot bring oneself 
to walk upon it. According to Gendler, such mismatches between belief and behavior 
indicate a challenge for the program of explaining behavior in terms of belief-desire 
psychology.

The upshot, according to Gendler, is the need to introduce a distinct kind of mental 
state, the alief, to account for certain behaviors. As Gendler describes them, aliefs 
are “associative, automatic, and arational…And they are typically also affect-laden 
and action generating” (2008a: 641). It should be noted from the outset that the need 
to introduce alief to account for aspects of human behavior is controversial (Man-
delbaum, 2013). Yet it is not controversial that cases like that involving the Grand 
Canyon Walkway are real and illustrate a class of human behavior with significant 
real-world impacts. To illustrate the latter point, let us consider another variety of 
behavior that has received substantial attention in recent decades.

There now exists a large body of psychological work suggesting that one factor 
in the perpetuation of inequalities between social groups is the existence of so-called 
implicit biases (Brownstein & Saul, 2016). Implicit biases are often, though not uni-
versally (Gawronski & Bodenhausen, 2006; Hahn & Gawronski, 2014), thought to 
be unconscious and beyond the agent’s control. Implicit biases, like Gendler’s aliefs, 
are usually taken to be associative states. Implicit biases may, for instance, involve 
associations between certain racial groups and danger (Correll et al., 2002). Indeed, 
Gendler proposes to understand implicit bias in terms of alief (2008b).

Implicit biases are pernicious, in part, because such biases may persist even in 
those subjects that resist them. For example, implicit racial biases are observable 
even in those subjects who explicitly disavow racism (Dovidio & Gaertner, 2004). 
This combination of attitudes is sometimes called aversive racism. Recognition of 
aversive racism is concerning, in part, because it suggests that even those who sin-
cerely commit themselves to anti-racism may nonetheless perpetuate racial inequali-
ties because of their implicit biases. Such biases have, for example, been implicated 
in inequalities in hiring practices (Bertrand & Mullainathan, 2004) and police use of 
force (Correll et al., 2002).

To say that implicit biases resist correction is not to say that such biases are unre-
sponsive to experience. Empirical evidence suggests that even brief interventions 
may amplify or dampen expression of implicit biases (Foroni & Mayr, 2005; Wit-
tenbrink et al., 2001). Moreover, a large body of empirical work suggests that such 
attitudes effectively mirror the environment (Dasgupta, 2013). Thus, while implicit 
biases are likely to develop in environments in which the objects of bias are disval-
ued, changes in the environment can reduce or eliminate biases (Huebner, 2016).

The picture that emerges from consideration of aliefs and implicit biases accords 
with the two-tiered picture of the mind suggested by dual-process theory. In addi-
tion to the level of beliefs, there appears to be a further level of mental activity to 
which relatively automatic, non-rational, associative states are central. The existence 
of this second level is most evident when the states involved are mismatched with the 
subject’s doxastic states, as in cases of aversive racism and sexism and in cases like 
the Grand Canyon Walkway. While these sub-doxastic associative states are usually 
thought to be resistant to evidence, I have noted above that they can be influenced 
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by exposure to certain kinds of content. Recognizing this two-tiered picture is a first 
step toward making evident a further shortcoming of the accounts of disinformation 
considered in Sect. 2. Moreover, this picture suggests that these accounts cannot be 
salvaged merely by broadening focus from the generation of false beliefs to also 
include the role of disinformation in preventing true beliefs. Such an account would 
fail to appreciate the manipulability of the mind by interventions that do not target 
beliefs. I now argue that an adequate account of disinformation should allow that 
the function of disinformation may be to manipulate sub-doxastic associative states.

5  What is Disinformation?

I have thus far argued that accounts of disinformation centered on the generation 
of false beliefs are too narrow, and I have drawn on empirical work to suggest that 
human behavior is party shaped by sub-doxastic associative states. I have, however, 
not yet shown that attention to such states has a role to play in the correct understand-
ing of disinformation. To begin to make the case, let us consider a second family of 
accounts of disinformation, beyond that considered in Sect. 2.

In a major report on disinformation authored for the European Commission, dis-
information is defined as:

[F]alse, inaccurate, or misleading information designed, presented and pro-
moted to intentionally cause public harm or for profit. (de Cock Buning 2018: 
35)

Howard Tumber and Silvio Waisbord take disinformation to refer to:

[D]eliberate attempts to sow confusion and misinformation among the pub-
lic, with the purpose of political gain by a range of public, private, and social 
actors. (2021: 1)

W. Lance Bennett and Steven Livingston provide the following provisional definition 
of disinformation:

[I]ntentional falsehoods spread as news stories or simulated documentary for-
mats to advance political goals. (2018: 124)

These definitions are not equivalent. Moreover, Bennett and Livingston ultimately 
adopt an approach to understanding disinformation more in line with the false belief 
accounts considered in Sect. 2. However, the definitions given here draw attention to 
an important feature of disinformation that is neglected by the false belief accounts—
namely that the ultimate function of disinformation is not to affect individuals’ atti-
tudes. Rather, disinformation has the function, at least typically in virtue of the aim 
of its practitioners, of influencing the target’s behavior. As Bennett and Livingston 
suggest, the desired changes in behavior are often political in nature, but may also or 
instead be centered on financial profit.
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Attending to the ultimate function of disinformation helps to clarify why an ade-
quate definition of disinformation should include reference to sub-doxastic states. 
Disinformation aims to influence the behavior of its targets, but this aim need not 
be carried out through manipulation of beliefs. It may instead be carried out through 
manipulation of sub-doxastic states. Indeed, the relative insensitivity of sub-doxastic 
states to counterevidence that even the subject recognizes as such may make such 
states ideal targets from the perspective of the disinformation agent. For example, a 
malign actor seeking to perpetuate racist structures might in principle further this aim 
through the dissemination of material intended to influence individual’s sub-doxastic 
states. As the case of aversive racism illustrates, this goal might be accomplished 
even if the targets’ doxastic states are unaffected. Extant empirical data on the use of 
disinformation to manipulate via changes to the target’s sub-doxastic states is scant, 
but some recent research suggests that disinformation can influence behavior in this 
way (Bastick, 2021).

Consider some additional examples. In the context of a political contest, it may be 
beneficial to make potential voters believe that one’s opponent is guilty of impropri-
ety. But one may manipulate voter behavior without influencing beliefs. For example, 
one might accuse one’s opponent of offenses so outrageous that few not already dis-
posed to dislike that candidate would believe them. One might not thereby change 
many explicit beliefs, but one might nonetheless cause one’s audience to associate the 
opponent with those allegations. This technique is closely related to what is called in 
Russian the “rotten herring” technique, which is usually understood to succeed when 
allegations dog a target in public (Perianova, 2019: 160), but the present contention is 
that such allegations will succeed when they are internalized, even if not at the level 
of belief13. For a final example, consider the form that a great deal of misinformation 
concerning COVID-19 vaccines has taken. Much of this misinformation is in the 
form of videos that purport to show recipients of vaccines encountering severe side 
effects, including uncontrollable shaking and difficulty walking (Vulpicelli, 2021). 
There is no reason to expect that these graphic videos would be more convincing 
than textual claims as to the supposed danger posed by the vaccines. But videos of 
this sort are psychologically gripping, and can be expected to cause vaccine hesitancy 
even among those that do not recognize a rational basis for hesitancy. Indeed, earlier 
studies have shown that vaccine hesitancy outside of the context of the COVID-19 
pandemic are closely tied to feelings (Tomljenovic, Bubic & Erceg, 2020) and that 
anti-vaccination websites are effective at producing such negative feelings (Betsch 
et al., 2010).

With the preceding considerations and examples in mind, I suggest the following 
account of disinformation:

Disinformation  Content intended to manipulate the behavior of an audience by caus-
ing the audience to form counter-normative beliefs or belief-like states or by prevent-
ing the audience from holding normative beliefs or belief-like states.

13  In a similar vein, Stanley (2015: ch. 4) writes that some linguistic propaganda works by associating 
words with problematic stereotypes or images. Thanks to an anonymous referee for drawing my attention 
to this parallel.
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This account requires some unpacking. First, the audience whose beliefs or belief-
like states are affected may be one individual, multiple separate individuals, or a 
group14. Some philosophers have argued that groups may hold beliefs not held by any 
of their members (Bird, 2018; Gilbert, 1987). In light of this possibility, it is consistent 
with the present account that disinformation sometimes targets group beliefs, with-
out targeting the beliefs of any individual. Second, in line with Fallis’s (2014) point 
that deception may be intended to cause the abandonment of or failure to form true 
beliefs, the present account allows that disinformation might aim to lead audiences 
to abandon or simply fail to form true beliefs or normative belief-like states. Third, 
to say that disinformation is intended to manipulate is not to say that all purveyors 
of disinformation intend to manipulate. In some cases, disinformation may originate 
at the hands of manipulative parties, but be spread in large part by true believers. 
Fourth, I use the general term ‘content’ here in recognition of the fact that disinforma-
tion can take the form of verbal assertions, statistics, pictures, audio or video record-
ings, written statements, internet memes, and so on (Fallis, 2014). Finally, it is worth 
emphasizing that this definition identifies disinformation as a kind of content, without 
specifying that such content must be false, misleading, or anything of the sort. This is 
because even entirely accurate content might constitute disinformation. For example, 
a nativist political actor might repeatedly raise statistics concerning the number of 
crimes committed by immigrants. Even if these statistics are accurate, and indeed 
even if they neither mislead nor are intended to mislead the audience, the repetition 
of these statistics might lead the audience to form or strengthen counter-normative 
psychological associations between immigrants and crime15.

The preceding point makes salient the need to clarify what it is for an associa-
tive state to be normative or counter-normative. To grasp the issue, note that there 
is a well-established literature on the norms for belief. However, the norms widely 
thought to apply to belief—truth (Wedgwood, 2013; Whiting, 2010) or perhaps 
knowledge (Williamson, 2000)—are at least potentially applicable to belief in virtue 
of its propositional object. But associative states are non-propositional, and hence 
cannot be assessed in terms of truth or knowledge norms (cf. Mandelbaum, 2013: 
202).

It is possible to describe certain senses in which associative states might be nor-
mative or counter-normative. For example, we might plausibly regard associative 
states as counter-normative insofar as they tend to produce counter-normative behav-
ior. For example, an associative state linking immigrants to crime might be counter-
normative insofar as it promotes prejudicial behavior toward immigrants. Likewise, 
it is evident in much of the existing literature on implicit bias that such biases are 
counter-normative at least in the sense that they tend to produce counter-normative 
behavior. As noted above, implicit biases may for example result in unfair hiring 
decisions. Yet assessing the normative status of associative states strictly in terms of 
behavioral consequences is problematic. Some beliefs, like some associative states, 

14  Thanks to an anonymous referee for recommending that I emphasize this point.
15  The example is not merely speculative. Even brief exposures to rightwing populist political posters 
linking immigrants to crime have been found to strengthen implicit associations between these concepts 
(Arendt, Marquart & Matthes, 2015; Matthes and Schmuck, 2017).
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may tend to result in problematic behavior. However, as we have seen, this is not 
the only sense in which beliefs themselves may be counter-normative. Beliefs have 
distinctive norms, independent of their behavioral consequences. It is these norms 
that figure in the definition of disinformation given above. Specifically, in the case of 
belief, disinformation works through promotion of false belief and prevention of true 
belief. The real task, then, is to state normative principles for associative states that 
parallel the behavior-independent norms of belief.

Some might contend that there can be no such norms—that the existence of an 
ethics within a domain of human activity is contingent on human control over that 
activity—something lacking in the case of associative states. This response is exces-
sively pessimistic. It has been argued that the ethics of belief is not contingent on the 
voluntariness of belief (Feldman, 1988; Steup, 2000). Moreover, it is not clear that 
ordinary humans completely lack control over their sub-doxastic associative states 
(Frankish, 2016). This control may be indirect, but so too, it has been argued, is 
control over beliefs (Heil, 1983; Leon, 2002; Price, 1954). What is more, we may 
locate a thin sense of normativity operative even where control is absent. Intuitively, 
the reading of a broken thermometer is, or is likely to be, counter-normative. Thus, 
we should not abandon too quickly the possibility of an ethics of associative states.

Still, such an ethics is elusive. It may be thought that norms for associative states 
can be constructed to closely parallel those for beliefs by considering the default 
interface between associative and propositional thought. Bertram Gawronski and 
Galen V. Bodenhausen write that “the default mode of propositional thinking is an 
affirmation of momentarily activated associations” (2006: 694). One might thus sup-
pose that an associative state is normative just in case its default propositional coun-
terpart is normative. For example, the association of fire with warmth is normative 
just in case the belief that fire is warm is true. Yet this suggestion faces immediate 
difficulty. Consider again the association of immigrants with criminals. The most 
apparent propositional counterpart to this association is something along the lines of 
immigrants are criminals. Such a proposition has an air of falsity, and thus counter-
normativity to it, but only insofar as one resolves the ambiguity in the claim to assert 
that all immigrants are criminals, immigrants are more likely than non-immigrants to 
be criminals, or something of the like. But it is not clear why some proposition along 
these lines, rather than some true proposition along the lines of some immigrants are 
criminals, is the proposition from which the normative status of the corresponding 
associative state is to be derived16. In short, the attempt to determine the normative 

16  As an anonymous referee has suggested, the challenge here arises from the fact that the apparent propo-
sitional counterparts of associative states will typically be expressible as generics. These are expressions 
that make generalizations without any explicit quantifiers. Various proposals concerning the truth condi-
tions of generics have been advanced (Cohen, 2013; Leslie, 2007; Liebesman, 2011; Pelletier & Asher, 
1997), but thus far none has achieved consensus. This is despite the fact that we competently use and 
understand generics, even from a young age (Leslie, 2007). It is thus unsurprising that we may regard the 
apparent propositional counterparts of certain associative states as problematic, even without being able 
to state clear truth conditions for those propositions. As a final note on generics, it is worth mentioning in 
this context that Sarah-Jane Leslie has taken the mode of generalization involved in processing generics to 
be implicated in the formation of prejudices (2017). If so, there is reason to think that some disinformation 
might achieve its aim by exploiting this mode of generalization.
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status of a given associative state from that of a corresponding proposition flounders 
on the lack of a rule for translating between associations and propositions.

The failure of this proposal should not make us despair of the availability of an 
ethics for associative states. Perhaps normativity for associative states can be defined 
in relation to the associative states that would be had by some ideal reasoner in an 
ideal informational environment. Perhaps the ambiguity issue raised in connection 
with the first proposal can be resolved by attending to the co-activation of concepts 
alongside a broader network of associated concepts, sufficient to pick out at least a 
narrower range of counterpart propositions. Or perhaps the normativity of any given 
association can only be assessed in comparison with the subject’s other associations. 
For example, one who strongly associates immigrants, but not non-immigrants, 
with crime appears thereby to err. I will not attempt to settle the matter here, prefer-
ring instead to rely on the intuitive judgment that the associative states apparently 
intended by some disinformation—for example the association of immigrants with 
crime—are counter-normative. Moreover, some associations plausibly suppressed by 
disinformation—associations of immigrants with humanity, family, and virtue, for 
example—are intuitively normative.

To conclude this section, let us consider a pair of related objections. Unlike the 
false belief accounts of disinformation, the account offered here recognizes attempts 
to manipulate audiences by way of preventing true beliefs or influencing sub-dox-
astic associative states as involving disinformation. But why should we think such 
attempts involve disinformation? This objection might be compounded by the con-
cern that, unlike everyday concepts like knowledge, we lack the requisite pre-theo-
retic intuitions to discern the boundaries of disinformation. One might thus maintain 
that the concept of disinformation is more suitable for engineering than analysis.

There are at least three responses that one might give to these objections. While I 
favor the third, I do not deny that the alternatives might be fruitfully pursued. First, 
one might largely concede to the objections but argue that either disinformation is 
inclusive in the way specified here or focusing on disinformation is too narrow and 
misses other important causes of epistemic dysfunction. Second, one might recognize 
the importance of the phenomena described and thus argue for engineering disinfor-
mation in an inclusive fashion. Finally, one might argue that there is good reason to 
analyze disinformation in the inclusive way described here. In addition to the afore-
mentioned point that the present account unites the belief-focused accounts of disin-
formation with the behavioral-manipulation accounts, the present account reflects a 
realistic concern with the priorities of purveyors of disinformation. As the accounts 
discussed at the beginning of this section suggest, disinformation seems to aim at 
manipulating behavior. Yet, while it is plausible that would-be manipulators distin-
guish between disinforming and coercing, it is dubious that such manipulators gener-
ally recognize a distinction between belief states and sub-doxastic associative states. 
Such a distinction is familiar to philosophers and cognitive scientists, but is not part 
of folk psychology. Thus, it is more plausible that would-be manipulators sometimes 
aim to manipulate their targets by counter-normatively influencing a generic class of 
mental states that includes beliefs and belief-like states. The present definition thus 
reflects a realistic picture of the likely aims of agents of disinformation.
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6  Beyond Belief: The Threat of Disinformation

I have argued that doxastic accounts of disinformation are too narrow insofar as they 
fail to appreciate that disinformation may be intended to manipulate without interfer-
ing with the target’s doxastic states. Recognizing this point is, I now argue, key to 
grasping the full extent of the threat that disinformation poses. If one remains skep-
tical of the inclusive account of disinformation offered here, the remarks to follow 
might instead be taken to motivate greater attention to phenomena other than disin-
formation or to motivate a particular way of engineering the disinformation concept.

If disinformation is construed as aiming to produce false beliefs, the task of com-
batting disinformation appears relatively straightforward. On the face of things, the 
effectiveness of disinformation, so construed, could be substantially mitigated by 
exposure to competing or contextualizing truths. Some commentators have suggested 
that the chief challenge to combating disinformation, so understood, is to win atten-
tion to the truth and its promoters (Smith & Wanless 2020). This suggestion is per-
haps overly optimistic in light of certain features of the social epistemic environment. 
Consider C. Thi Nguyen’s (2020) distinction between epistemic bubbles and echo 
chambers. Both phenomena plausibly play a role in the formation and preservation 
of false beliefs. Epistemic bubbles, which Nguyen suggests are characterized by a 
lack of connectivity to certain sources, might be addressed by drawing attention to 
the truth and its promoters. But echo chambers, which are characterized in part by 
distrust of outsiders, cannot be so easily dismantled by exposure to the truth and trust-
worthy sources17. Indeed, empirical evidence for the so-called backfire effect appears 
to illustrate that exposure to competing perspectives and apparent counterevidence 
may deepen one’s ideological commitments (Nyhan & Reifler, 2010; Nyhan et al., 
2013). However, the role of the backfire effect in preserving false beliefs is often 
overstated (Guess & Coppock 2020; Nyhan, 2021), and substantial evidence indi-
cates that false beliefs, even concerning politically significant matters, can be at least 
temporarily corrected through exposure to accurate information (Nyhan et al., 2020; 
Wood & Porter, 2019). None of this is to deny that echo chambers are real and may 
insulate false beliefs against correction in some cases, but these findings suggest that 
exposure to truth is an effective antidote to false belief in at least some cases.

The prospects for combating disinformation with truth dim further as we broaden 
our focus beyond misleading disinformation. As we have seen, disinformation may 
aim at the prevention of true belief. Attempts to meet disinformation with truth may 
contribute to the success of disinformation, so construed. After all, any such effort 
makes salient the epistemic vulnerability to which reliance on others exposes us. In 
short, correcting for misleading information makes the existence of such information 
salient, thereby discouraging belief. In this way, disinformation may co-opt attempts 
to combat it into furthering its own aims.

Disinformation that aims at manipulating targets via their sub-doxastic states is 
likewise unlikely to be effectively countered through the dissemination of truth alone. 
Gendler, as we have seen, describes aliefs as arational. More generally, counter-nor-

17  For an in-depth study of a political echo chamber in the American context, see Kathleen Hall Jamieson 
and Joseph N. Cappella (2008).
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mative associative states may persist despite the subject’s sincere attempts to correct 
them. In short, even if truth can mitigate false belief, there is less reason to suppose 
that it will mitigate counter-normative sub-doxastic states. Just as a pedestrian on 
the Grand Canyon Walkway might quake with fear despite decisive evidence as to 
the structural integrity of the walkway, the target of disinformation might exhibit 
counter-normative sub-doxastic states, even while explicitly rejecting the legitimacy 
of the disinformational content.

While the preceding remarks suggest a highly pessimistic outlook on the threat of 
disinformation and the prospects for effectively countering that threat, let us conclude 
this section on a relatively optimistic note. The account of disinformation given here 
suggests three ways in which disinformation may affect human agency. Misleading 
disinformation aims to pervert human agency, shaping human action by causing false 
beliefs. As we have seen, alternative forms of disinformation aim to prevent targets 
from forming true beliefs, thereby reducing their agency. Finally, some forms of dis-
information aim to manipulate targets’ behavior via their sub-doxastic states, thereby 
sidestepping targets’ agency. This final form of disinformation may seem the most 
pernicious, insofar as counter-normative sub-doxastic attitudes can persist even in the 
face of explicit disavowal on the part of their subjects. Yet there are two reasons for 
optimism on this score. First, in cases of tension between a subject’s normative dox-
astic and counter-normative sub-doxastic states, the subject may endeavor to ensure 
that her behavior is guided by the former, and not the latter. Just as an aversive racist 
might opt to anonymize resumes to prevent biased associations with names from 
influencing decisions, targets of disinformation might take steps to avoid manipula-
tion via sub-doxastic states. For example, a voter concerned about political disinfor-
mation might opt to vote strictly based on candidates’ stances, rather than on feelings 
toward candidates. Strategies of this type aim at mitigating the behavioral effects of 
counter-normative associations, rather than at reducing counter-normative associa-
tions themselves. An individual can thereby defend herself from disinformation that 
would otherwise sidestep her agency. However, such strategies may be impractical, 
especially in those contexts—such as police use of force decisions—which call for 
immediate action.

A second cause for relative optimism highlights the possibility of reducing coun-
ter-normative associations themselves. Empirical evidence suggests that sub-doxastic 
attitudes are malleable, effectively mirroring features of the subject’s environment. 
Insofar as this environment is polluted by disinformation and related phenomena, 
subjects are likely to form counter-normative sub-doxastic attitudes, and to maintain 
these even despite conscious rejection. However, the malleability of sub-doxastic 
attitudes suggests that improvements to such states are possible through improvement 
of the epistemic environment. Given that sub-doxastic states are arational, the needed 
improvements do not merely consist in making available information to debunk, dis-
prove, or contextualize disinformation. Instead, we may expect that the deleterious 
effects of disinformation on sub-doxastic states can only be successfully mitigated 
through large-scale and repetitive protective and corrective interventions in the epis-
temic environment. For example, the mere availability of information to debunk 
anti-vaccine disinformation is unlikely to mitigate certain individuals’ negative asso-
ciations with vaccines (Tomljenovic et al., 2020: 549). Just as such associations are 
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likely to form in the presence of repeated exposure to various forms of disinformation 
linking vaccines to negative outcomes, governmental overreach, and the like (Betsch 
et al., 2010), it is to be expected that such associations are most effectively mitigated 
by repeated exposure to information linking vaccines to positive outcomes. In short, 
effectively countering the effects of disinformation on sub-doxastic states is likely to 
require interventions on the broader epistemic environment that support normative 
associations. The democratization of control over this environment due to the emer-
gence of social media and related developments suggests that the improvement of 
this environment is a project in which we may all partake.

7  Concluding Remarks

I have argued that the understanding of disinformation as aiming or functioning to 
produce false beliefs is untenably narrow. Some styles of disinformation may instead 
aim at preventing true beliefs. But to understand disinformation strictly in terms of 
effects on belief would be to overintellectualize it. As cases like the hesitant pedes-
trian on the glass walkway demonstrate, human behavior cannot be explained purely 
in terms of beliefs and desires. For this reason, human behavior can be manipu-
lated by mechanisms that bypass belief and desire. Disinformation may operate, and 
indeed may be most effective, at the level of gut feelings. This broader understanding 
of disinformation brings into focus the inadequacy of certain interventions against 
disinformation and the importance of sophisticated responses to the threat that rec-
ognize the complexity of human behavior and its corresponding vulnerability to 
manipulation.
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