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1 Introduction

The use of verbs inflected or modified for tense, and tempord adverbs, indexicas, and quantifiers,
pervades everyday speech. Getting clearer about their semantics promises not only to help usto
understand how we understand each other, but is dso a step toward darifying the nature of time and
temporally located thoughts. Our am in the present paper is to investigate, from the standpoint of
truth-theoretic semantics, English tense, tempora designators and quantifiers, and other expressons
we use to relate oursalves and other things to the tempord order. Truth-theoretic semantics provides a
particularly illuminating standpoint from which to discuss issues about the semantics of tense, and thelr
relation to thoughts at, and about, times. Tense, and tempora modifiers, contribute systematicaly to
conditions under which sentences we utter aretrue or false. A Tarski-style truth-theoretic semantics,
by requiring explicitly represented truth conditions, helps to sharpen questions about the function of
tense, and to deegpen our ingght into the contribution the tenses and tempord modifiers make to what
we say by using them.

We areinterested in a semantic, rather than syntactic, phenomenon. Although tenseisidentified
traditionaly with verb inflection, our concern is with linguistic devices used for indicating atime intervd,
relative to, or in, which a state or activity is to be understood to occur or obtain. For ease of
expogtion, we will pressinto use ‘tense’ to cover any verb form we use to indicate time intervalsin
which the event or State expressed by averb isto occur or obtain. In English, verb inflection, such as
adding ‘-ed' to atruncation of an infinitive, is one such device. But the phenomenon occurs even in
languages like Chinese which lack inflection for tense. Though we will be concerned soldly with tensein
English, we are interested in it as an example of a semantic phenomenon common to natura language.
The structure of a semantic phenomenon may be expected to reflect underlying facts about the structure
of our thoughts about contingent particulars. We expect that dl languages share basic expressve
resources, even when they are redlized by diverse syntactica devices?!



Our basic approach, which goes back to (Frege 1977) and (Russell 1903), treatstense asan
indexicd device for referring to times or time intervas at which events take place or Sates obtain.
Where thetimeinterva picked out is not the present, tense involves what we will cal indexically
restricted quantifiers. Theindexical eement functionsto pick out atime of utterance as areference
point for indicating quantificationdly the relative location of temporaly bound states and events. While
the centrd ideaiis intuitively appeding, it has not been systematicaly explored within a truth-theoretic
framework. 1t turns out to be particularly powerful in its application to systematizing the often puzzling
interaction of tense with other temporal devices. Tregting tense as quantificationa will enable usto give
auniform account of tense and tempora modifiers and quantifiers in English, and it can be shown to
complement in a compelling way the sandard event/state andyses of adverbid modification. If the
basic account is correct, in our mogt ordinary remarks we reveal a commitment to the existence of time
intervals. Hence, timeisred, or virtudly everything we say isfdse.

We begin in 82 with an overview of how to deploy atruth theory as a compostiona meaning
theory. We show that the requirement that the theory be interpersonal precludes a semantics for tense
which employs tense operators. In 83, we present an account of the Smple tenses (present, past,
future) and of the present progressve, and discuss severd methodologica points about tense and
semantics. In 84, we give an account of deictic and structured tempora referring expressons. In 85,
we consider how our basic account interacts with tempord adverbids, and in 86, how it interacts with
‘before’ and ‘after’, used as sententia connectives. 87 examines how tense interacts with temporal
quantifiers. 88 treats so-caled habitual sentences and frequency adverbias. 89 examines how our
account of tense interacts with the event analysis of adverbia modification. In 810, we condder the
interaction of tense in main and complement clauses of indirect discourse reports and attitude sentences.
8§11 gpplies the account to issues in the philosophy of time, and discusses the limitations of semanticsin
metaphysics. 812 isasummary and concluson. In the gppendix we provide a truth-conditiona

semantics for the perfect tenses.



2 Truth-theoretic semantics
A compositiona meaning theory for anatura language L should provide,

(R)  from aspecification of the meanings of finitdly many primitive expressons and rules, a
specification of the meaning of an utterance of any of the infinitely many sentences of L.

We confine our attention to declaratives? A compositionad meaning theory for a context insenstive
language L, i.e.,, alanguage without elements whose semantic contribution depends on context of use,
would issue in theorems of the form,

(M)  sinL meansthat p,
where ‘s’ isreplaced by a structura description of asentence N of L and ‘p’ isreplaced by a
metalanguage sentence that trandates it.

For context insengitive languages, the connection between a theory meeting Tarski’s famous
Convention T and a compasitiona meaning theory is Sraightforward: atruth theory meets that
convention only if it entails every ingtance of (T),

(T) sistrueinL iff p,
in which agtructura description of asentence N of L replaces ‘s, and a metalanguage sentence
synonymouswith N replaces‘p’. We shdl call such ingtances of (T) T-sentences. Therelation
between a structural description that replaces ‘s and a metdanguage sentence that replaces ‘p’ ina T-
sentence is the same as that between suitable subgtitution pairsin (M). Therefore, every ingtance of (S)
is true when what replaces‘p’ trandates the sentence denoted by what replaces’s .

(S) If sistrueinL iff p, thensin L meansthat p.

Given aT-sentence for s, (S) enables us to specify its meaning. An advantage of atruth-theoretic
gpproach (over one trying to generate instances of (M) more directly) isits ability to provide the
recursons needed to generate meaning specifications for object language sentences from afinite base
with no more ontologica or logica resources than required for atheory of reference.

In natura languages, many (arguably dl) sentences lack truth values independently of use. ‘I am

tired’ isnot true or false smpliciter, but only as used. This requires discarding our smple accounts of



the forms of theories of meaning and truth. Theoriesissuing in ingances of (M) and (T) for ‘I am tried’
would yield [1]-[2].

[1] ‘I antired’ in L meansthat | am tired.

[2] ‘I antired inL istrueiff | amtired.

But [1]-[2] express nothing unless rlativized to a context of utterance, and what they expressin a
context depends on who utters them, and the time of utterance. This creates two related difficulties.
Fird, theorists employing identical adequacy criteriawill arrive at non-equivaent theories, snce they will
express different propositions by the sentences they use. Second, no one will give the correct account
of the meanings or truth conditions of sentences with context senstive dements. Were we each to
assart [1], one of uswould assert that ‘| am tired” meansthat Ludwig istired a such and such atime,
while the other would assert that it meansthat Leporeistired at such and such atime. But ‘I am tired’
means neither.

A semantics for alanguage should be couched in a context insenstive metdanguage. We want
theories any inquirer can reach by meeting generdly agreed upon theoretica congraints, and which can
be used to express the same thing in every context. This requires metalanguage expressions, including
semantic predicates, to be untensed. This requirement shows why tense operators cannot be employed
to give asemantics for English. An operator like ‘it wasthe case that’ isitself tensed, and henceis
unsuitable for use in our metalanguage. Tense logics don't provide a semantics for tense expressonsin
natural languages, but represent, rather, a regimentation of them, which itsdf standsin need of a
semantics couched in a context insengtive metalanguage.

In modifying a compositiona meaning theory to accommodate context sengitivity, and a truth theory
that serves as its recursive engine, a theorist must choose between two options. The first retains the
basic form of the meaning specification, ‘x meansin language y thet p’, and correspondingly retains
within the truth theory a two-place predicate relating a truth bearer and alanguage. The second adds an
argument place to each semantic predicate in the theory for every contextual parameter required to fix a
context sengitive eement’ s contribution when used. Both gpproaches require metalanguage semantic
predicates to be untensed. For concreteness, we will suppose that the fundamental contextual
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parameters are utterer and time of utterance.® On the first option, which adds no argument placesto its
semantic predicates, atheory must take utterances as the bearers of meaning and truth and will yield
theorems of the forms (M1) and (T12).

(M1) For any spesker s, timet, sentence N of L, utteranceu by sat t of N, u meansin L thet p.
(T1) For any speaker s, timet, sentence N of L, utteranceu of N by sat t, uistruein L iff p.

Since different utterances of the same sentence may take different truth values and express different
propositions, what replaces‘p’ can be an open sentence with variables bound by the initid quantifiers.
The second option adds argument places to semantic predicates, which issuesin instances of (M2)-
(T2).

(M2) For any spesker s, timet, sentence N of L, N means;,; that p.
(T2)  For any spesker s, timet, sentence N of L, N istrug,; iff p.

Asafirg gloss, we might try to treat ‘means, ;" and ‘istrue, ;" as equivaent to ‘means as potentialy
spoken by sattinL’ and ‘istrue as potentialy spoken by sat tinL’. However, as (Evans 1985, p.
359-60) points out, we cannot read these as, *if N wereused by sa tin L, then N would be true
iff/mean that>, Snce, asde from worries about how to evauate counterfactuds, these interpretations
would assign sentences such as ‘| am silent’ false T-theorems. What we need are the readings, *if N
wereused by sa tinL, asthings actudly stand N would be true iff/mean that-, or, dternatively, *N
understood asit would bein L if poken by sat t istrueiff/meansthat-. Mutatis mutandis for other
semantic predicates.

If either option issues in an adequate meaning theory, so does the other. Both treat actua uses of
sentences as fundamenta in understanding truth and propositiona meaning. We adopt the second
because it issues in theorems more directly informative about sentence meaning, which is our stated
subject. We therefore replace adequacy criterion (R) with (RN):

(R\) A compasitionad meaning theory for anatura language L should entail, from a specification
of the meanings of primitive expressions of L, dl true sentences of form (M2)

The andog of Tarski’s Convention T for recursive truth theories for natura languages we shdl cdl
Davidson's Convention D.



(D)  Anadeguate truth theory for anaturd language L must entail every ingtance of (T2) such
that corresponding instances of (M2) are true.

A truth theory for L meeting (D) with axioms thet interpret primitive expressons of L (henceforth *an
interpretive truth theory’) provides the resources to meet (RN).
3 Thesimpletenses
We congder in this section the semantics of Smple tenses, beginning with state verbsin §83.1, and
proceeding to event verbsin 83.2. In §83.3, we will argue that the tradition that treats the progressive as
atenseis poorly conceived from the standpoint of truth-theoretic semantics.
3.1 Indexicality of tensefor state verbs

The mogt sdient feature of tense is that its contribution to the meaning of utterances is sendtive to
the time of utterance. [3]-[5], in present, past, and future tense?, respectively, may be true when
uttered by a speaker at some times but not at others.

[3] Mary loves Bill.
[4] Mary loved Bill.
[5] Mary will love Bill.®

Thisindicates that [3]-[5] contain a deictic dement, either an indexica or demondrative device (we will
use ‘deictic’ as generic for context sengtivity). From the standpoint of truth-theoretic semantics, a
sentence contains a deictic eement iff its T-sentence has variables on its right hand side bound by
quantifiers which bind contextua parametersin itstruth predicate. If the values of the minima set of
contextua parameters aone suffice to understand what the semantic value of adeictic dement is, it isan
indexica device, otherwise, it is (in part a least) a demondtrative device. With [3]-[5], in which
tenseis the only deictic dement, knowing the time of utterance suffices for understanding the
contributions of their deictic dements. So the Smple tenses are indexicals. Thisrequires that the
propositions [3]-[5] express in a context involve direct reference to the time of utterance, since the
variable bound by the tempora quantifier in whose scope the biconditiona falsisadirectly referring
term. On the assumption that the proposition expressed by an utterance provides the content of the
pesker’ s belief, every thought expressed using the present, past, and future tense is singular, since it
directly refersto the time of utterance.



The case for regarding at least some tenses as quantifying over timesis sraightforward. When
assarting [ 3], a gpeaker intends to say that Mary loves Bill then. When using [4], he intends to say that
at some time prior to his utterance Mary loved Bill. Smilarly, when using [5], he intends to say that
at some time after the time of his utterance Mary will love Bill. In the latter two, dearly, the
thoughts expressed quantify, respectively, over past and future times.

Unfortunately, in gating this, we re-used the tenses we intend to explain. Even if untensed verbs are
used in English, they cannot grammatically replace sSmple tensed ones® This has an important
conseguence for the semantics of English, namely, its semantic theory is unspecifiable in English.
For reasons provided in 82, interpretive truth theories cannot use deictic e ements in specifying truth
conditions of object language expressons, on pain of being uninterpretive. So providing an adequate
interpersond interpretive truth theory for English requires enriching the metalanguage with tensdess
verbs which express relations between objects or events and times. For this purpose, we will use the
present tense form, adding avariable in parentheses for the tempora argument place; eg., ‘loves(t)’ is
the tensdless verb in the metalanguage corresponding to ‘loves in English.

Treating past and future tenses as indexica quantifiers introduces a second difficulty, namely, the
object language lacks explicit markers for tempord variables. Natura language syntax, from the
perspective of semantics, is underdated. In trying to gain an explicit understanding of how languages
work, we inevitably are drawn to pargphrases which yield more explicit syntactica representations of
the semantic structures of  expressons we sudy. Thisis familiar from the study of (other) quantifier
phrases in natural languages, whose resources for indicating binding relations show dl the marks of
having been cobbled together on an as-needed bass. Tense makes this particularly vivid, snce, unlike
more generd quantifiers, even familiar devices of pronomind cross-reference are missing, and binding
relations are indicated more subtly. Asfrom acloven pine Ariel was released by Prospero’s art, so
from its syntactic binding the semantic function of tenseisreleasad by its pargphrase in amore
articulated form.

For present purposes, we will smply specify satisfaction conditions for an extenson of Englishin
what we will cal ‘English*’. English* includes the usud gpparatus for regimenting restricted
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quantification, and tensdess verbs which homophonicaly trandate the tenseless verbs required in the
metal anguage to provide tenseless truth conditions. English* dso includes areferring term ‘t*” with the
following reference axiom (stipulated to be interpretive): For any spesker s, timet, refiq(‘t*") =t.
(While this may seem aso to be anaturdl axiom for ‘now’, we introduce ‘t*’ because it is unclear
whether they are synonymous (see 84).)

With this as background, leaving implicit the relativization of semantic predicates to English*, we
can present satisfaction conditions for [3]-[5] in [6]-[8] respectively.®

[6] For any speaker s, timet, function f, f satisfies; ‘Mary loves Bill' iff f sdtifies,; ‘Mary
loveg(t*) Bill’.

[7] For any speaker s, timet, function f, f satisfies; ‘Mary loved Bill’ iff f satisfies; ‘[There
isatimet;: t;<t*](Mary loves(t,) Bill)'.

[8] For any spesker s, timet, function f, f satisfies; ‘Mary will love Bill’ iff f sttisfiess
‘[Thereisatimet,: t;>t*](Mary loved(t;) Bill)'.

(x<y and‘x>y mean‘xisearlierthany and ‘x islater thany’). Given the reference clause for
‘t*’, itisclear that each of [6]-[8] indexes to utterance time. Appropriate reference axioms applied to
[6] yidd [9], which in turn yields the T-sentence [10]. Smilarly, [8] yidds[11].

[9] For any spesker s, timet, function f, f satisfies; ‘Mary loves Bill" iff Mary loves(t)Bill.

[10]  For any speaker s, timet, ‘Mary loves Bill” istrue; iff Mary loves(t) Bill.

[11]  For any spesker s timet, ‘Mary will love Bill’ istrue, iff [thereisat;: t;>t](Mary

loves(t,) Bill).
Satisfaction clauses for English tensed and corresponding English* untensed sentences are the same.
Since satisfaction conditions for English* sentences present no specid difficulty,® where appropriate, we
will use English* to represent satisfaction conditions of an gppropriate English sentence.

Satisfaction conditions [6]-[8] treat the present tense differently from the past and future tenses.
The past and future tenses function as restricted indexica quantifiers, whereas the present tense
functions asasmple indexica. We might try to treat the present tense as requiring restricted
quantification, asin[12].

[12] [Thereisatimet;: t,;=t*](Mary loves(t,) Bill).



But in addition to the quantification in [12] being superfluous, condderations about how Smple tenses
embed in complex expressions provide reasons againg it (see 85).

[7]-[8] reved that the past and future tenses are, from the perspective of truth-theoretic semantics,
redricted indexica exisentid quantifiers. Exigentid quantification is required, Snce utterances in these
tenses reved only that some event occurred in the past or will occur in the future at some time or
other. They areindexical quantifier expressons because the predicate regtrictions on the quantifier in
their English* trandations contain an indexicdl.

Oneimportant consequence of this trestment is that we can never re-expressin English what we
express on a given occasion using a tensed sentence. (This has important consequences for the
semantics of indirect discourse and attitudes sentences. See 87.) |If someone were to assert ‘Mary
loves Bill" a t, he would express a proposition directly about t. To re-express that same proposition
later, it would not do to use the present tense, sSince any new utterance would be about a different
time. But usng the past tense, even with an adverbid modifier, would il involve direct reference to
the time of utterance, which would be later thant. Suppose someone were to utter, ‘Mary loved Bill at
t'. Since‘a t determinesatime earlier than the time of utterance at which Mary is asserted to have
loved Bill, the spesker Hill refers to the utterance time, and, hence, failsto expressthe origind. Thereis
nothing conceptually incoherent about re-expressing a propostion; English* dlows usto do so. But this
feature of natural languages is surely no accident. Our access to time in thought involves reference to
the present time. We step into theriver of time only at that point at the bank on which we stand, the
perpetud present, and locate other times fundamentally by reference to that standpoint. Re-expressing
the same proposition twice in English* would involve using adirectly referring term to pick the time out
rigidly. But we would secure the referent of directly referring term in thought only by describing its
relation to the present time.*°

Aswe represent tense, the future and past tensesinvolve quantification. However, unlike explicit
quantification, quantification in tense, because it islexicdly internd, takes narrow scope with respect to
explicit quantifiers™ Sentences with explicit quantifiers receive recursive dlauses in the truth theory, as

in[13).



[13]  For any speaker s, timet, function f, f stifies; ‘Everyone(x) met someone(y)’  iff
every ‘X' -variant fll of f satisfies; ‘X met someone(y)’.

In the standard sort of truth theory we are envisaging, both explicit quantifiersin ‘ Everyone met
someone would be unpacked before the axiom for its verb could be invoked, forcing the quantifier
involved in tense always to take narrow scope, asin [14]-[15].

[14]  For any speaker s, timet, function f, f satifies;  Everyone(x) met someone(y)’ iff every
‘X -variant f\l of f is such thet some 'y’ -variant fO of fll satisfiess, ‘x mety’.

[15]  For dl speskers s, timest, functionsf, f satisfies; ' Everyone(x) met someone(y)’ iff every
‘X' -variant i\l of f is such thet some 'y’ -variant fO of fl is such thet fO setisfiessy; ‘[Thereisa
timet,: t,<t*](x meats(t,) y) 1>+

3.2 Event verbs

In contrast to State verbs, event verbs gpply to an object a atime only if it is undergoing some change.
Nether ‘Bill loved Mary’ nor ‘Bill weighed 145 Ibs.” implies Bill has undergone change. But *Bill |eft’
impliesthat Bill underwent a change, minimally, of position. Also, event verbs, in contrast to most Sate
verbs, take a progressive form by concatenating ‘is with the present participle morpheme.
Corresponding to ‘leave is‘isleaving’. The same operation on date verbsis generdly ill-formed; no
form ‘isknowing' correspondsto ‘know’. (Thisisnot uniform, asis shown by ‘block’, ‘stand’, and
‘occupy’. But these have uses as event verbs aswell.)

Itis naturd to suppose that the smple tenses function uniformly independently of the semantic
category of averb. If s0, we should be able to provide a uniform treatment for state and event verbs.
While this works smoothly for the past and future tenses of event verbs, it doesn’t for the present tense.
Compare [16] with [17]-[18].

[16] May lovesBill.
[17] Mary leaves.
[18] Mary opens the door.

An utterance of [16] istrueif Mary loves Bill a the time of utterance. But it is difficult to find
circumstances under which we comfortably assert [17] or [18] unembedded or unmodified (in contrast
to, eg., ‘if Mary leaves, | will too’, or ‘Mary leaves on the 23" of this month’).1* Even though events

typically require more time to complete than utterances of sentences with present tensed event verbs,
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this hardly explains the data. [17] is no less odd when said dowly enough for Mary to leave during its
utterance. Moreover, many events require no more time than would an assertion that they were
occurring, eg., ‘Bill spesks’, but their present tense utterances are no less odd. (We will consider
sentences like *Bill worksfor aliving' in 88. These typicaly express generdity.) We know of no
adequate explanation of this aspect of present tense event verbs.

Since there doesn't seem to be anything conceptually incoherent about a semantics for present
tense event verbs that paralels our semantics for present tense state verbs, this strongly suggests that
whatever oddity attaches to utterances of present tense unembedded and unmodified event verbsis
gructurd. But then there should be an account of that oddity within a compositional meaning theory. |If
we areright, present tense event verbs do not index to the time of utterance. Y et from our treatment of
past and future tenses, which paralelsthat for state verbs, it is clear that event verbs express arelation
between one or more things and atime. If the implicit argument places for time in present tense event
verbs were bound by a quantifier in sentences containing them, there would not be a puzzle about the
truth value of their utterances. We suggest, then, that the argument place for timein present tense event
verbsis unbound in unembedded and unmodified uses, and that the oddity in uttering [17]-[18] is due
to their being open sentences, and thereby truth-valudess. If we are right, [17] will receive [19] asits
satisfaction clause, where ‘t\' isafree variable. Satisfaction conditions for past and future tenses for
‘leaves, in contradt, are given by [20]-[21].

[19]  For any speaker s, timet, function f, f satiffies; ‘Mary leaves iff f sdtifies, ‘Mary

leaves(tN)'.
[20] [Thereisat;: ti<t*](Mary leaves(t,)).
[21] [Thereisat;: t>t*](Mary leaved(t,)).

[20]-[21] represent past and future tenses with an indexicd reference to the time of utterance because
of theindexica ‘t*’ in the redtriction on their quantifiers. The asymmetry in treatments of past and future
tenses of event verbs, on the one hand, and present tense, on the other, might be regarded as a defect.
But it explains the oddity of utterances of [17]-[18], which an account treating them as pardld to state
verbs would fail to do. Whether the proposal is satisfactory depends on how well it integrates into an
account of how present tense event verbs interact with tempora adverbids and quantifiers, and on
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whether asmpler account of the data can be given. While we cannot show no smpler account is
available, we will show in 84-5 how to integrate our trestment with one for adverbias and tempora
quantifiers.

3.3 Theprogressive

The progressveis formed by adding ‘-ing' to (the truncation of) the infinitive of an event verb. The
concatenation of ‘is with agerund has traditionally been treated as atense. From our perspective,
however, classifying the progressive as atense is amistake.”® While ‘isleaving' istensed, sinceit
indexes to time of utterance, its trestment in a truth-theoretic semantics should not distinguish it from the
present tense Sate verbs. The contribution of tenseto ‘isleaving’ (the dimengon of variation among ‘is
leaving', ‘was leaving’, and ‘will be leaving’) is represented by the tensdess English* [22].

[22]  Bill isleaving(t*).

So represented, the present progressive picks out the time of utterance relative to which an implicit
argument in the verb is evaluated, just like present tense state verbs. (However, progressives behave
like event verbs in their interaction with future looking or neutra adverbids, like ‘noon’, or ‘on
Tuesday’; this looks to be because of the pull of the andogy of form with the future formed from ‘to be
plus‘going plustheinfinitive)

Treeting ‘isleaving’ asatense of ‘leave requires exhibiting its satisfaction conditions as derived
from those for the untensed verb ‘leaves(t)’ in English*. This may seem intuitively the right thing to do,
gnce‘isleaving isdearly rdaed to theinfinitive ‘to leave . But thisisinsufficient to settle whether the
connection is conceptud or structurd. A virtue of the truth-theoretic gpproach isthat it providesa
precise way of distinguishing conceptud from structural connections.

When two verbs are structurally related, the same (or a synonymous) metalanguage verb is used
in their satisfaction conditions, and the only variation between the satisfaction conditions will be
variationsin the quantificationa apparatus invoked by tense. If the connection is not structurd,
distinct metalanguage verbs will be used in giving satisfaction conditions.

Put thisway, [22] represents gppropriate satisfaction conditions for ‘isleaving' only if therlaion
expressed by ‘isleaving’ (‘wasleaving', and ‘will be leaving') is digtinct from what is expressed by
‘leaves, ‘left’, and ‘will leave. That they are digtinct is shown by the fact that Someone can be leaving,
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and not leave, or will be leaving, and never leave. While anyone who leaves the room was leaving, his
leaving doesn't require he left or ever will: he might collapse hafway out the door. He was leaving,
even though he never left. The point is even more trangparent with other event verbs: someone may be
writing abook, but never write it. These examples help clarify the relaion between ‘wasleaving' and
‘left’: the former relates an agent to atime interva in which he is engaged in an activity which may lead
to the kind of event the latter relates an agent to.

If correct, this completely dissolves the so-called imperfective paradox. ** This paradox arises on
the assumption that the progressive of an accomplishment verb like ‘leaves isatense. ‘leavex(t)’
gopliesto an object x a atimet only if after t ‘x left’ gppliestoit. If ‘isleaving’ were atense of ‘leave,
then ‘isleaving’ would apply at t to something only if after t ‘left’ gpplied to it. Thisis obvioudy
incorrect. But the pressure to accept the paradoxical result dissipates once we deny that the
progressive of ‘leaves isatense.

Progressives are neither state verbs nor event verbs. They express the occurrence a atime of a
portion of a process which if completed congtitutes an event of the type expressed by the verbs from
which they arelexically derived. We shdl, following common sense, and an earlier tradition, call them
process verbs.!’

4 Temporal Desgnators
Tempora designators divide into deictic designators, such as‘now’ and ‘tonight’, and structured
designators, such as ‘ December 71", 1942’

We begin with ‘now’ and ‘then’. It isnaturd to treat ‘now’ aspardld to‘I’, and ‘then’ aspardld
to ‘that’. Whereas ‘I’ isused to pick out the speaker of an utterance, ‘now’ is used to pick out itstime.
‘that’ functions as a demondrative, and ‘then’ as a demondtrative redtricted to times. A standard
reference clausefor ‘I’ is[24]; areference clause modeled on it for ‘now’ is[25]. Likewise, a
reference clause for ‘that’ is[26], while aparale reference clause for ‘then’ is[27].

[24]  For any speaker s, timet, refi (‘') =s.

[25]  For any speaker s, timet, refig4(‘now’) =t.

[26]  For any spesker s, timet, item X, if sdemonstrates x at t with ‘that’, refi;(‘that’) = x.*®
[27]  For any spesker s, timest, t;, if sdemonstratest; at t with ‘then’, refi,4(‘then’) = ..
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[26]-[27] assgn areferent only if a spesker demondrates something using the demondtrative
expresson. Thisis because even rdative to a speaker and time, a demongtrative sentence has atruth
vaue only if the speaker performs an act of demondration. In thisway, demondratives differ from
indexicas, whose referents are completely determined by contextual parameters.

Treeting ‘now’ asindexing the time of utterance is sandard, but inadequate for many of its uses,
eg., inissuing commands, ‘Do it now, not later’, or in sentences like ‘Now | have alot more time to do
what | am interested in'. Speakers using such sentences would not intend to be interpreted as referring
only to the time of their utterances. Someone who says, ‘Do it now, not later’, would not be thought to
have commanded the impossible. We may be able to treat these uses as cregting conversationa
implicatures, but they are so routine we are inclined to suggest that ‘now’ has a demondrative as well
asan indexicd dement. Whileause of ‘now’ refersto atime which includes the utterance time, it can
aso refer to time extending beyond, and perhaps before, it. To accommodate these uses, we can
modify [25] asin [28].

[28] For any speaker s, timest, ty, if t; istheinterval including t referred to by sat t using ‘now’,
refsq(‘now’) = t,.

(This could be modified to require the referent be the utterance time where the speaker lacks
appropriate referentid intentions.) Natura languages provide an array of descriptive indexica devices
for referring to times or time intervals related specificaly to the present, eg., ‘today’, ‘tomorrow’,
‘tonight’, ‘yesterday’, ‘last year’, ‘next year'. A generd treatment for descriptive indexical devicesis
illustrated in [29]-[30].

[29]  For any speaker s, timest, t;, such that t; = the night of t, refj;4(‘tonight’) = t,.
[30]  For any speaker s, timest, t;, such that t; = the day beforet, refis (' yesterday’) = t;.

Tempora indexicas directly refer.’ In T-sentences derived from axioms like [29]-[30], the descriptive
materia does not contribute to truth conditions. The T-sentence for * Tonight isthe night’, ingtantiated to
speaker s and time t, would be;

[31] ‘Tonightisthenight' istrueygy iff t\ isthe night.
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Treating descriptive indexicas as directly referring termsiis required because co-referring descriptive
indexicas can be interchanged salva veritate. We can report your assertion yesterday of ‘Today is
Sunday’ by saying today that you said that yesterday was Sunday (note the shift in tense: we will
discuss tense sequencing in complement clausesin §10).#

We might try to treat structured temporal designators such as ‘1 January 2000" either as
semantically equivalent to definite descriptions, e.g., ‘the first day of January of the 2,000 year after
N’, where ‘N’ isreplaced by aterm that picks out an anchor time for the date system, or as having
their referents merely fixed by a definite description. We opt for the latter approach. The first gpproach
falsin moda contexts if we substitute for ‘N’ a description of an anchor event, such as ‘the birth of
Chrig’ 2 Intuitively, ‘Necessarily, the birth of Christ was 2,000 years before 1 January 2000’ isfalse.
Chrigt could have been born earlier or later than he was. But if *1 January 2000 were equivaent to ‘1
January 2000 years after the birth of Christ’, it would be true, at least on the narrow scope reading.
But there is no true reading of the origind. To avoid this objection, we could introduce rigidified
definite descriptions such as ‘the time of the actud birth of Chrigt’, but our competence with the use of
date terms does not seem to be contingent on knowing any particular description of the anchor time.
We will sttle then for areference clause for dete formats, asin [32],

[32] For any spesker s, timet, numerds ny, n,, month designator 9, the x such that x = day
refisq(ny) of month refi4(9) of the year Ref(s4(n,) years after the actual day on
which Christ was born is such that refis4("'ny 9 ny’) = x.

where for speaker s, timet, refis (' January’) = 1, and so on.

5 Temporal adverbsand adverbials®

In this section we discuss rdationd tempord adverbids such as‘at midnight’, ‘ before noon’, *two days
hence, ‘yesterday’, ‘tonight’, ‘between 2 and 3 p.m.” Tempord adverbias may be forward looking
(‘tomorrow’, ‘next week’), backward looking (‘ yesterday’, ‘a month ago’, ‘last week’), about the
present (‘now’, ‘& this moment’, *currently’), or neutrd (‘on Tuesday’, ‘in May’). We will call these
future, present, past, and unanchored adverbias respectively.?* A verb's tense restricts what modifiers
it can take. The Smple past may take past adverbids or unanchored adverbids, but neither present nor
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future adverbias. ‘John dept last week’, and ‘ John dept through May’, are fine, while * John dept right
now’, and ‘ John dept in three days', are not. The future tense may be modified by unanchored,
present, or future adverbias, but not past adverbias. * John will deep on Tuesday’,  John will deep
now’, ‘ John will deep tomorrow’, are dl acceptable, but * John will deep last week’ isnot. An event
verb in present tense may be modified by unanchored, or future adverbids, asin ‘John leaves on
Tuesday’, and ‘ John leaves next week’, and perhaps by present adverbids, e.g., ‘ John leaves now’,
but it will not accept a past adverb, asin, * John leaves yesterday’. In contrast, present tense state
verbs take only present adverbias. ‘1 am tired right now’ is acceptable, but ‘1 am tired next week’ and
‘| amtired last year’ are not.

We begin with adverbid modification of sentencesin the smple past. We propose a uniform
trestment of relationa adverbs that will secure entailment relations like thosein [35].

[35] Bill loved Mary yesterday.
Therefore, Bill loved Mary sometime.
Therefore, Bill loved Mary.

We are dready committed to quantifying over times due to our treatment of ample tenses. ‘Bill loved
Mary' isequivdent to ‘[Thereisatimet;: t;<t*](Bill lovest;) Mary)'. Modifying ‘Bill loved Mary’
with the adverb ‘yesterday’ has the effect of specifying the time interva in the past reldive to the
present when Bill loved Mary, i.e, thet it isidentical with or included in yesterday. This recommends
assgning ‘Bill loved Mary yesterday’ satisfaction conditions equivaent to [36],

[36] [Thereisat;: t,<t*& t; T yesterday](Bill loves(t,) Mary).
where ‘T isread as‘isincluded in or identica with’. (We include the adjunct in the restriction on the
quantifier because the adverb isintuitively modifying the eement contributed by the tense)

Adverbid phrases formed by combining a preposition with atempora designator receive smilar
treatment. What varies is the tempora property expressed by the prepositiona phrase. *Bill loved Mary
for two hours isequivdent to ‘[Thereisat;: t;<t* & the duration of t; istwo hours|(Bill loves
Mary(ty) . ‘Bill loved Mary before midnight' isequivalent to ‘[Thereisat;: t;<t* & t, isbefore
midnight] (Bill loves Mary(t;))’. ‘Bill loved Mary in Jun€ isequivdent to ‘[Thereisat;: t;<t* & t; isin
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some'this Jung] (Bill lovedt;) Mary)'. The satifaction conditionsin [36] underwrite the entallmentsin
[35]. Our treatment correctly predicts restrictions on modifiers of verbsin the past tense. Future or
present adverbids will require the time of an event to be in the future or the present, but the tense of the
verb requiresit to bein the past. Unanchored adverbids are treated as exigentidly quantified or
implicitly deictic, where neither requires the times of which they are predicated to be in the future, past
or present vis-a-vis the time of utterance.

The future tense receives a pardld treatment (with *>" subgtituted for *<*). However, we must say
something about the use of ‘now’ with a future tense verb; to avoid incoherence, this should be
understood as sententid and not adverbid modification. * John will deep now’ should beread as‘lt is
now the case that John will degp’. Our discussion of tense in complement clauses will cover this case.
For present tense State verbs satisfaction conditions areillustrated for ‘Bill loves Mary now’ in [37].

[37] Bill loves(t*) Mary & t* T now.

Our treatment of past and future tense event verbs parallels exactly that of present and past tense
date verbs, but the situation is more complex with present tense event verbs, such as‘leaves or
‘speaks . One can modify a state verb with a present adverbid, but not with future, past, or
unanchored adverbias. In contrast, while present tense event verbs, like present tense state verbs,
cannot be modified by past adverbids, they can be modified by future adverbids, and, arguably,
present adverbias, though in contrast to state verbs it is awkward to do so. [38] is unexceptiond, [39]
unacceptable, while [40] is awkward.

[38] Johnleavestomorrow.
[39] Johnleavesyesterday.
[40]  John leaves now.

We suspect that anyone who finds [40] acceptable isimagining it as areply to ‘When does John
leave? , where the reply is expected to indicate a future time, while in fact John's departure is scheduled
for the present.

If “‘John leaves is an open sentence, adding a modifier binds the free argument place for time. If
[39]-[40] are semantically unacceptable, the quantifier is restricted to future times; if [39] doneis
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unacceptable, the redtriction is to times contemporaneous with the utterance or later.  We tentatively
assume [40] is semantically acceptable. * John leaves tomorrow’ then receives satisfaction conditions as
in[41].

[41] [Thereisat;:t; $t* & t; T tomorrow](John leaves(t,)).

The redtriction to present or future times explains the restriction on which adverbids can modify a
present tense verb. Present tense verbs modified by unanchored adverbials, such as‘on Tuesday’, are
likewise interpreted as future looking.

This account treats non-quantificationa temporad adverbids as predicates of an implicitly quantified
tempord variable. Unacceptable combinations of tense and adverbsis due not to a structurd or logical
defect, but rather to semantic incompatibility. Even for unacceptable forms, there is no difficulty in
identifying logical form. What renders them unacceptable is a conflict between the requirement
imposed on the event time by tense and what the meaning of the adverb requires. (Our trestment of
tempord adverbidsis reminiscent of Davidson's trestment of event adverbials (Davidson 1980).
However, Davidson treats tempord adverbids as predicates of eventsaswell. We will arguethat heis
mistaken in 89.)

6 ‘Before and ‘after’

‘Before and ‘after’ can function as sentential connectives, asin ‘Brutus hailed Caesar before he killed
him', as components in relaiond predicates flanked by event or tempora designators when
concatenated with the copula, asin *Midnight is before noon’, and as adverbids, asin ‘before
tomorrow’, and ‘before Mary’. An adequate semantic account of ‘before’ and ‘after’ should exhibit
them playing the same semantic role in each of these condructions. A smple unified account is
suggested by our gpproach. A sentence such as ‘ Brutus hailed Caesar before he killed him’ will be
represented as involving two existential quantifiers over past times relative to the present. ‘ before
naturally modifies the verb in its preceding clause by relating its time to that of the verb used in its
succeeding clause. So ‘before isardationa predicate of times. Satisfaction conditions for ‘ Brutus
hailed Caesar before he killed him’ would then be represented as[42).
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[42] [Thereisatimet;: ti<t*][thereisatimet,: t,<t* & t; isbeforet,](Brutus halg(t;) Caesar
and Brutus kills(t,) Caesar).

This suggestion extends to *after’ and other tempord relationd terms, such as*at the sametime as (or
amply ‘as), ‘until’ (‘before but not after’) and their modifications, such as‘afew minutes before
(‘snce, which is used with the perfect tenses, is more complicated, but the same idea gpplies). Some
relationd terms are themsaves complex. But there appears to be a uniform contribution of the
modifiers of ample relaiond terms. ‘x isM beforey’ can be unpacked as ‘x is beforey and INT(X,y)
=M’, where ‘INT(x,y) means ‘theinterva between x andy’. Thislicenses generd satidfaction
conditions for sentences of theform *N M R R+, where ‘R’ isreplaced by asmple tempord relationa
predicate and ‘M’ by its modifier. This trestment explains why ‘before’ and ‘after’ are not truth-
functiona connectives, for the underlying logica form exhibits ‘before and *after’ as contributing
tempord relationd predicates.

Occurrences of ‘before’ and ‘after’ in adverbids function to relate times asindicated in the previous
section. Satisfaction conditions for [43] are given by [44].

[43]  Johnwill leave before tomorrow.
[44] [Thereisat;: t;>t* & t; isbefore tomorrow](John leaves(t,)).

Sentences of theform *N before " "+, where N isa sentence and ** a noun phrase but not a tempora
designator, will be treated as having the underlying form *N before R-, where N and R are sentences.
If ** isapredicate nomindization, eg., ‘being fined', then R = "*{UNOM("",T), where UNOM(X,y)
yields a predicate of which x is anomindization with the tense marker y, where'y will be the tense of the
main verb. UNOM (' being fined', future) = ‘will be fined', while UNOM (* being fined', past) = ‘was
fined'. If ** isasingular term or quantified noun phrase, R = **{ PRED(N), where PRED(X) is the
predicate of x. PRED(* John will leave') = *will leave . ‘John will leave before Mary’ has satisfaction
conditions represented by [45].

[45] [Thereisatimet;: t;<t][thereisatimet,: ,<t & t; is before t,](John leaves(t;) and Mary
leaves(t,)).
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7 Tempora quantifiers

Tempord quantifiersinclude ‘everyday’, ‘dways , ‘sometimes , ‘ often’, ‘frequently’, ‘whenever’, and
‘when’. Whereas ‘everyday’, ‘dways , and ‘sometimes, and the like, function as smple adverbs,
‘whenever’ and ‘when’, though adverbs, introduce subordinate clauses, and function syntactically as
sententid connectives. In both cases, however, semanticdly they quantify over times, binding
unarticulated argument placesin the verb(s).?> We first treat tempora quantifiers that occur as adverbs,
and then as sententia connectives.

The past and future tenses interact with tempord quantifiers differently than the present. We
begin with present tense. [46] means roughly that John's hair isamessat dl times, and it can clearly be
used on different occasions to express the same proposition.

[46] John'shairisdwaysamess.
Although [46] isin the present tense, when modified by atempora quantifier, it does not function asan
indexicd. In representing its truth conditions, then, we should treat the unarticulated argument place as
bound by the tempora quantifier, rather than functioning indexicaly. Thisleadsto [47] (mutatis
mutandis for other temporal quantifiers).

[47] [For dl timest;](John’'shair ig(t;) amess).
In contrast, utterances of [48] at different times express different propositions.

[48] John'shair was dways amess.
An utterance of [48] yesterday would be true iff at every time before it John’s hair was amess, but its
utterance today would require dso that in the intervening time his hair remain unkempt. (Smilarly for the
future tense)) Thus, whereas by modifying a present tense verb we can transform a context sengtive
sentence into a context independent one (other deictic terms aside), past and future tense verbs remain
deictic when so modified. (Thisisone reason not to treat the present tense as involving quantification
like the past and future, for it would mean tregting it as combining with quantificationa adverbs
differently from the past and future, dthough they would share underlying structure)) The effect of the
modification isto replace exigentid quantification over past times with quantification appropriate for the
modifier. Satisfaction conditions of [48] then would be represented as those of [49].
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[49] [For dl timest;: t;<t*](John’s hair ig(t;) amess).

The adverbs ‘when’ and ‘whenever’ are syntacticaly sentential connectives, but should likewise be
treated semantically as quantificationd. In [50], ‘when’ and ‘whenever’ are interchangeable.

[50]  John blushes whenever/when Mary looks a him.
For this reason, we will treat ‘when’ in such contexts as abbreviating ‘whenever’. They are not
interchangeable in [51], which requires a separate treatment.

[51] | didit when hewasn't looking.
The differenceisthat between a universa and an exigential quantifier. [S0] istrueiff a any time Mary
looks a John, John blushes, i.e,, [50] is roughly equivaent to auniversdly quantified conditiond with
‘whenever’ functioning as a quantifier with wide scope binding the unarticulated argument place for time
in both verbs. Employing resiricted quantifiers, we need not represent [S0] counter-intuitively as
containing sentential connectives, but may represent its satisfaction conditions asin [52]; treating ‘when’
as aredricted exigentid quantifier in [51], yieds[53].

[52] [Fordl timest;: Mary looks(t;) at John](John blushes(t,)).
[53] [Thereisatimet;: t;<t* & heig(t;) not looking](l do(t,) it).

As above, the past and future tenses remain deictic, though the present of state verbs doesnot. (It may
seem naturd to treat ‘when' in some contexts, e.g., in ‘ Caesar defied the Roman senate when he
crossed the Rubicon’, as a definite description, but thisis only because we know some things have
happened only once. Interpreting ‘when’ as a definite description cannot be correct, snce Caesar's
defiance of the senate is consstent with * Caesar crossed the Rubicon many times'.)

Notice that sentences with mixed smple tenses grammaticaly conjoined by ‘when’ or ‘whenever’,
such as, ‘ John blushes whenever Mary looked at him' or “ John blushed when Mary will look & him’,
are uninterpretable. Thisiswhat we would expect if [52]-[53] were correct, Snce asingle quantifier
must bind the argument place for time in each verb, which renders restrictions sgnded by different
tenses unsatisfiable.
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8 Habitual sentencesand frequency adverbials

So-caled habitua sentences, sentences about events that occur at regular intervas, are most naturaly
treated, from our standpoint, as harboring verbs whose tempora argument places are bound by a
restricted quantifier, or sequence of redtricted quantifiers, which may sometimes be suppressed.
Frequency adverbids are the usua means of expressing habitud action, adverbids such as ‘ often’,
‘seldom’, ‘two timesaweek’, ‘every morning’, ‘regularly’, as well asthe quantifier adverbias aready
discussed. Frequency adverbias often consist of a phrase specifying a frequency, such as ‘three times,
or ‘often’, together with amodifier specifying a particular recurring interva, such as ‘in the springtime’,
‘aweek’, or ‘morning’. The modifier says that for every such intervd, the event expressed by the verb
occurs with the frequency expressed by the frequency adverbid. Significantly, a sentence with
mandatory habitua readingsinvariably has a present tense event verb asits main verb. Congder first
the examplesin [54]-[55].

[54] Mary often smokesin her.
[55]  Bill complainsfrequently.

Under what conditions are these true? We would say that Mary often smokes in her office only if she
had smoked afair number of timesin the past while in her office. 1t would not do to announce [54] if
Mary had infrequently or never smoked in her office, even if we knew that soon she will be smoking
there everyday. [54] aso suggests that Mary’s smoking in her office is habitud, so that we can expect
her to continue. If we wanted not to suggest that, we would use the present perfect: Mary has often
smoked in her office. But thisisnot to say that [54] would be false were these conditions unmet, but
rather only that we would not assert it. On the face of it, ‘often’ isatempord quantifier in the same
family as*dways or ‘sometimes’. It can be used with any tense, and it seems not to be tempordly
indexed. If we applied to it the same mode we have for other quantifier words, we should represent
[54] by [56].

[56] [Oftentimest,](Mary smokes(t,) in her office).®
We wish to suggest [56] represents the logica form of [54], and that the specia conditions above
under which we would assert [54] represent conditions required by a standard conversationa
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implicature of using [54] (in preference to one of the other forms of reporting something about the
pattern of someone' s office smoking across time). So construed [54] does not require the times of
Mary's smoking to be in the past, though thiswould be implied by its use, sinceif we knew thet the
smoking would begin in the future, we could be expected to be more specific. (Smilarly, if we knew it
were confined to the past relative to the time of speech, we could be expected to be more specific.) By
choosing [54], we would indicate that Mary had been smoking often in her office, and was gpt to
continue (i.e., snce we do not rule out its continuing, but could be expected to do so if we believed it
would not, or to indicate some caution if we were unsure, we are supposed to believe it will continue).
Interpreting [54] as[56] is compatible with the conditions under which we could be expected to assert
[54], and it retains the basic modd of gpplying quantificationa tempora modifiers to present tense
event verbs we have dready deployed with success. (Compare: ‘Mary smokesin her office every
day’.)

Something Smilar arises with [55]. In addition, the adverb conveys something about the intervals
between the times quantified over. Thereis no reason, though, not to use the corresponding quantifier
word in representing its logica form, asin ‘[Frequent times t,](Bill complaing(t;))’. Nonetheless, we
may indicate more fully how thisisto be understood by pargphrasing it with aplura restricted
exidentid quantifier, ‘[There aretimest: t occurs at frequent intervads]’. The implication that Bill has
complained frequently and is apt to continue, will be explained pragmatically as dready indicated.

We turn now to more complex examplesin [57]-[58].

[57] Mary lecturesthree times aweek.
[58] John oftenfdlsinlovein the springtime.

In[57], evidently ‘threetimes ismodified by ‘aweek’. ‘threetimes by itself would function asa
number quantifier. ‘aweek’, interpreted as ‘ each week’, functions as a redtricted universa quantifier
with wide scope over ‘threetimes. Thisyields[59].

[59] [Fordl timest,:t; isaweek][threet,: t, T t,](Mary lectures(t,)).
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[58] is ambiguous between in the springtime John often fdlsin love (thisis more naturdly conveyed by
‘John fdlsin love often in the springtime’), and there are many springtimes in which John falsin love.
These are represented in [60a]-[60b] .

[60] (a) [For al timest;: t, is pringtime] [often t,: t,dt,](John falg(t,) in love).
(b) [Often t;: t; isin the springtime](John falg(t,) in love).

Not dl sentences with habitud interpretations contain explicit frequency adverbias modifying the main
verb. In[61]-[62], it is natural to say thereis an implicit adverbia, more or less specific, perhaps,
depending on context.

[61]  Johnworksfor aliving.
[62] Rover barks.

With [61], the adverbid ‘for aliving' together with the present tense event verb tels usthat it isto be
understood as quantified. A living cannot be earned from a single event of working, wages being what
they are, and the present tense of an event verb typicaly has no use unless modified by atempora
adverb. Thus, [61] would usudly be interpreted roughly as[63].

[63] Johnworksregularly for aliving.

The use of present tense in [62] likewise requires amodifier, and sinceit is not future or past directed, it
is naturally taken to be afrequency adverb of some sort, ‘often’ or ‘frequently’, or perhaps a vague
cardinaity quantifier ‘alot [of times]’ (the spesker could not be intending to convey that Rover barks dl
thetime). Thus, [62] might be interpreted roughly as [64].

[64] Rover often barks.

These would receive satisfaction conditions appropriate for implicitly understood adverbids on the
moded exhibited above. (In practice which adverbias are implicit will be no more precise than the
context requires.)

Although [63]-[64] employ present tense verbs, it is clear that their future and past analogs may be
interpreted habitualy as wdl: in these cases, however, there is an dternative reading of the sentences as
exigentidly quantified, compatible with their modifiers. Discussing Rover’slaryngitis, you may remark,
‘Don’'t worry, Rover will bark again’. Thiswould recaive the habitud reading. However, if A, after
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remarking to B that Rover aways barks three times before going to deep, continues, ‘I’ ve counted two
barks only so far. Rover will bark again’, this does not receive an habitua reading. Sometimes an
adverbia will force an habitud reading, Snceit isincompetible with the existentia reading, given what
we know about how things work. Thisis so for ‘will work for aliving' and ‘worked for aliving'. Both
would receive the habitud reading, because making aliving by working requires, for most, regular
application.?’

9 Rdation totheevent analysis

In this section, we consder how our account interacts with the Davidsonian event andyss of adverbid
modification. The event anadlyss assigns [66] satisfaction conditions asin [67].
[66]  Johnwaked up the hill & midnight in his dressng gown.
[67] Forany function f, spesker s, timet, f satisfies; ‘John walked up the hill a midnight in his
dressing gown' iff thereisan ‘€ -variant fll of f such thet N setisfies;s; ‘eisawalking by
John and eisagoing up the hill and e occurs a midnight and e occurs with John in his

dressing gown'.

On the Davidsonian account, the tempora adjunct is a predicate of an event, not atime.

[67] does not redly avoid treating adjuncts as introducing a predicate of times, because ‘eisa
walking by John and e is agoing up the hill and eisa midnight and e occurs with John in his dressing
gown'’ istensed, so its satisfaction conditions must be unpacked by tensdess verbs in the metalanguage.
(One might ingst that these predicates are tenseless, but then they cannot bein English; in any case,
reference must be secured to the time of utterance (or its equivaent) to accommodate the sengtivity of
tense to time of utterance. See note 27 for further discusson.) Once done, we see that ‘at midnight’
introduces a predicate of times, asin [68].

[68] Forany function f, spesker s, timet, f satifies; ‘ John walked up the hill a midnight in his
dressing gown' iff thereisan ‘€ -variant fll of f such that i\ satisfiessy ‘[Thereisat;:
t,<t*](eis(t;) awaking by John) and [thereisat;: t;<t*](eis(t;) agoing up the hill) and
[thereisat;: ti<t* & t;= midnight](e occurg(t,)) and [thereisat;: t;<t*](e occurs(t,) with
John in hisdressng gown)'.
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[68], however, isinadequate, because it does not require each conjunct to be made true by the same
time. For any event in which more than one agent could participate at different times, e.g., building a
house, satisfaction conditions modeled on [68] would be incorrect. We need a single quantifier over
temporal argument places for every modifier introduced by an adverbid phrase. So we should treet the
main verb asintroducing an exigentiad quantifier over timeswhich binds the tempord variablein the
main verb and in any other verb introduced by its adverbids. This has an unexpected benefit. Because
two quantifiers bind the adjuncts to the main verb (represented as having three places), it becomes
possible to treat some adjuncts as modifiers of the agent of the act and not the event he performs.
Thus, the awkwardness of treating an adverb such as‘in his dressng gown’ as amodifier of an event
can be dispensed with. The result isillustrated in [69].

[69] Forany speaker s, timet, function f, f satifies; * John walked up the hill a midnight in his
dressing gown' iff thereisan ‘€ -variant flof f such that fl satifies ) ‘[Thereisat,: ;< t*
& t; = midnight] (walks(John,ett;) & eis(t;) agoing up the hill & Johnig(t) in hisdressing
gown)’.

Similarly, we are now able to treat what are intuitively adverbids of place, eg., ‘on amountain top’, or
of condition, eg., ‘in top form’, as modifying objects rather than events (or states). This pleasing result
isavailable only if we treat tense as introducing a quantifier binding argument places in each adjunct
introduced by an adverbial .8

10 Thought and Tense

Sentences we use to describe particulars are indexed to the time of their utterance, and the contents of
thoughts we express using them are determined by what they express. Consequently, our thoughts
about particulars are invariably thoughts directly about the times of the thoughts themsdlves. Since
sentences we use to express thoughts express them only once, when we want to attribute thoughts or
gpeech acts to others or to ourselves at times other than the time of attribution, which sentences we use
to articulate their contents must be indexed to the time of the reported thought or speech act. In this
section, we congder how thisis reflected in the interpretation of tense in complement clauses of indirect

discourse and attitude sentences.
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We will gpproach the topic of tense in attitude sentences and indirect discourse as adesign problem
for congtructing reports of attitudes and speech acts, given a sraightforward semantics for unembedded
tensed sentences. Consider John's potentia assertions at t, of [70a]-[72a], and their corresponding
representations in English* interpreted relaiveto ty in [70b]-[72b].

[70] (a) Mary wastired. (b) [Thereisat;<t)](Mary isat t, tired).
[71] (8 Mary istired. (b) Mary isat t, tired.
[72] (& May will betired. (b) [Thereisat;>t](Mary isat t; tired).

We may report John's assertion (or the belief he thereby expresses) either before or after it occurs, or
even smultaneous with it. Our tempora position with respect to John's utterance determines the tense
of the main verb in our report; the tense of the complement clause, however, must be sensitive to the
tense John used to express hisbelief. Let us condder firgt areport of what John said from the
perspective of atime later than his assertion. The main verb will be in the past tense, but how do we
report, given available resources, the content of John's assertion?

Deictic dements in complement clauses are usudly interpreted relative to the speaker’ s context.
Thus, dthough in direct speech we would report that John said ‘| am tired’, in indirect discourse we
would report the same act by ‘ John said that he wastired’. However, unlike demongtrative pronouns
and indexicds, such as‘I’ and ‘now’, which are dways interpreted relative to speaker context, just as
they are when not embedded in a complement clause, tense is more complex. In reporting an assartion
by John of any of [70a]-[724] at t, from the perspective of alater time, it would be ingppropriate to
interpret atense in the complement clause relative to speaker context, for that would attribute to the
subject an assertion about the speaker’ stime and not hisown. Thus, the tense in the complement
clause must have its reference time, the time with repect to which tense of the complement clause verb
indicates the time of the occurrence of the event it expresses, fixed by the tense of the main verb, thet is,
the argument place that functions indexicaly when the sentence is unembedded must be bound by the
quantifier introduced by the main verb when embedded in an indirect discourse. Then the verb in the
complement clause must indicate that the event expressed occurred before, at, or after the time of the

reported utterance.
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From the design standpoint, it would be smplest to re-use in the complement the tense used by the
subject. If the argument place that usudly functions indexicaly were bound by the quantifier the main
verb introduces, this would capture the relative present, past, or future directedness of the content of
the original assertion. However, while some languages work like this (e.g., Russan, and, though without
verb inflection, Chinese and Japanese?®), English does not: in indirect speech if the main verbisin the
pagt, the tense of the complement clause must shift to the past perfect, past, or past future respectively,
as the tense of the main verb in the reported utterance is past, present or future.® This tense sequencing

rue® isillusrated in Table 1.

Sentence uttered by John Tense shift in complement clause with past tense main verb
Mary wastired. John said that Mary had been tired.
Mary istired. John said that Mary wastired.
Mary will betired. John said that Mary would be tired.
TABLE1

These would be interpreted respectively as [73]-[75].%2

[73] [Thereisat,<t*](John sayq(t,) that [there isat,<t;](Mary ig(t,) tired)).
[74] [Thereisat,<t*](John says(t;) that Mary iq(t,) tired).
[75] [Thereisat,<t*](John sayq(t,) that [thereisat,>t;|(Mary iS(t,) tired)).

The tense of the main verb controls the tempora argument place of the verb in the complement clause
which functions indexicaly when unembedded. For in order to articulate what John said using [70a),
we must represent him as saying at some past time that a some prior time Mary was then tired; thisis
represented by [73]. This has been identified traditiondly as the function of the past perfect, i.e., to pick
out atime prior to some past timeindicated by averb in the sentence. Weretheverbinthe
complement clause to be interpreted relative to the spesker’ stime, the report would be false of John,
since he said nothing about the time of the speaker’ s utterance. Likewise, to capture what John said
using [71a] we must say that there is some time such that John said at that time that Mary was then
tired, which iswhat [74] expresses. To report that in the past John said that in the future relative to the
time of his utterance Mary would be tired, the reference time of the embedded verb must be fixed by
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the time of John'’s utterance, as shown in [75].% If we are right, most indirect discourse and attitude
sentences quantify into the complement clause.

The tense sequencing phenomenon occurs only with the main verb in the past. So reports of John's
future speech act will use the tense John would use, asin Table 2.

The sentence that will be used by John Complement clause tense with future tense main verb
Mary wastired. John will say that Mary wastired.
Mary istired. John will say that Mary istired.
Mary will betired. John will say that Mary will betired.
TABLE 2

Thelir interpretations would then be represented as in [76]-[ 78].

[76] [Thereisat,>t*](John says(t,) that [thereisat,<t;](Mary ig(t,) tired)).
[77] [Thereisat,>t*](John says (t,) that Mary iq(t,) tired).
[78] [Thereisat,>t*](John says (t,) that [thereisat,>t;|(Mary it,) tired)).

The tense of the main verb, again, controls the tempora argument places of the verb(s) in the
complement clause which, when unembedded, index to the time of utterance

Reports of present sayings use the same tense as used by the person whose speech act is being
reported, but employ the present progressive for the main verb, asisillugtrated in Table 3.

Sentence used by John Complement clause tense with present tense main verb
Mary was tired. John is saying that Mary was tired.
Mary istired. John is saying that Mary istired.
Mary will betired. John is saying that Mary will betired.
TABLE 3

Here the main verb does not express quantification over times, and, hence, in complement clauses
verbs are smply interpreted relative to the utterance time, which gives correctly the content of John's
assertions if he uses those or synonymous sentences. The interpretations are [79]-[81].

[79] Johnissaying(t*) that [thereisat,<t*](Mary i(t,) tired).
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[80] Johnissaying(t*) that Mary i(t*) tired.
[81] Johnissaying(t*) that [thereisat,>t*](Mary id(t,) tired).

(This provides further support for rejecting the trestment of the present tensein [12].)

So far as we can see, there is no degp reason why English must employ atense sequencing rule for
indirect discourse and atitude sentences when the main verb isin the past tense. Not al natura
languages do. Furthermore, the tense sequencing rule appears to prevent unambiguous reports of
certain past speech acts. If a speaker uses a sentence in the past perfect, e.g., ‘Mary had been tired’,
or in the present perfect, eg., ‘Mary has been tired’, no tense can be used unambiguoudy to report him
indirectly, since the past perfect has aready been alocated to reporting utterances of sentencesin the
smple past. Our practice isto use the past perfect to report speech in the past perfect and the present
perfect as well as the smple past, and to rely on context for disambiguation. This limitation can be got
around to some extent by employing adverbia modifiers. We can say, ‘ John said then that Mary had
been tired before some previoustime' . Thisfailsto assgn content correctly, even if the quantifiers take
wide scope, since the modifier is ill represented as a conjunct. But such peculiarities of English cannot
be philosophicaly sgnificant, snce languages can plainly to be designed so asto avoid them.

A brief remark on adverbia modifiersin complement clausesisin order. We take indirect discourse
again asour modd. By and large, we use the same modifiers as those in the reported utterance.
John's assertion of ‘Mary left before Jm’ would be reported as * John said that Mary had |eft before
Jm'. Thiswould be represented as ‘[ Thereisatimet;: t;<t*](John says(t,) that [thereisat,:
t<t][thereisats t; <t; & t, < t5](Mary leaves(t,) and Jm leaveq(t;))’. Adverbidsthat contain deictic
referring terms such as ‘now’ and ‘today’, however, are evaluated relative to the time of utterance,
which forces a shift from the adverbid origindly used. Thus, if John sad yesterday, ‘Mary will leave
before the day after tomorrow’, he would be reported indirectly today asin [82], which isinterpreted
as[83].

[82] John said that Mary would leave before tomorrow.
[83] [Thereisatimet;<t*](John sayq(t;) that [thereisat, > t; & t, <the day after t*](Mary
leaves(t,)).
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Unanchored adverbids, which seem to function deictically when unembedded, such as*at midnight’,
and ‘by noon’, are an exception. In [84] the referent of ‘midnight’ is determined relative to the time of
John's saying, not the time of utterance. Similarly, for other expressions which pick out times relative to
aday or other standard unit. [84] would be interpreted as [85].

[84] John sad that Mary had |eft before midnight.
[85] [Thereisatimet;<t*](John sayH(t;) that [thereisatimet,<t; & t, < the midnight of

t,)(Mary leaves(t,)).

Thisfitsin with our earlier suggestion that unembedded uses of unanchored adverbids are implicitly
deictic or quantified.

The account generalizes straightforwardly to iterated attitude and discourse sentences. 1n[86], the
tense of ‘sad’ governs ‘had told’, which in turn governs ‘was leaving'.

[86] John said last week that Mary had told him 3 days earlier she would be leaving tonight.
‘last week’ indexes to the present, as does ‘tonight’, but * 3 days earlier’ expresses arelation whose
second term is suppressed yet is evidently the time of John's report. [86] is represented as[87].

[87] [Thereisat,<t* & t; d the week before t*](John says(t,) that [thereisat,<t; & t, d the
day 3 days earlier than t;](Mary tdlqt,) him that [thereisat;>t, & t; = tonight](Mary iq(ts)
leaving)).

If ‘would say’ is embedded in areport with amain verb in the pagt, the verbs it governs are a'so
governed by the sequencing rule. In[88], the tense of ‘would tell’ governs ‘loved’, but ‘loved’ indexes
to the time of the telling, not to a prior time. [88] would be represented asin [89].

[88] John sadthat hewould tel Mary that he loved her by next week.
[89] [Thereisat;<t*](John sayq(t;) thet [thereisat,>t; & t, < next week](he tellg(t,) Mary that
he loveq(t,) her)).

Earlier we noted that present tense event verbs true of speech acts may be used performatively, as
in, ‘I promise | won't belate’, or ‘1 promise to be there’. We suggested that these are understood to
be modified implicitly by *hereby’, which refers to the utterance act itself, and that this modifier provides
aquantifier to bind what would otherwise be a free variable in the main verb. We can now suggest a
representation of the logica form of such sentencesin light of our discussion of indirect discourse. We

will take ‘I promise | won't belate’ as our example, which we represent asin [90].
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[90] [Thereistimet;: t;=t*](l promise(t,) by thisact that it is not the case thet [thereisat,:
t,>t,](1 am(t,) late)).

We likewise suggested that sometimes ‘now’ modifies a sentence, not averb, asin ‘Now he will
resgn for sure’, which equivadent to ‘It is now the case that he will resgn’, and might be represented as
in[91].

[91] [Thereisat;: t;=t* and t;=now](it iq(t;) the case that [thereis at,: t,<t;](he resgngt,)).

The chief mord hereisthat our reports of others attitudes at times other than the present do not
completely report the content of thair atitudes, Snce they involve quantifying into the complement
cdause. What we learn is that some completion of the complement clause gives the content of the
speaker’s assartion (belief, etc.). There appearsto be no way in English to be more precise, sSince even
adding an adjunct does not eiminate quantifying into the complement clause, because the main verb's
tense must control verb(s) in the complement clause.®%

11 Semanticsand the Metaphysics of Time

What light does our account of tense shed on traditiona issuesin the philosophy of time? A semantic
theory for alanguage by itsdf has only conditiona implications for what thereis. It revedsthe
commitments of the sentences of alanguage, but nothing follows about what there is independently of
which of them aretrue. Likewise, nothing follows about our commitments independently of our
commitment to the truth of some sentences. However, Snce we are al committed to the truth of what
we say using tensed sentences, we can confidently say that we are committed to whatever must be true
if most of what we thereby say istrue.

A firg obvious, though not insgnificant, point is that we are committed to times or, time intervas, if
our semantics for tense and tense devicesiis correct. Not only do we refer to times using temporal
referring devices, but we quantify over times aswell. So there are times, if most of what we say istrue,
Moreover, if most of what we say istrue, presentism, the view that only the present timeisred, must
be fase, snce we quantify over times before and after the present time.

Our account also takes Sides in the debate over whether timeis an A-series or aB-series, in

McTaggat sterminology. TimeisaB-seriesif temporal moments or intervas do not themselves have
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changing properties, and tak about the present, past, and future is dways rdlativized to some time or
other as areference point. Timeisan A-seriesif times have changing properties of being present, past
or future, where the property of being present is one which each time hasin successon. Our semantics
for tense is not committed to time's being an A-seriesin virtue of commitments to what we ordinarily
say; indeed it isnot clear that talk of being the present, pagt, or future time makes sense. Tak about
times undergoing change appears to be a category error: if change involves an object having a property
a onetime and lacking it at another, for times to change, we would have to trest times as persisting
through time! This would confuse times with objects, as one might confuse places with objects located
at them and talk of places changing places.

Apped to our use of a predicate such as ‘is the present time isillusory. Thispredicateisan
indexica, since its component verb istensed. To correctly capture its use, it must be exhibited as being
used in accordance with arule that makes its utterance true of atimeiff thet time is the time of
utterance. Its satisfaction clause then can be represented as [92].

[92] Forany functionf, timet, speaker s, f sttisfiess ‘X isthe present time' iff f('x’) =t.

No property is attributed using the predicate. It would be a mistake to object that ‘is the present time
employs the identity sign plus a definite description, for in this case ‘present’ has no life independent of
itsusein ‘the present time’. (While'is present’ hasa usg, it is used to mean the same thing as'is heré€,
and itisnot used as aample predicate of times.) ‘ The present time' does not function as a complex
expresson, but functionslike ‘now’. (Similar remarks apply to ‘isin the past’ and ‘isin the future'’.)
Likewise, smply using tense inflected verbs does not commit us to properties of being present, past, or
future>’

So if we areright about tense, the metaphysics of English, and, presumably, other natural languages,
tregts time as a B-series (the aternative not only being uncountenanced by compositional semantics, but
of doubtful intelligibility: an example of the ‘bewitchment of our intelligence by language'). We are left
with avariety of puzzles: why we experience times as a successon of ingtants with asingle direction,
and why we cannat, as it were, travel through time in ether direction in the way we can trave in any

direction through space. Such puzzles, however, can yield only to conceptua andysis. The project of a
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compositiona semantics is complete after the logicd form of the sentences we use to express our
thoughts about times has been reveded.

12 Conclusion

This paper sketches a truth-theoretica gpproach to the phenomenon of tense and tempora modification
in English. By treating tense as adevice of restricted indexicd quantification, we can account for the
smple tenses and their modifiersin away that conformsto our intuitive sense of what we say when we
use tensed sentences, and we can show how understanding tensed sentences rests on a finite number of
semantic rules. Tenseis not very systematic, and we have seen that no Smple compositiond story can
be told about how tenses interact with modifiers and how they behave when embedded. On the other
hand, the number of rules required to understand these interactions is smdl, and we should not expect
natura languages to be logically prefect.

While we lack a proof, we il think it would be difficult, compatibly with our methodologica
requirement that an interpretive truth theory be context insengtive, to give an account of the truth
conditions of tensed sentences without treating tense as a quantificationa device of somekind. We are
aware of only two waysin which to do this: our gpproach and one which involves quantifying over
events or states, as discussad in note 27, in which we also explain why we prefer our gpproach.

If our gpproach is correct, then, as we noted, we can draw anumber of conditional consequences
about the philosophy of mind, language, and metaphysics. First, many of our sentences and thoughts
are directly about the present. Second, giving an account of the semantics of propostiona attitudes
which countenances quantification into their complement clausesis necessary for an adequate semantics
for propositiond attitudes, for virtudly dl attitude reports turn out to quantify into the complement
clause. Contra Quine, quantifying-in cannot be incoherent on pain of making most of what we wish to
say about the atitudes of another incoherent. Third, if much of what we say in ordinary speech istrue,
timesor timeintervas are red, and there are past as well as future times. On this condition, irrealism
about time, and presentism (irrealism about past and future times) are both false. Fourth, our semantics
for tense and tempord referring devices gives no comfort to anyone who viewstime as an A-series,

i.e., who views times as undergoing change themselves. The quantificationa approach does not treat
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tense as attributing propertiesto times a dl, but as quantifying over, and indicating relations among,
them by means of indexica reference to the time of utterance. Anyone who wishes to maintain that
tensed sentences attribute properties to times owes us a semantics for tense that achieves asleast as

much as we have shown is possible with our quantificationa gpproach.
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Appendix
Present Perfect, Past Perfect, Future Perfect

In this appendix, we discuss the prefect tenses (or the perfective aspect, asit is often cdled), and how
they differ from smple tenses® Table 4 gives the forms of the perfect tenses.

Tense Form Example

Future Perfect ‘will'/'shdl’ + *have + past participle | John will have seenit.

Present Perfect | present of ‘have’ + past participle John has seen it.
Past Perfect past of ‘have + past participle John had seenit.
TABLE 3

The perfect expresses a completed event. The present perfect is used to indicate that an event has been
completed as of the present. It differs from the smple past in dlowing that the event’ s termind point
coincides with the time of utterance. One can say, ‘ John has finished swimming now’, but not * John
finished swvimming now’. Likewise, one can say, ‘ John has worked here since 1980, which means that
from 1980 to the present John has worked here, but not * John worked here since 1980, because the
sample past requires the time of the event expressed by the verb to be in the past. (Adverbias of the
form ‘since {*, where * isatempora designator, are acceptable only with perfect tenses, though
thereistheidiomdtic, ‘It isayear snce we left’.) However, contrary to what some philosophers and
linguists dam,* the event need not extend into the present, asis shown by the acceptability of ‘ John
has been alifeguard, but isv't any longer’. The future perfect is used to indicate something has been
completed as of some future time. The past relative to the future reference time may be padt rdative to
the speaker’ stime of utterance, or it may be completed at any time up to and including the future
reference time. If it is true now to say John sat down yesterday, it istrue to say John will have sat down
by tomorrow. Likewise, if tomorrow one saystruly, ‘ John has finished swimming now’ at 3 o' clock, it
would be correct to say today, ‘ John will have finished swimming by 3 o' clock tomorrow’. The past
perfect is used to say something has been completed by some past time. So if John finished swimming
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a 3 o'clock yesterday, it would be correct to say today, ‘ John had finished svimming by 4 o' clock
yesterday’.

The effect of projecting these future, present, or past reference times relative to which an event is
sad to have been completed can be accommodated within our framework by introducing another
quantifier and a relation restricting the relations among the bound tempord variables. The past perfect
pf [934] isillugtrated in [93b], and the future perfect of [94a] in [94b].

[93] (&) John had seenit.

(b) [Thereisat;: ,<t*][thereis at,. t,#t,](John seex(t,) it).
[94] (&) Johnwill have seenit.

(b) [Thereisat,: t;>t*][thereis at,. t,#t,](John sees(t,) it).

For convenience, we will adopt Reichenbach’s terminology* to distinguish among the times
represented by ‘t;’, ‘t*’, and ‘t,’, the reference time, the speaker time, and the event time,
respectively. The event time is the time of the action expressed by the main verb, the spesker timeisthe
time of utterance, and the reference time is the time relative to which the event time islocated. 1n [93]-
[94] ‘have contributes arestricted existentia quantifier that relatesits tempord variable, the reference
time, to the speaker time as before or after it, depending on whether the tense of *have' ispast or
future, and the past participle contributes likewise aredtricted exigentia quantifier binding the variable
associated with event time, which is related to the reference time as before or Smultaneous with it. The
present perfect of [95a] receives a pardld treatment, asin [95b)].

[95] (&) John hasseenit.
(b) [Thereisat;: t,=t*][thereis at,. t,#t,](John seex(t,) it).

Though we could smplify [95], it is plausible that the function of combining atense of ‘have with the
past participle is the same in every perfect tense but for the contribution of the tense of ‘have’ .** This
leads to a pleasing symmetry in the interaction of perfect tenses with various adverbids.*?

The utility of the perfect becomes gpparent when we consder its interaction with certain adverbid
modifiers which (partialy) fix the reference time. In ‘ John will have seen it by tomorrow’, by
tomorrow’ modifies the reference time, i.e,, the future time in the past relaive to which the event issaid
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to occur. Smilarly for the past perfect and the present perfect. Thus, for * John will have finished
swimming by tomorrow’, we have [96].

[96] [Thereisatimet;:t; >t* & t; =tomorrow][thereisat,. t, # t;](John finishes
svimming(t,)).
This explains why ‘ John will have finished swimming by yesterday’ isill-formed, snce it would require

the reference time, which the quantifier redtriction requires to be in the future relative to the utterance
time, to be dso in the past rlative to the time of utterance. Similar remarks apply to the past perfect.
One cannot say, ‘ John had seen it by tomorrow’. The perfect tenses are useful, particularly the past and
future perfect, because they alow usto set time boundaries other than the present for events. Thisis
accomplished by adverbiad modification on the past or future reference time with respect to which
another event isto have occurred in the past rlative to it. This explains why unembedded and
unmodified uses, or context free uses, of the perfect can seem odd, e.g., an unadorned use of ‘ John had
been there'. The perfect tenses are dmost never used without adverbid modification, or without an
appropriate context in which thereis an implicit adverbia modification provided by the surrounding
discourse.

Not dl adverbids modifying verbs in a perfect tense modify the reference time; some modify the
event time. In ‘John had arrived on Tuesday’, ‘on Tuesday’ modifies only the event time. Generdly, it
appears that adverbids introduced by limiting prepositions, like ‘by’, ‘before’, and *after’, modify the
referencetime. Adverbidsthat indicate a specific date are used to specify the event time. Often, such
modifications will sound odd, asin, ‘ John will have arrived Tuesday next week’. They sound odd
because using the perfect tense when the adverbia modifies the event time is usudly pointless. *John
had arrived on Tuesday’ seemsless strange because it is easy to imagine a narrative in which the use of
the past perfect would have apoint, eg., ‘Mary, who arrived on Wednesday, thought she had arrived
before John. But John had arrived on Tuesday.'+

Aninteresting test of our proposal is whether it can explain the interaction of adverbias introduced
using ‘snce followed by atempord designator with the various tenses, which seem acceptable only
with perfect tenses. While we can say, ‘ John has/had/will have worked since 1980, we cannot say
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feicitoudy ‘ John worked/works/will work snce 1980'". With the past perfect and the future perfect,
‘since 1980 adds that the activity expressed by the verb has taken place in the period from 1980 to the
reference time; with the present perfect, *since 1980' adds that the activity expressed by the main verb
has taken place in a period from 1980 to the present,* but since thisis the reference time, we can
represent ‘since 1980' requiring for al three that the activity take place between 1980 and the reference
time, asillugtrated in [97]-[99] (where‘t - X’ means ‘thetimeinterva fromx tot').

[97] [Theeisat: t,=t*][thereisat,. t,#t; & t,=t; 1 1980](John works(t,) here).
[98] [Thereisat,,t,: t;<t*][thereisat, t,#t; & t,=t,11980](John works(t,) here).
[99] [Theeisat,t,: t;>t*][thereisat,. t,#t; & t,=t; 11980](John works(t,) here).

So modifying averb in a perfect tense with ‘since 1980’ isto say that the event timeisegud to thetime
interval between 1980 and the reference time. We can see why ‘since 1980' does not sit comfortably
with the Smple tenses. It designates atime interva identified with the event time. But for the smple
tenses, the anchor time for determining the time interval would be the time of utterance (i.e., the event
time would be identified with t* 11980), but the requirements imposed on the event time by the smple
tenses are incompatible with this. Notice how nicely the account adapts to the embedding of ‘since’ in
other modifiers, eg., ‘severd times since 1980'. ‘since 1980 modifies ‘ severd times, which quantifies
over the event time. So * John has worked severa times since 1980’ isrepresented as ‘[ Thereisat;:
t,<t*][severd t,: t, d t; 1 1980](John works(t,))'.

Adverbs of quantification, and ‘before and ‘after’ used as sententid connectives, likewise modify
the event times. Consider [100] and [101].

[100] John had loved Mary long before he said it.
[101] John had never been to Arizona

‘Before relates event (or date) times, i.e, it relates the argument places in the main verbs of the
sentences flanking it. In [100], ‘long’ modifies the state time. [100] is pargphrasable as [102].

[102] [Thereisat,: t;<t*][thereisat,: t,#t)][thereisat,: t;<t* & t, islong before t;](John
loves(t,) Mary and John sayH(ty) it).
The extra quantifier effectively isinnert, which explains why [100] and [103] express the same thing.

[103] Johnloved Mary long before he sad it.
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The past perfect in [100] serves mostly as away of emphasizing John'slove was past relativeto a
relevant time aso in the past. The quantifier ‘never’ in [101] binds the tempord argument placein its
main verb. [101] conveysthat a no time prior to some former time had John been to Arizona, which
does not entail John has never been to Arizona. [101] is paraphrased as [104].

[104] [Thereisat;: t;<t*][for no t,: t,<t;](John igt,) in Arizona).
‘when’ may be used with the past perfect, but gpparently only if the ‘when’-clause isin the Smple past.
[105] is acceptable, [106] is not.

[105] He had gone when Bill arrived.
[106] He had gone when Bill had arrived.

In[105], ‘when’ binds the event time for the restricting clause, and the reference time for [105] isin the
past perfect, as shown in [107].

[107] [Thereisatimet;: t;<t* & Bill arivest;][thereisatimet,: t,<t;](he goeq(t,)).

When we assigned satisfaction conditions to sentences of the form *N when R+, when N and R were
in the past tense, we saw that semanticaly N shifts to present tense. Now we see that when N isin
past perfect, it effectively functions like the past with the argument place which usualy functions
indexicaly being bound by ‘when’.*> The problem with [106] isthat for ‘when’ to bind across both
sentences, it must bind the reference timein “Bill had arrived” and what would be the indexical
reference to speaker timein *He had gone’ when unembedded. Thisyields [108],

[108] [Thereisatimet;: t,<t* & t,<t; & Bill arivest,][thereisatimets: t;<t;](he goes(ts))
which conveys no useful information about the tempord relations between the two event times.
‘whenever’, like ‘when’, is comfortable with the past perfect only when the restricting clauseisin the
smple past, asin [109], which would be paraphrased asin [110].

[109] He had tried to buy it whenever he had money.
[110] [For any timet;: t;<t* & he has(t;) money][for atimet,: t,<t;](he trie(t,) to buy it).

These examplesillustrate how to combine our account of adverbid modification with perfect tenses.
Thereis someinterest in looking at the possible combinations of tenses, with ‘when’ and ‘whenever’,
but that would be too involved atask for the present context. Depending on its kind, a modifier will
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modify either the reference or event time. Quantificationa adverbs which are not sententid connectives
invariably modify event time. Limiting adverbs invariably modify reference time. Tempord sententia
connectives like ‘before and *after’ invariably connect event times. *when’ and ‘whenever’ bind event

timein the first clause and speaker time in the second.*®

41



Refer ences

Abusch, D. 1997. Sequence of Tense and Tempora De Re. Linguistics and Philosophy 20:1-50.

Burge, Tyler. 1974. Demonsgtrative Congtructions, Reference and Truth. The Journal of Philosophy
71:205-223.

Comrie, Bernard. 1985. Tense. New Y ork: Cambridge University Press.

Déahl, Bernard. 1985. Tense and Aspect Systems Cambridge: Cambridge University Press.

Davidson, Dondd. 1980. The Logical Form of Action Sentences. In Essays on Actions and Events
New Y ork: Clarendon Press.

Dowty, David. 1977. Toward a Semantic Analysis of Verb Aspect and the English 'Imperfective
Progressive. Linguistics and Philosophy 1 (45-77).

Dowty, David. 1982. Tenses, Time Adverbs, and Compositionad Semantic Theory. Linguistics and
Philosophy 5:23-58.

Evans, Gareth. 1985. Does Tense Logic Rest on aMistake? In Collected Papers. Oxford: Clarendon
Press.

Frege, Gottlob. 1977. The Thought. In Logical Investigations, edited by P. T. Geach. New Haven:
Yde Universty Press.

Gabbay, Dov, and Christian Rohrer. 1979. Do We Really Need Tenses Other Than Future and Past?
In Semantics from Different Points of View, edited by R. Bauerle, U. Egli and A. Von Stechow.
New York: Springer-Verlag.

Higginbotham, James. 1995. Tensed Thoughts. Mind and Language 10 (3):226-249.

Hinrichs, Erhard. 1986. Tempora Anaphorain Discoursesin English. Linguistics and Philosophy
9:63-82.

Kamp, J. 1971. Formal Properties of ‘'Now'. Theoria 37:227-273.

Lewis, David. 1975. Adverbs of Quantification. In Formal Semantics of Natural Language, edited
by E. Keenan. Cambridge: Cambridge University Press.

Ludwig, Kirk. 1996. Singular Thought and the Cartesian Theory of Mind. Nous 30 (4):434.

42



Ludwig, Kirk. 1997. The Truth about Moods. Protosociology, Cognitive Semantics | - Conceptions
of Meaning 10:19-66.

Ludwig, Kirk, and Greg Ray. 1998. Semantics for Opaque Contexts. Philosophical Perspectives 12.

Mittwoch, Anita. 1988. Aspects of English Aspect: On the Interaction of Perfect, Progressive and
Durationd Phrases. Linguistics and Philosophy 2:203-254.

Ogihara, Toshiyuki. 1996. Tense, Attitudes, and Scope, Studies in Linguistics and Philosophy.
Bogton: Kluwer.

Pamer, F. R. 1974. The English Verb. London: Longman.

Parsons, Terence. 1990. Events in the Semantics of English: A Sudy in Subatomic Semantics,
Current Studiesin Linguistics. Cambridge: MIT Press.

Partee, Barbara. 1973. Some Structural Analogies Between Tenses and Pronouns in English. Journal
of Philosophy LXX (18):601-609.

Reichenbach, Hans. 1947. Elements of Symbolic Logic. New York: Macmillan.

Richard, Mark. 1981. Temporalism and eternalism. Philosophical Sudies 39:1-13.

Russdll, Bertrand. 1903. The Principles of Mathematics. Cambridge: Cambridge University Press.

Smith, Carlota. 1978. The Syntax and Interpretation of Tempora Expressonsin English. Linguistics
and Philosophy 2:43-99.

Taylor, Barry. 1977. Tense and Continuity. Linguistics and Philosophy 1:199-220.

Vendler, Zeno. 1967. Verbs and Times. In Linguistics and Philosophy. Ithaca: Corndl University
Press.

Visser, F. Th. 1972. An Historical Syntax of the English Language. Val. 5. Leden: E. J. Birill.

Vlach, Frank. 1993. Tempora Adverbias, Tenses and the Perfect. Linguistics and Philosophy 16
(3):231-283.

43



Notes

1. An extensive study of the categories of tense and aspect across languages can be found in (D&hl 1985). See also
(Gabbay and Rohrer 1979) for a comparison of the expressive resources of English and Hebrew.

2. See (Ludwig 1997) for an account of how to extend the truth-theoretic approach to non-declaratives.

3. Though we will not argue for it here, we believe these are the only contextual parameters we need in order to
devise an adequate semantics for tense. Throughout quantifiers over timeswill range over time intervals, and ‘isa
time’ will be true of timeintervals. We will include as alimiting case of atime interval temporal instants.

4. [5] is sometimes said to be untensed (see, e.g., (Palmer 1974, p. 33, pp. 36-38)), sinceits verb is constructed from a
modal auxiliary ‘will’ and an infinitive verb stem, and does not involve inflection. Aswe noted above, our
classification is guided not by syntactic but semantic considerations, and the semantic function of ‘will’ + infinite
verb stem is to indicate that the action or state expressed by the verb occurs or obtains at atime later than the time of
utterance, and thus it semantically functions like the present and past tenses.

5. Thefuture tenseis also expressed by using ‘is’ + ‘going’ + the infinitive, asin ‘Mary isgoing to love Bill'. Since
these are equivalent, what we say about the modal + bare infinitive applies equally to the alternative form.

6. Nonfinite verbs, infinitives, participles, and gerunds, are said to lack tense. However, they do not function as main
verbs, but rather nominally, adjectivaly, or adverbially.

7. 'refigy(y) = X’ isread as ‘the referent of y as potentially used by sat t = x'.

8. The truth conditions we offer, in broad outline, we believe underlie most thinking about tense in other frameworks.
Asfar as truth-theoretic accounts go, we draw attention to the formulation using restricted quantifier notation,
which we think better captures the semantic structure of the past and future tenses. While we will identify some
salient differences with other approaches, we will not try to provide a systematic comparison, which would be a
book-length task.

9. The recursive clause for restricted quantifiers has the form,

For any speaker s, timet, function f, f satisfies sy "IQx: FX](Gx)- iff Q ‘Fx' -variants fN of satisfies;gy ‘GX'.
where‘Q’ isaplace-holder for a quantifier, and the metalanguage embeds the object language. ‘ Fx-variant fN of f' is
defined as follows: fN isan ‘Fx-variant of f iff fi differsfrom f at most in that fN satisfies;gy ‘Fx'.

10. See (Ludwig 1996) for agenera argument for this view.

11. This neatly handles the need for a potentially arbitrarily large number of independent reference times for events
in subordinate clauses, e.g., ‘ John saw the man who kissed Mary, who bought a farm from the woman Bill divorced'.

12. Aswe remarked earlier, metalanguage verbs are tenseless. Object language quantifiers range over every extant
object, taken tenselesdly, i.e., not relativized to any time. If natural 1anguage quantifiers were evaluated relative to the
time of utterance, so that their domains were restricted to what existed at that time, this would have to be represented
in our semantics by restricting the domain to objects existing at the time of utterance. Thisis not, however, how
quantifiers are used in English: * Everyone who lived in the 19th century suffered from gout’ is not vacuously true

but rather factually false. As we note below (note 32), for restricted quantifiers we can interpret the restriction asin a
tense other than that of the predicate to which it is attached. We anticipate some discomfort due to the reflection

that a sentence such as  Everyone was at the party’ will be false on this view because the quantifier will range over
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people at all times. But thisis no more puzzling than that the quantifier is used with an implicit restriction on the
domain of people at the present time.

The interaction of negation with tense is more complicated. ‘ John did not rest for two days' receives one of two
readings, depending on whether ‘not’ takes wide or narrow scope. Our account can represent this by treating
negation univocally as a sentential operator, and representing it as either taking wide scope over the sentence, or as
letting the tense take wide scope over it. In atruth theory, such sentences would first have to be disambiguated.

For the narrow scope reading, ‘not’” would be treated as internal to the verb, so that it is not treated recursively but in
the satisfaction clause for ‘did not rest’: f satisfiesg, ‘John did not rest’ iff f satisfiesg, ‘[Thereisat,: t;<t*](it isnot
the case that John rests(t,))’. The difference only surfaces when negation interacts with adverbials.

13. Some authors (e.g., (Burge 1974; Partee 1973)) suggest that simple tenses are implicitly demonstrative. An
utterance of ‘I didn't turn off the stove’ is usually understood to involve a specific past timeinterval, and not just
any past time. Space constraints prevent us from discussing this suggestion fully. While atruth theoretic approach
can easily incorporate devices that worked this way, we believe these phenomena are pragmatic and not semantic.

14. There are two exceptions. First, thereis the so-called narrative or historical present (or, sometimes, ‘vividly
reporting present’), asin live broadcasts of a sporting event, in which the announcer attempts to convey a sense of
immediacy by reporting events in the simple present: He hits aterrific serve, approaches the net, and hits awinner
down the line to win the game. (See (Visser 1972, p.724), for awealth of other examples.) We can aso use the naked
present in chronological tables, ‘579 B.C. Nebuchadnezzar takes Tyre'. These are so specialized that we are unsure
what weight to grant them. Their aim is clearly to achieve akind of vividnessin reporting that a past tense report
would fail to convey. The present tense of event verbs, so oddly used in the present, lies ready to hand: it isno
wonder it is pressed into use for such an effect, even if there is something odd about it. But it does seem to be akind
of play with words recognized as a bit odd or out of place, and partly effective for that reason. We are inclined to say
thisis an extended and not a coreuse of the present, despite its appearing throughout the history of English.

The second case is the use of the present tense of event verbsin issuing performatives, asin ‘| promise to meet
you there’, or ‘| warn you not to do that’. It isunclear what to say about such uses. It would be odd to interpret
them as anything other than promises or warnings, though it is tempting to say that one promises or warns, etc., by
way of asserting oneisdoing so. But contrast ‘| promise to meet you there’ with ‘1 am promising to meet you there'.
The latter is not ordinarily useable to make a promise. So no performative is accomplished by asserting oneis
performing the act in question as one speaks. It seems, rather, that utterances of ‘1 promise to meet you there’
intended as promises are implicitly self-referential, i.e., areinterpreted as ‘| hereby promise to meet you there’, where
‘hereby’ makes implicit reference to the utterance; we may treat this modification as introducing a reference to the
time of utterance. We will discuss these casesin the section on indirect discourse below.

15. Though denying that the progressive is atense is not novel, it is not universally accepted. See (Comrie 1985).
16. For discussion, see (Dowty 1977; Parsons 1990, chapter 9). It is called the ‘imperfective paradox’ because
‘imperfect’ in grammatical usage means ‘uncompleted’. The puzzle is how averb which expresses essentidly a
complete event can have an imperfect tense, i.e., atense which implies that the event has not been completed.

17. See (Vendler 1967) for aclassic discussion of verb classification. According to (Vlach 1993, pp. 241-243),
progressives are state verbs. so to say that John isleaving isto say that John isin the state of a process of his
leaving being in progress. We see no reason to force fit the progressive into any category of this dichotomy.

18. See [LePore, Manuscript #2143, appendix] for detailed discussion of the semantics for demonstratives.

19.[26]-[27] are indexed to the use of the demonstrative because someone can perform more than one demonstration
at atime, e.g., pointing to a calendar to benefit one interlocutor, while using ‘then’ to pick out a different time.
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Further modifications would be required to get it just right, but we omit them here to avoid the distraction an
adequate discussion would require. See [LePore, Manuscript #2143, appendix] for discussion.

20. This explains why temporal indexicals aways index to the time of the speaker even when embedded in sentences
which otherwise are interpreted relative to atime distinct from the present, asin ‘ John said that Mary had believed
that Bill would be here by now’. Difficultiesintroduced by such terms (and similar phenomena -- see note 34) led to
two dimensional tense logics (see (Kamp 1971)). In the truth conditional approach, we can provide a simple and
natural explanation of this behavior by treating such terms as singular referring terms and assigning them reference
axioms which determine referents relative to the time of a speaker’s use. This cuts through the difficulties (Dowty
1982, see esp. §4.4.5-6) encounters working in another framework.

21. Multiple temporal demonstratives and indexicals present an additional complexity, which space constraints force
us to touch on only briefly. See [Lepore, Manuscript #2143]. Sentences such as ‘Now isn’t now’ and ‘Now you see
it, and now you don't’, in which each use of ‘now’ indexes to a different time, require satisfaction axioms that
quantify over times for each occurrence of ‘now’ aswell as for the utterance as a whole, and each contained
sentence (form) in molecular sentences. To accommodate this need, we define a family of relational predicates:

Def. )(Stity .ty "M o, M) i ty<t,<.<t, andt,..t,occurint, and suses ", atty, suses ", att,,. suses"" att,.
The six-place predicate so defined holds between a speaker s, three timest, t,, t,, and two temporal designators,
"1, 2iff tyt, Ft, ty<t,, and the speaker uses *"latt,, "*2 at t,. We give satisfaction conditions for atwo-place
predicate, R, expressing atemporal relation as follows: For any speaker s, function f, temporal designators *"1,""2,
and timest, t, t,, such that )(stty,t,""1,"*2), f satisfies; iy *"1 R *"2- iff ref 1;(*"1) R(t) refig5("*2). Thiscan be
extended to predicates with an arbitrary number of temporal argument places. For molecular sentences, we index the
utterance time of the contained sentences; for conjunction: For any speaker s, function f, formulas N, R, and timest,
t,.t,, such that ) (sit.ty.t,,N,R), f satisfies;; "N and R- iff f satisfies; ;) N and f satisfiesy;,, R. Thisallowsfor the
possibility of saying truly ‘ Though John has not smiled yet, he is smiling now, and now has smiled’.

22. We usethisfor illustrative purposes only. In fact, the year of the birth of Christ is not thought to be the anchor
point for our calendar.

23. Thereisaclass of adverbials whose members are used routinely to connect sentencesin narratives which we will
not discuss. These are exemplified by ‘three hourslater’ in the following passage, borrowed from (Hinrichs 1986):
‘They wheeled meinto the operating room and put me under sedation. Three hours later | woke up.” The reference
timefor ‘later’ hereisunderstood to be the time the narrator was put under sedation. Examples of this sort, aswell as
the conventions of narrative more generally, in which times of narrated events are understood to occur in an order
indicated by the order of narrative, have suggested to many that the proper unit for semantical analysisislarger than
the sentence, and that the traditional focus on sentential semantics distorts the semantic structures of natural
languages. We will sidestep this debate. Although we think our understanding of narrative can be accommodated

by a sentence level semantics, nothing in our approach prevents our incorporating semantic level cross-sentential
anaphoric reference.

24. We borrow this terminology and classification scheme from (Smith 1978).

25. Some uses of temporal adverbs suggest that they are not always used to quantify over times, as, for example, in
the sentence, ‘ Even numbers are always divisible by 2'. On such grounds (Lewis 1975) argues that they should be
treated as quantifying over “cases’. This desperate expedient should beresisted. Given that forms of ‘to be’ in
English will have a suppressed temporal argument place, there can be no difficulty in including atemporal quantifier
even in sentences which are about abstract objects. Indeed, not supplying auniversal quantifier for a sentence such
as ' Even numbers are divisible by 2' might be thought to be misleading when a speaker intends to be conveying that
thisis so necessarily or by definition. The effect of introducing ‘always' is to emphasize the non-contingency of the
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claim, although what is said strictly speaking falls short of what is intended.

26. We've not analyzed the modifier ‘in her office’ here. There aretwo ways of taking it. One canreadit as
modifying ‘often’ or as modifying the event introduced by the verb ‘smokes’. On thefirst reading, we get: [Often t:
Mary is(t) in her office](Mary smokes(t)). On the second, adopting the approach we introduce below, we get: [Often
t][thereisan €](eis(t) asmoking by Mary and eis(t) in Mary’s office). The second entails Mary is often in her
office, the first does not.

27. (Vlach 1993) claimsthat ‘[n]o existing framework for temporal semantics provides a general treatment of durative
...and frequency...adverbials’ (p.231), and that, in particular, none can deal with a sentence such as:

(i) Allen worked out regularly for two weeks last month.
Our account handles this straightforwardly. The frequency adverb is a quantifier that replaces the existential
quantifier of the tense of ‘worked out’, keeping the past time restriction. The duration adverbial ‘for two weeks |ast
month’ (where ‘last month’ modifies ‘ two weeks') modifies the time so bound, which is understood to be within the
time so designated, represented as:

(i) [Regulart:t,<t* & t, d two weeks last month](Allen works(t,)).
Vlach's account of tense (or more properly, tense inflection) is that it makes no truth functional contribution to
sentences in which it occurs, but is like the gender of pronouns, which, he assumes, does not contribute to truth
conditions. English users are supposed to follow the convention to use ‘he’ when talking about amale and ‘ she’
when talking about afemale, but one may, he asserts, say truly of awoman, ‘Heistall’. Similarly, oneis supposed to
obey a convention to use present and past when talking about the present and the past, but thisis no part of the
truth conditions of the utterance, taken literally. All the work of semantic temporal reference, Vlach says, isreally
done by adverbial modification. Thisis an interesting suggestion, but certainly swims against the tide! 1t hardly
comports with our intuitive judgements about the truth of utterances using tensed verbs. If one asserts, ‘ John was
elected to the Senate’, but John has not acceded to that august body, one offends not just against usage, but
against the truth.

28. Can we account for tense using a quantifier over events and not times? The difficulty isto anchor reference to
eventsto the time of utterance. The only way we can see how to do thisisto force every utterance to refer to itself,
since each utterance is guaranteed to occur at the time of speech. (Such an approach is sketched in (Higginbotham
1995).) For the past tense, we might treat, e.g., ' John kissed Mary’ as equivalent to ‘[Thereis an event e:
e<u*](Kisses(e,John,Mary)’. Then ‘u*’ would receive the reference axiom: For any speaker s, timet, utteranceu by s
at, ref[st] (‘u*’) = u. It seems counterintuitive, however, to treat every utterance as self-referential. Furthermore, it
seemsintuitively clear that what one saysin uttering, e.g., ‘It will rain this afternoon’, could have been true even if
there had been no utterances. It could not have been true, however, if there had been no times. For these reasons,

we reject this alternative approach.

29. See (Comrie 1985, p. 109) for Russian and see (Ogihara 1996).

30. There are apparent exceptions to thisrule, e.g., reports of certain states which continue into the present, asin ‘I
heard last night that Mary issick’, or the ‘ The Egyptians knew that the earth isround’ (borrowed from (Smith 1978,
p. 66)). Inthiscase, the present tense is interpreted relative to the speaker’ s context rather than that of the event or
state being reported. This seems acceptable only when the verb is factive or averb of indirect discourse. One

cannot say, e.g., ‘| thought that the earth is round’. We suspect that in this case the present tense is used to indicate
that what is being reported was not something the content of which was relativized simply to the time of the reported
event or state, but rather intended to express a state that would extend into some future indefinite time that at least
includesthetime of utterance. ((Abusch 1997) gives adifferent account which makes the appropriateness hinge on
what the speaker believes, but if we wish the reports to be possibly true, the right account should focus on what the
reportee knows, hears, says, etc.; one of Abusch’s examples, ‘ John believed that Mary is pregnant’, we find hard to
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interpret!) A related caseis, ‘| asked him who that lady in thetiarais’. Herethereisthe pull of the demonstrative
construction, interpreted relative to the speaker’ stime, as well as the assumption, forced by the use of the

expression in the nomina modifying the demonstrative, that the lady in question is still wearing atiara. (The example
is borrowed from (Visser 1972, p. 779), arich source of examples from Old to Modern English. Visser notes that the
use of the present in the complement has been common in all periods of the language, though more recently

neglected by grammarians (p. 827). The examples all seem, however, to fit the diagnosis here given. An event or
process definitely located only in the past relative to the time of speech is quite unhappily reported in the present in
the complement, e.g., ‘He said that he istired yesterday’.)

31. Thisterminology is not used consistently in the literature. Sometimesit is used for the semantic phenomenon of
the tense in one clause controlling that in another; sometimesto refer to the syntactic phenomenon of back shifting
of tense markers. We useit herein the latter sense.

32. We are following traditional rules for sequence of tensein reporting indirect discourse and attitude sentences.

No doubt many speakers of English are not so systematic, and tend to use the simple past for both the simultaneous
reading [74] and the past relative to the time of uttering [73]. (Higginbotham 1995) assumes this, as does (Abusch
1997), who offers examples in which reading [ 73] would be forced by the narrative context: ‘ John mostly slept
through the sixties. But Joan later claimed that he was active in the anti-war movement’ (our example). Locating the
saying in the discourse at atime later than the time the mentioned speaker intends to comment on forces an auditor
to interpret indirect the discourse asin [73]. Our usage seems to track the tradition, but, in any case, tense
sequencing rules are not a deep feature of natural languages, though the underlying semantic structures are.

33. Tense sequencing shows up even without an explicit tense marker governing it, asin (Abusch 1997, p. 29):
‘Mary’ s desire to marry a man who resembled her is bizarre'. The past shifting of ‘resemble’ indicates that the desire
islocated prior to the time of utterance. Thistells usthat in its canonical paraphrase, ‘[The x: x was Mary’s desire to
marry aman who resembled her](x is bizarre)’, the appropriate tense for the copulain the restriction on the quantifier
isthe simple past. Thisalso pointsto an account of the acceptability of ‘ The fugitivesare al in jail now’ (borrowed
from (Vlach 1993, p. 259)), which, while perfectly acceptable, might seem odd because prisoners are not fugitives. By
understanding the predicate introduced by ‘fugitives’ in the past tense, this unwelcome conflict is resolved.

34. Asweremarked earlier, there is a clear reason not to interpret the tense in these sentences relative to the
speaker’ s context: this would guarantee that the report is false since the reportee will not say anything in the future
directly about the present time (that has the right structure). We are treating indirect speech as amodel for attitude
sentences. But with attitude sentences, there appears to be a counterexample to our analysis, in a sentence noticed
by Parsons (reported in (Dowty 1982), p. 50):

(i) Oneday John will regret that he is treating me like this.
In (i) the tense of the complement verb ‘istreating’ isindependent of that of the main verb, i.e., it indexesto speaker
time. Loose talk or counterexample? If what one intends to say by (i) istrue, John will one day be disposed to report
himself by, ‘I regret that | treated him like that’. But interpreted relative to their respective contexts, sentences in the
complement clauses do not express the same proposition, being directly about different times. How then could (i),
interpreted as intended, be true? What one intends to convey could have been reported by (ii).

(ii) One day John will regret that he (has) treated me like this.
This getsit just right. We suggest the following account of the use of (i). A speaker, resentful of John, wishesto
emphasize John is mistreating him, and to emphasize its objective wrongness by asserting that John will regret
(someday) his mistreatment of him (his treating him like this). Our speaker could say, ‘ John is treating me like this
and one day he will regret histreating me like this', but this is a mouthful, and in the heat of the moment, out comes a
fusion of the two, natural enough, given that ‘his treating me like this' is the nominalization of ‘he istreating me like
this'. We so interpret him because ‘this’ is used to pick out a current activity of John's, which requires the tense of
‘istreating’ to index to the present and not to the time of John’s regret. We understand what he intends well enough
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though he issues an inaccurate report and violates some (well-grounded) rules of usage.

35. Similar binding phenomena occur between the tense of verbs generally in superordinate and subordinate clauses,
where we find the past shifting of tense as amarker of this binding as well. Consider the contrast between (i) and (ii),

(i) A child was born who would be king.

(ii) A child was born who will be king.
discussed in (Kamp 1971), in which they form part of his motivation for atwo-dimensional tense logic. The effect of
the past shifting is to introduce the same kind of binding relation between the tense of the main verb and the
subordinate clause we find in complement clauses of indirect discourse. Whereasin (ii) the tense of the verb in the
subordinate clause is interpreted relative to the speaker’s context, in (i) it is interpreted relative to the time bound by
the past tense of the main verb. This can be represented as, ‘[Thereisatimet;,: t,<t*][thereisatimet,: t,>t;](achild
is(t,) bornwhois(t,) king)'. ((i) istrue even if a child was born who at some time after the speech act isking,
although, given the availability of (ii), it would be pragmatically misleading to use (i) except when the time of the
child’ s being king precedes the time of speech.) Similarly, the use of the simple past in the superordinate and the
past perfect in the subordinate signals that the tense of the main verb controls that of the subordinate. In‘A
president was elected who had been jailed’, the natural interpretation requires that the event expressed in the
subordinate clause occur prior to the event expressed in the superordinate. It is not clear that we find the same
effect with the simple past in the subordinate clause, however, which, if it followed the pattern of indirect discourse
would index to the same time as the event expressed by the main verb. ‘A president was elected who was jailed’ does
not suggest that the jailing and the election occurred simultaneously; rather, the restriction seems to be that both
occurred prior to the time of utterance. The phenomenon occurs with other tenses. Consider, ‘ John will meet aman
who has been/isiwill be/ king'. In appropriate contexts, we can force readings in which either the tense in the
subordinate clause is independent of the main clause, and indexes to spesker time, or which is controlled by that of
themain clause. Itisclearly useful to have both readings, but lamentable that English, in this asin many other
cases, provides no means of systematic disambiguation. Using back shifting of tense for verbsin subordinate
clauses whose main verbs are in the past can be seen as a half-hearted attempt to disambiguate, which when
employed in discourse and attitude sentences leads regrettably to the difficulties we noted with reporting
unambiguously past speech acts employing the past and present perfect. But thislack of systematicity should not
be too surprising. Natural languages are feral shrubs, untrimmed to the shapes of alogically perfect language.

36.A word may bein order about the implications of our treatment of tense in complement clauses for certain
argument forms given in natural language. So, consider the argument: John thought that Mary loved him, and he

till thinks that; therefore, John thinks that Mary loved him. (The genre we treat here was brought to our attention by
(Richard 1981).) The argument isintuitively valid (relativizing both sentencesto a set of contextual variables), but
what is the function of 'that' in the second conjunct of the first sentence? If it isareferring term, then it cannot be
taken to pick out a proposition referred to in the first conjunct, since the only proposition expressed there is that
expressed by the full sentence, since the complement clause semantically contains variables bound from outside it.
Thus, we must treat it either as something like a pro-sentence, which isto replace by 'Mary loved him, or, if we treat
it asareferring term, it looks asif it must refer to the sentence 'Mary loved him'. In favor of the first alternative,
perhaps, is the naturalness of replacing 'that’ with 'so’. The second alternative, however, could be made to work as
well in a sophisticated sententialist account (see (Ludwig and Ray 1998)).

37. This shows also that modifying our proposal by introducing predicates such as ‘ Past(t)’, ‘ Present(t)’ and
‘Future(t)’, fails to avoid the result. These must be interpreted indexically, and their analysis treats them as
equivalent to ‘<t*’, ‘=t*’ and ‘>t*’. It might be objected that our account rules out the past and future tensed
predicates ‘was the present time’ and ‘will be the present time’. But these are handled by imposing our account of
past and present tense onto our analysis of the present tense predicate. So, for the past tense predicate:

For any speaker s, timet, function f, f satisfiesg, ‘x wasthe present time’ iff [thereisat, <t](f('x’) =t,).
Similarly for the future tense version. No property is attributed in this clause.
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38. The reader may wish to compare our account with (Parsons 1990, chapter 10), who does not analyze the perfect
as atense. Rather, morein the vein of our account of the progressive, Parsons's treats what we call the perfect
tenses as perfect forms of verbs, which are state verbs that express being in the state of having done or been
something (analogous to the structure, subject + tense + have + adjective + noun, asin ‘ John has red hair’), and
which can be in the past, present, or future (‘had’, ‘has', ‘will have’). This has the same effect as our suggestion
below. It is not clear that anything we say rules decisively against this alternative, which could be adopted in the
framework we pursue. On the other hand, we are unpersuaded that etymological considerations show that our
analysisisincorrect: English users employ these constructions perfectly ignorant of their history, and thereis
nothing in their dispositions which would suggest they see a strong analogy with the use of ‘have' in state
attributing sentences such as ‘ John has red hair’. Furthermore, the double quantifier approach interactsin an
intuitively compelling way with adverbial modification of perfectives.

39. See (Dowty 1982, p. 27), who also provides references.
40. See (Reichenbach 1947, pp. 287-298).

41. Inthiswe differ from (Taylor 1977), who treats the present perfect as semantically equivalent to the simple past.
We already noted it cannot be equivalent to the simple past, which requires the event expressed occur strictly in the
past, while the past perfect does not. We also depart from Taylor in taking syntactic structure as a guide to the
semantic structure of the present perfect. Taylor’s paraphrases of the perfect tenses employ demonstratives for
reference times, for which there is no sanction in the original, i.e., to say that, e.g., John had been amajor in the army,
one does not need to have any specific past time in mind relative to which John before that time had been amajor in
the army, athough, of course, one may. Taylor also errsin his treatment of the future perfect in supposing that the
event time must lie strictly in the future. Thisisn't so, as our example in the text shows.

42. An oddity about which adverbials the present perfect will take comfortably is that it does not happily accept
adverbials that specify precisely event time when thetime is clearly in the past, though thisis not so for the past or
future perfect. Although one can say felicitously ‘| have seen her today’, one cannot say, ‘| have seen her

yesterday’. (Thisdataisdiscussed in the useful (Mittwoch 1988, p. 218).) Our account presents no semantic barrier
to this, though it would be pragmatically odd, since given the difference between the present perfect and the past,
when an adverbial definitely locates the event timein the past, using the present perfect will seem pointless.

43. (Reichenbach 1947, p. 294) incorrectly suggests that such modifiers modify the reference time. In ‘John had
arrived on Tuesday, aday before Mary’, it is not reference time but event timethat isin question. Likewisein
Reichenbach’s example, ‘1 had met him yesterday’, ‘yesterday’ does not modify the reference time, but rather the
event time. For we can likewise say, ‘| had met him yesterday, but Mary did not meet him until this morning’. So
when Reichenbach claims that modifiers modify the event time only when the event and reference time coincide, he
ismistaken. Rather, different modifiers should be taken to modify different times, according to their character.

44. Another, though less natural, reading, according to which to say that * John has worked here since 1980’ isto say
that at some time between 1980 and now, John has worked here. It may be that ‘since’ is ambiguous. On the other
hand, it may be that there is a univocal reading that in standard contexts generates the reading we offered in the text.
Three possibilities suggest themselves. First, the sense of ‘since’ is univocally ‘between now and 1980', and it is
usually understood as elliptical for ‘ever since’. Second, ‘=" should be replaced ‘ ¥, in [101]-[103] and the
implication that the period is equal to the whole is pragmatically generated as the most salient period in the
conversational context. Third, the latent sense is generated by the possibility of using ‘since’ in a context in which

an implied numerical quantifier modifiesit, asin answer to, ‘Has John worked here at any time since 1980’, by saying,
‘Y es, he has worked here since 1980". Nothing fundamental hinges on resolving this.
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45.Thisanalysis, together with our treatment of the tenses unembedded, helps explain the peculiar behavior of an
adverb that seems happiest with perfect tenses, namely, ‘aready’. ‘He has aready arrived’ is felicitous enough, but
‘He arrived already’ isodd. Thisis explained by combining the plausible reading of ‘aready’ as conveying that the
event time is before the reference time with our analysis. (We cannot treat it as ‘ before now’ because it does not
always relate event time to the present, asin, ‘ By the time he had arrived, we had already finished dinner’.) We
represent ‘ John has already arrived’ as‘[Thereisat;: t;=t*][thereisat,: t,#t; & t,<t,](John arrives(t,))’.

46. We regret that space constraints prevent us from comparing our account with Reichenbach’s celebrated
discussion (Reichenbach 1947, pp. 287-298). Reichenbach postul ates a speaker, reference, and event time for all
tenses, not just the perfect tenses. While we think Reichenbach’s basic picture is correct for the perfect tenses, he
has not given adequate reasons to postul ate a reference time for the simple tenses.
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