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Introduction

The sense of agency refers to the feeling we have of 
being in control of our deliberate actions. We have it 
when we perform deliberate actions, and we do not 
have it when we generate movements that are not 
deliberate, such as reflexes or twitches. The sense of 
agency is surprisingly fragile; it is not always a reli-
able guide to whether our actions harmonize with our 
intentions. There are a range of conditions in which 
the sense of agency arises when it should not, as 
well as conditions in which it does not arise when it 
should. The main claim of this article is that the oper-
ating systems, apps, and input hardware on our elec-
tronic devices create conditions in which the sense 
of agency is likely to accompany actions that are not 
genuinely intentional. In other words, there are times 
that we feel as if we are in control of our clicks and 
our swipes, when in fact we are not. Rather than being 
in control, we are automatically reacting to stimuli in 
more or less predictable ways. Considering the time 
increasingly spent interacting with our devices (10 h a 
day, not including work, on one estimate1) along with 
the range of real-world actions that we can perform 
using them, my thesis may have implications for the 
future of human autonomy.

Before beginning, I’d like to situate this article in the 
larger context. In her recent book, Shoshana Zuboff [1] 
demonstrates that the overall goal of those with power 
in Silicon Valley is to predict human behavior on a 
large scale by manipulating individual human behavior. 
She calls for mass social change in order to prevent a 
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Abstract  This article makes the case that our digi-
tal devices create illusions of agency. There are times 
when users feel as if they are in control when in fact 
they are merely responding to stimuli on the screen in 
predictable ways. After the introduction, the second 
section of the article offers examples of illusions of 
agency that do not involve human–computer interac-
tion in order to show that such illusions are possible 
and not terribly uncommon. The third and fourth sec-
tions of the article cover relevant work from empiri-
cal psychology, including the cues that are known to 
generate the sense of agency. The fifth section of the 
article shows that our devices are designed to deliver 
precisely those cues. In the sixth section, the argu-
ment is completed with evidence that users frequently 
use their smartphones without the sort of intentional 
supervision involved in genuine agency. This sixth 
section includes the introduction of Digital Environ-
mental Dependency Syndrome (DEDS) as a possible 
way of characterizing extended use of the smartphone 
without genuine agency. In the final section of the 
article, there is a discussion of questions raised by the 
main claim, including suggestions for reducing occur-
rences of illusions of agency through software design.
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scenario in which the general public is being controlled 
by a few corporations wielding tremendous power.

But there is at least one understandable reason why 
someone might not worry about Zuboff’s thesis  and 
instead complacently go along with the status quo. The 
reason is as follows: it does not usually feel to us as if we 
are being manipulated through our devices. The best reply 
to this kind of complacency is a main message of this 
article, the message that subjective feeling is not always a 
reliable guide to the causes of our actions. It is possible to 
feel as if we are in control despite the fact that we are not.

Zuboff makes the case that the theoretical founda-
tion of Silicon Valley’s behavior modification project 
are the behaviorist techniques of B. F. Skinner with 
superficial alterations [1]: chapter  12, [2]. Her mes-
sage is powerful because those techniques, such as 
conditioning and nudging, are effective. Contempo-
rary work in psychology has moved beyond the behav-
iorist paradigm and offers additional insight into the 
causal factors at play during intentional action. This 
recent work, presented below, identifies the conditions 
under which we are most likely to have an illusion of 
agency, to feel control over an action that is automati-
cally triggered by the environment. Screens on mobile 
devices create precisely those conditions.

Here is an outline of the article. In the follow-
ing section, I make the case that the sense of agency 
is fragile by using examples that show illusions of 
agency occurring under both pathological and non-
pathological conditions. These examples raise two 
questions.  The first question is: what are the causal 
mechanisms at play during intentional action? I 
answer this question in  the section below titled "The 
Supervisory-Inhibition Model of Action." The second 
question is: how is the sense of agency generated? I 
answer this question in "Two Mechanisms for Gener-
ating the Sense of Agency" by presenting the two cues 
involved in generating the sense of agency. The first 
cue is predictability and the second cue is fluency. In 
the fifth section of the article I turn to existing guide-
lines for user interface (UI) design. Those guidelines 
explicitly encourage designers to create apps that are 
predictable and fluent, apps that cue for the sense of 
agency. In the sixth section of the article, I present evi-
dence suggesting that many users engage their smart-
phones without the sort of intentional supervision 
required for genuine agency. Such patterns of engage-
ment are likely accompanied by an illusory sense of 
agency. There I introduce the new concept of Digital 

Environmental Dependency Syndrome (DEDS) as 
a possible way of characterizing extended use of 
the smartphone without genuine (but with illusory) 
agency. In the final, the seventh section of the arti-
cle, I offer reasons and strategies for addressing illu-
sions of agency in human–computer interaction. There 
I suggest ways that future research might inform the 
design of apps that reduce the likelihood of illusions 
of agency.

Illusions of Agency

In the preceding section, I made the claim that the 
sense of agency is fragile. Here are some examples of 
scenarios in which the sense of agency does not arise 
as it should. I will begin with the pathological cases 
and then present some of the scenarios that induce 
non-pathological illusions of agency.

Pathological Disorders of Agency

a) Schizophrenia

A common symptom of schizophrenia is to have delu-
sions of control. Patients perform actions, but do not 
have a sense of agency for those actions. As a result, 
they form the false belief that someone or something 
is controlling them [3, 4].

b) Depersonalization Disorder

One symptom of this disorder is a loss of the sense of 
agency for self-generated actions. Unlike schizophren-
ics, individuals suffering from depersonalization do 
not form false beliefs about the causes of their actions. 
That is, they maintain the true belief that they are con-
trolling their own bodily movements, but report losing 
the feeling as if they are in control. They might report 
feeling as if they are a robot or an automaton [5–7].

c) Anarchic Hand Syndrome

This condition involves complex goal-directed actions 
of an upper limb that are not intentional and may even 
conflict with the intentions of the patient. Patients can-
not inhibit these actions and feel no sense of agency 
for them [8, 9].
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d) Utilization Behavior

When objects are presented to patients with this disor-
der, the patients grasp and use the objects, even when 
it is socially inappropriate to do so and even when 
they are explicitly instructed not to do so [10, 11]. For 
example, one patient was presented with one pair of 
eyeglasses after another and put all three pairs on his 
face, one on top of the next. The patients seem to have 
a sense of agency for these actions. When asked why 
they perform the actions that are triggered by objects 
in the environment, they give vague responses, claim-
ing that they believed the examiner wanted them to 
perform those actions: “ʻYou held them out to me, I 
thought I had to use them’” ([11]: 251).

e) Imitation Behavior

This disorder is similar to Utilization Behavior in that 
patients seem to reply automatically to a feature of 
the environment. Instead of responding to artifacts, 
patients with Imitation Behavior will imitate the ges-
tures of the examiner. Again, patients seem to have a 
sense of agency. They report thinking that they were 
supposed to imitate [12–14].

f) Environmental Dependency Syndrome

This syndrome describes behavior that occurs when 
Utilization and Imitation behavior combine such that 
the patients spontaneously play a role solicited by 
their environmental context. This syndrome refers to 
complex behavior, while the previous two disorders 
refer to simple actions [13, 14]. For example, when 
presented with medical equipment, one patient started 
playing the role of a physician, taking blood pressure 
and so on. Two patients were brought into a room 
with a buffet and about 20 other people. The patient 
from the higher social background immediately 
started behaving as a guest, while the patient from the 
more modest social background started behaving as a 
hostess. As above, the patients seem to have a sense 
of agency, reporting that they felt a duty to respond as 
they did to the environment. Overall, the behavior of 
these patients seem to be entirely driven by the envi-
ronment, as they exhibit “mental inertia and apathy” 
when not stimulated by environmental affordances 
([13, 14]: 342). In a more recent case study, a patient 

was taken to the hospital bar and began to take orders 
for drinks, claiming that he was on a “two-week trial” 
for the job of bartender. The same patient claimed 
(falsely) to be a chef in charge of preparing special 
dishes for patients when taken to the hospital kitchen 
[73].

The final three disorders listed above are all associ-
ated with frontal lobe damage. Among the pathologi-
cal cases, they are perhaps the most relevant for the 
topic of this article. One main goal here is to raise 
the serious possibility that our electronic devices 
can cause a kind of Digital Environmental Depend-
ency Syndrome (DEDS). I will return to this possi-
bility in "No Supervision"  and "Consequences and 
Solutions" below.

Non‑pathological Illusions of Agency

a) Ideomotor Actions

In the nineteenth century, there was great interest in a 
variety of purportedly supernatural phenomena such 
as table turning, divination using a rod (also known 
as dowsing), and planchette writing (as in a Ouija 
board). William  Carpenter [15, 16] introduced the 
ideomotor theory of action as a naturalistic explana-
tion for these phenomena. According to this theory, 
merely thinking about an action can cause one to per-
form it. If the conditions are right (such as during a 
Ouija board séance), we can perform actions without 
having a sense of agency for those actions. Ideomotor 
actions have been observed under experimental con-
ditions [17, 18], references and discussion found in 
([19]: chapter 4).

b) Developmental Illusions of Agency

A number of different experiments have found that 
children under the age of 5 can have difficulty distin-
guishing whether or not the actions that they perform 
are intentional. Children of 3 and 4  years claim that 
they have acted intentionally for reflex movements and 
for passive movements in which the arm is moved by 
the experimenter [20–22]. Another study gave 4 year 
old children the task of distinguishing voluntary from 
involuntary action in a video. The children responded 
incorrectly that all of the actions were voluntary [23].
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c) The “I Spy” Scenario

This classic experiment involves a square wooden 
board attached to the top of a computer mouse. The 
subject and a confederate place their hands on the 
board, as one does with the planchette of a Ouija 
board, in order to control the cursor on a screen vis-
ible next to them. The screen has images of lots of 
small objects and both participants are instructed to 
move the cursor and then stop it on an object after a 
short interval. Both the subject and the confederate 
wear headphones through which the subject hears 
music and some words. The subject thinks that the 
confederate also hears music and words, but in fact 
the confederate only hears instructions from the 
experimenter. These conditions generate an illusion 
of agency in the subject by playing words through the 
headphones of the subject shortly before the confed-
erate stops the cursor on the object whose name the 
subject hears. For example, the subject may hear the 
word “swan” right before the confederate stops the 
cursor on the swan. Subjects falsely report that stop-
ping the cursor on the image of a swan was what they 
intended even though the location of the stop was 
determined by the confederate [24].

d) Human Error

In his fascinating study on the varieties of human 
error, James Reason identifies a kind of error that 
he refers to as “double-capture slips” ([25]: 68–71). 
These errors involve “double” capture because atten-
tional resources are captured as well as automatic 
motor responses. Attentional resources are captured 
by an internal thought or external distraction while 
motor responses are captured by environmental affor-
dances. Attentional supervision fails to inhibit auto-
matic motor response. Here are some examples that 
Reason takes from diary studies:

“We now have two fridges in our kitchen, and 
yesterday we moved our food from one to the 
other. This morning, I repeatedly opened the 
fridge that we used to have our food in.”
“I intended to stop on the way to work to buy 
some shoes, but ‘woke up’ to find that I had 
driven right past.”
“I meant to take off my shoes, but took off my 
socks as well.”

“I was putting cutlery away in the drawer when 
my wife asked me to leave it out, as she wanted 
to use it. I heard her, but continued to put the 
cutlery away.” ([25]: 70)

These examples demonstrate that non-pathological 
(though erroneous) behavior can sometimes be driven 
entirely by environmental affordances, just as in path-
ological cases of utilization behavior. Since no one 
reported feelings of being externally controlled during 
the error, the sense of agency seems to be present in 
each of these cases even while the agent is not doing 
what he or she intends to do. Thus, these everyday 
cases of error provide additional examples of the illu-
sion of agency. Since many readers can relate to these 
examples, we might note that the illusion of agency 
is not a rare occurrence. Also note that these exam-
ples fit especially well with the supervisory-inhibition 
model of action covered in the following section.

The examples listed above all suggest that the 
sense of agency is not always a reliable guide to the 
causes behind an action. We can perform actions for 
which we feel no sense of agency (Schizophrenia, 
Depersonalization, Anarchic Hand Syndrome, ideo-
motor actions). Also, we can feel a sense of agency 
for actions that we do not perform deliberately (devel-
opmental illusions), for actions that we do not per-
form at all (“I Spy”), and for actions that are automat-
ically triggered by the environment (Utilization and 
Imitation Behavior, and human error). The discrep-
ancy between the sense of agency and the causes of 
action lead to two distinct questions in the empirical 
psychology of action. First, what are the causal mech-
anisms at play during intentional action? This ques-
tion arises because we can no longer naively assume 
that actions are simply caused by the agent’s inten-
tions. Second, how is the sense of agency generated? 
I will address the first question in "The Supervisory-
Inhibition Model of Action" and then turn to the sec-
ond question in "Two Mechanisms for Generating the 
Sense of Agency."

The Supervisory‑Inhibition Model of Action

Acting in the world requires a delicate balance 
between responding to the affordances of the environ-
ment, on one hand, and striving towards goals that are 
not immediately available, on the other. For example, 
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in the middle of a fast-paced basketball game, the 
skilled player must respond to the dynamics on the 
court, to changing environmental affordances. In con-
trast, when reflecting in solitude on how to resolve a 
complex social conflict among one’s peers, it is ideal 
to turn one’s attention away from the immediate envi-
ronment. This distinction between the temporally 
immediate versus distant objects of intentional action 
is well-known in the philosophical literature on the 
topic [26, 27, 68]. Note that the distinction need not 
rely on highly skillful activity. For example, mundane 
activities such as dusting one’s house or navigating a 
sidewalk can be described as more or less automatic 
responses to the affordances of one’s environment.

In empirical psychology, some of the most influ-
ential models of the causal dynamics of intentional 
action are based upon this distinction. According to 
these models, which I will present below, we bal-
ance immediate environmental affordances against 
long-term goals through the inhibition of action by 
some supervisory mechanism. Perceiving environ-
mental affordances activates the motor routines that 
would enable us to act upon those affordances. See-
ing a teacup activates the motor routine of grasping 
the cup in the normal way. When things are going as 
they should, we are able to inhibit the execution of 
that motor routine if it would be inappropriate or oth-
erwise undesirable to pick up the teacup.

An early version of the supervisory-inhibition model 
can be found in William James, who cites Hermann 
Lotze as an influence. Above, I introduced the explana-
tion of purported supernatural phenomena by appeal to 
ideomotor actions. In his treatment of the will, James 
suggested that ideomotor actions are merely the “nor-
mal process [of acting] stripped of disguise” ([70]: 522). 
What he means here is that the flow of thoughts in our 
mental lives always naturally lead to the corresponding 
action. When thoughts do not lead to the correspond-
ing action, it is because they are inhibited, or, in James’ 
words, there is a “conflicting notion in the mind” (523).

More recent work has followed James’ general theme 
while making adjustments to the model and incorporat-
ing additional empirical evidence. Donald Norman and 
Tim Shallice [29] have developed a supervisory model 
involving motor schema (also see [28]). Motor schemata 
are neural representations that can be selected to control 
action. The basic idea is that perceptual processing can 
“trigger” motor schemata in order to initiate actions in 
a more or less automatic fashion. Thus, our automatic 

actions are driven by what Norman and Shallice call the 
horizontal thread of processing, which runs (roughly) 
from perception, to triggering motor schemata, to action. 
As already mentioned above, not all of our actions are 
automatic in this way. Sometimes we have to resist the 
urge to act upon environmental affordances. This fact 
motivates Norman and Shallice to posit a supervisory 
mechanism based in conscious attention. The role of 
supervisory attention, on their model, is to increase or 
decrease the activation values of competing motor sche-
mata. Conscious attention can be modeled as a vertical 
thread that serves as a sort of gatekeeper for the hori-
zontal thread, enabling the appropriate motor schemata 
to initiate action while inhibiting the inappropriate sche-
mata from doing so (see Fig. 1).

The model by Norman and Shallice can account 
for ideomotor actions in a straightforward manner 
by appropriating the main idea from James. Recall 
that James’ suggestion was that a “conflicting notion 
in the mind” inhibits ideomotor actions from being 
conducted. On the model by Norman and Shallice, 
those conflicting notions are represented by vertical 
conscious supervision of the horizontal processing 
thread. Both models make use of inhibitory supervi-
sion, but a difference is that the more recent models 
regard the mechanism of supervision to be supported 
by activity in the frontal lobes. Norman and Shallice’s 
model is designed to account for an impressive range 
of empirical results, especially behavior associated 
with frontal lobe damage.

Readers are referred to their work for the details, 
but here are two examples. First, recall utilization 
and imitation behavior and the related Environmen-
tal Dependency Syndrome from above. These types 
of disorder are associated with frontal lobe damage 
and seem to involve a deficit in the ability to super-
vise and inhibit motor schemata. A patient sees a tool, 
or a gesture, or a social context, and these percepts 
trigger the relevant motor schemata. Due to the brain 
damage, which compromises the vertical supervisory 
thread, the patient is unable to inhibit the triggered 
actions and thereby behaves in the socially inappro-
priate ways described above.

Another example given above that can be addressed 
by the Norman and Shallice model would be some types 
of human error. Recall the examples of double capture 
errors given above, such as the person who reported 
intending to take off his shoes but takes off his socks as 
well ([25]: 70). On the model under consideration, these 
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errors occur when conscious supervision (the vertical 
thread) fails to supervise adequately the actions that are 
triggered along the horizontal thread. Norman and Shal-
lice explain as follows: “a schema that controls an incor-
rect action could become more strongly activated... than 
the correct schema and capture the effector systems. The 
supervisory system, being directed elsewhere, would 
not immediately monitor this, and a capture error would 
result” ([29]: 12). This explanation fits nicely with the 
evidence that capture errors tend to occur when individu-
als are distracted or preoccupied [25]. The supervisory 
control mechanism is otherwise engaged and thereby 
unable to inhibit the undesirable action. As one might 
expect, frontal lobe damage is strongly associated with 
deficiencies in error correction [30–32], all cited in [29].

In addition to James and Norman and Shallice, 
various iterations of the supervisory inhibition model 
receive approval from other influential contributions 
to the literature. The idea of a supervisory system 
based in the frontal lobes with the function of moni-
toring motor schemata, for example, is adopted in 
Marc Jeannerod’s treatment of the fine-grained neu-
rophysiology of action ([71]: Sect.  5.5). Chris Frith 
et  al. [33] have developed a comparator model of 
action (see below) that appropriates key elements 

from Norman and Shallice. On their view, the super-
visory inhibitory mechanism is associated with inten-
tion formation: “Responses to objects in the environ-
ment are normally inhibited until an intention has 
been developed. The system that develops intentions 
also inhibits inappropriate responses” ([33]: 1783). 
Along with utilization behavior, Frith et  al. model 
aims to account for optic ataxia, anarchic hand, phan-
tom limb, anosognosia, and delusions of control.2

Two Mechanisms for Generating the Sense 
of Agency

Here is a review of the claims that I have introduced 
so far. In the second section of the paper, I made 
the case that the sense of agency is fragile. This fact 

Fig. 1   Norman and Shallice’s model of action involving vertical and horizontal processing threads (from [29])

2  In addition to the models in psychology, there has been atten-
tion to these themes in philosophical work. See the pioneering 
discussion of horizontal vs. vertical modularity in Hurley [34]. 
More recently, the explanation of skillful action in terms of 
motor schemata has been integrated into the mainstream causal 
theory of action, as in Clarke [35].
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immediately raises two questions about the nature of 
intentional action. First, what are the causal mecha-
nisms at play during intentional action? I have 
answered this question in the previous section by 
sketching the received view of action generation in 
psychology and cognitive neuroscience. Accord-
ing to this view, which I have called the supervisory-
inhibition model, perception of the environment auto-
matically triggers motor schemata that control action 
responses. Those responses are supervised and can be 
inhibited by a conscious attentional mechanism that 
seems to rely on functionality in the frontal lobes. Now 
in this section we turn to the second question regarding 
intentional action: how is the sense of agency gener-
ated? This question arises because, as demonstrated  
above, it is not the case that the sense of agency arises 
if and only if the action is genuinely intentional. We 
can have agency for actions that are not intentional and 
we can perform intentional actions without a sense of 
agency. There must be some factor other than genuine 
intention giving rise to the sense of agency.

In fact, several decades of research on the sense 
of agency suggests that there are two different types 
of factors or, more precisely, cues at play in the gen-
eration of the sense of agency. The first type of cue is 
based on a comparison between the predicted sensory 
outcome of an action, on one hand, and the actual 
outcome, on the other. It is known as the compara-
tor model. When there is a sufficient mismatch in the 
comparison between the predicted outcome and the 
actual outcome, there is no accompanying sense of 
agency. The second type of cue has to do with the 
mental states leading up to the action. When action 
selection is fluent, or cognitively effortless, we seem 
to have a greater sense of agency compared to cases 
in which there is disfluency between the preceding 
mental states and the selected action. Here is some of 
the evidence in support of each type of cue.

The comparator model was not initially formulated 
as an account of the sense of agency. Instead, it was 
developed as an account of motor control [36] with 
roots in cybernetics and control theory in engineer-
ing. There are different versions of the model with 
variations in complexity, but here is the basic idea. 
Every time a motor command is issued in order to 
execute an action, there is also at the same time an 
“efference copy” (also called a “corollary discharge”) 
of the motor command generated and sent as input 
to a forward model. The forward model predicts the 

sensory consequences of the action command. This 
prediction brings a number of advantages in motor 
control. One of the most important advantages is that 
the prediction enables the system to make corrective 
adjustments more quickly due to the fact that the for-
ward model generates predictions (thereby detecting 
the need for correction) faster than the sensorimotor 
feedback from the actual movements of the limb.

A classic bit of evidence dates back to Hermann 
von Helmholtz [37] who observed that gently moving 
the position of the eye by using one’s fingers causes a 
visual experience as if the entire visual scene shifts. 
When we move our eyes using ocular muscles, the 
forward model predicts the movement and the visual 
world does not shift. When we move the eye with the 
fingers, there is no such prediction.

A second line of evidence in support of the existence 
of a forward model is the attenuation of self-generated 
tactile sensations. In other words, touching oneself 
tends to generate a weaker subjective sensation than 
being touched by someone else with the same amount 
of force [38, 39]. This phenomenon can be explained by 
appeal to the forward model. The motor command, say, 
to touch the back of one’s left hand with the fingers of 
one’s right hand sends an efference copy of this com-
mand to the forward model. The forward model pre-
dicts the experience of a tactile sensation on the back 
of the left hand and this prediction attenuates the sen-
sation itself because the sensation is expected. When 
someone else touches the back of one’s left hand, there 
is no such prediction by a forward model and the sensa-
tion is surprising; it is not attenuated. This account can 
be used to explain why we cannot tickle ourselves [66]. 
Interestingly, the attenuation of self-generated touch 
does not occur in individuals with symptoms associ-
ated with schizophrenia, a disorder widely thought to 
involve malfunction of the forward model [33, 40]. As 
the theory would predict, schizophrenics are able to 
tickle themselves [67].

The forward model makes sense as an obvious 
cue in the generation of the sense of agency. A match 
between internally predicted movement and actual 
movement is a strong indicator that the movement is 
self-generated. There has been a great deal of empiri-
cal research into the role of the forward model as a 
cue for the sense of agency, with a standard paradigm 
making use of a joystick [41] or finger motion control-
ling the movement of a symbol [42] or a virtual hand 
on a computer screen [43]. The motion on the screen 
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can correspond to the actual motor movement, or it can 
deviate from the subject’s movement in various ways. 
The motion on the screen can be temporally and spa-
tially congruent with the action of the subject, it can 
be systematically spatially distorted by, for instance, 
an angular bias, or there can be some temporal delay. 
Spatial and temporal distortion both reduce the sense 
of agency for actions [44, 45].

The forward model accounts for the sense of 
agency in these cases as follows. The motor com-
mand sent to the muscles to move the joystick (or 
one’s finger) is accompanied by the efference copy 
sent to the forward model which predicts the sen-
sory outcome of the motor movement. The sensory 
outcome is perceived as motion on the screen. When 
the motion on the screen matches the anticipated out-
come, subjects experience a sense of agency. When 
there is incongruency between the anticipated out-
come and the actual outcome on the screen, the sense 
of agency is attenuated. Sufficient incongruency can 
annihilate the sense of agency altogether as indicated 
by the subject’s attributing the cause of the movement 
to another agent [45]. The main conclusion that we 
can draw from the comparator model is that the pre-
dictability of self-generated movements is a strong 
cue for the sense of agency. When actions are predict-
able, there is a match between prediction and action 
and this match underlies the sense of agency.

The comparator model is the best known account of 
the sense of agency, but there is also evidence for another 
type of cue involved. The comparator model provides 
a cue for the sense of agency through proprioceptive 
feedback, which, because it is feedback, must occur ret-
rospectively after the motor movement is executed. The 
other type of cue for the sense of agency occurs prospec-
tively, prior to the motor movement itself. This other 
type of model of agency is known as the action selection 
model [46, 47]. Early support of prospective action selec-
tion cues can be found in Daniel Wegner’s interpretation 
of his “I Spy” experiments [19, 24], mentioned in "Illu-
sions of Agency" above. According to Wegner, the illu-
sion of agency is generated in the “I Spy” scenario due 
to the occurrence of a thought (due to auditory priming) 
prior to the perception of the action effect. In order for 
the thought to cue the sense of agency for the action, the 
thought must have priority, consistency, and exclusivity.3 
Priority means that the thought must occur prior to the 
perceived action. Consistency means that the thought 
must be consistent with the perceived action – the content 

of the thought must correspond with the object of the 
action. Exclusivity means that there should be no other 
apparent causes of the action. By altering experimental 
conditions so that, for example, the priority condition is 
not met due to the timing of the cue relative to the action, 
the illusion of agency is lost [24]: 489.

More recent empirical studies have prompted 
a refinement of these initial ideas about prospec-
tive action selection (see [49], for example). Valé-
rian Chambon, Patrick Haggard, and colleagues 
have developed an action selection model according 
to which fluency or effortlessness of action is a cue 
for the sense of agency (see [50] for a review). The 
concept of fluency in cognition is a relatively new 
and promising area of research in cognitive neurosci-
ence. Examples of factors determining fluency might 
include the font and contrast of the written word, pho-
netic and grammatical complexity, or the number of 
factors involved in making a decision [51].

Fluency of action selection has been incorporated 
into a number of studies with the use of unconscious 
priming. Here is an example from Wenke et al. [47], 
discussed in Chambon et al. [50]. The subject has the 
task of pressing a left or a right button as instructed 
by the display of an arrow pointing to the left or to 
the right. After the button press, there is a random 
delay and then a color appears on the display. The 
subject is then asked to evaluate the degree of control 
that they feel over the outcome of the color display. 
The fluency or disfluency is generated by an uncon-
scious prime displayed prior to the consciously per-
ceived arrow. On some trials, the subject is shown an 
unconscious prime that is compatible: an arrow that 
points in the same direction as the consciously per-
ceived arrow. On other trials the unconscious prime is 
incompatible: an arrow pointing in the opposite direc-
tion from the consciously perceived arrow. Compat-
ible primes are intended to generate fluency in action 
selection, while incompatible primes are intended to 
generate disfluency. As one might suspect, the feel-
ing of control is higher with compatible primes and 
lower for incompatible primes. Chambon et  al. con-
clude: “Consistently, our findings suggest that people 
may use the fluency (or ease) with which an action is 
selected as a good advance predictor of actual statisti-
cal control over the external environment” ([50]: 7).

3  See Nahmias [48] for a critique of Wegner on this theme.
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In summarizing some of the main empirical 
results on the sense of agency, Chambon et  al. 
make two general points relevant to our purposes 
here. First, they claim that the sense of agency is 
likely generated according to various cues, and 
that “Bayesian models of cue integration might 
be able to encompass these dynamic changes in 
cue weight” (ibid.). Second, they propose that the 
“results overall support the idea that agency is 
the ‘default’ assumption, which is only falsified, 
or reduced, when there is ‘sufficient’ evidence 
against it” (ibid., also see [23] for an early expres-
sion of this idea). I mention these two points here 
in order to illustrate the gap between our intuitive, 
pre-scientific conception of agency, on one hand, 
and the way in which agency is understood in cog-
nitive neuroscience, on the other. While our intui-
tive conception naturally treats agency as a trust-
worthy guide to intentional action, the picture we 
receive here is quite different. On the picture here, 
the mind, or brain, must continuously “decide” 
whether to generate the sense of agency for bodily 
movements based on cues that are weighted proba-
bilistically. Importantly, if Chambon et al. are cor-
rect that the “decision” to generate the sense of 
agency is the default assumption, then it is most 
reasonable to think that it may not be difficult to 
create conditions that generate a false sense of 
agency, to maximize the likelihood of the brain 
making the default assumption. Now I will dem-
onstrate that our electronic devices are designed to 
create those conditions.

Agency by Design

In over two decades of empirical studies, researchers 
have identified two kinds of cues that generate the sense 
of agency: predictability and fluency. In the guidelines 
from both Apple and Microsoft for the design of the 
user interface (UI) for apps, presented below, both com-
panies emphasize that the UI should feature two prop-
erties: predictability and fluency. These two companies 
explicitly advise creators to design apps according to 
the principles that are known to cue the sense of agency.

Here are some of the relevant passages taken from 
the UI design guidelines from the two technology 
giants. Begin with Apple:

An app can make people feel like they’re in con-
trol by keeping interactive elements familiar 
and predictable... (emphasis added)
A consistent app implements familiar standards 
and paradigms by using system-provided inter-
face elements, well-known icons, standard text 
styles, and uniform terminology. The app incor-
porates features and behaviors in ways people 
expect.4

In Microsoft’s “Windows Dev Center,” there is an 
article titled “The Fluent Design System for Win-
dows app creators.” Here are some pointers from this 
article:

An experience feels intuitive when it behaves the 
way the user expects it to. By using established 
controls and patterns and taking advantage of 
platform support for accessibility and globaliza-
tion, you create an effortless experience…
Fluent experiences use controls and patterns 
consistently, so they behave in ways the user has 
learned to expect.5

Throughout the guidelines for both companies, the 
recurring terms describing a well-designed UI include: 
predictable, expected, familiar, fluent, effortless, and 
intuitive. These are all different ways of describing 
the features that cue for the sense of agency. It is no 
secret: our devices are designed to make us feel as if 
we are in control.

To be clear, I am not suggesting that these strate-
gies are formulated by malicious managers with the 
deliberate intention of creating an illusion of agency. 
In defense of these two corporations, there are other 
justifications for these design features apart from 
cueing the sense of agency, such as, most obviously, 
user satisfaction. Nobody likes to use an annoying 
app. But even without a mens rea in Silicon Valley, 
the outcome remains the same: the design features 
on apps today maximize the likelihood that users will 
feel a sense of agency while engaged with the device.

4  Both quotations were accessed on March 13, 2020 at https://​
devel​oper.​apple.​com/​design/​human-​inter​face-​guide​lines/​ios/​
overv​iew/​themes/
5  https://​docs.​micro​soft.​com/​en-​us/​windo​ws/​apps/​fluent-​
design-​system Accessed on March 13, 2020.
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These design features are embraced by Apple and 
Microsoft but they are also well-established in the 
educational literature on human–computer interac-
tion, where the empowerment of the human user is 
more of an explicit commitment. For example, one 
college textbook on UI design lists eight golden rules. 
The seventh rule is that the UI should “support an 
internal locus of control” because users “strongly 
desire the sense that they are in charge of the sys-
tem” [52]. In a recent article on the sense of agency 
in the human–computer interface, this rule is cited 
with approval as the authors suggest that the incor-
poration of techniques from cognitive neuroscience 
“will encourage the HCI researcher to consider the 
sense of agency as a quantifiable experience in future 
research” ([53]: 1). These authors focus on the impor-
tant question of maintaining feelings of user respon-
sibility by the use of cues that generate the sense 
of agency. Along with user responsibility, future 
research might also address closely related questions 
about the illusion of agency in the human–computer 
interface, as I indicate below in "Consequences and 
Solutions".

No Supervision

Let us now bring together the various points made 
so far. Awareness of the device in one’s personal 
space automatically triggers various schemata along 
the horizontal stream that are involved with using 
the device (see  The Supervisory-Inhibition Model 
of Action). When those schemata activate the motor 
routine, we engage with our device and are presented 
with affordances in the digital environment that con-
tinue to trigger motor responses. The device can 
deliver pleasing stimuli from cyberspace without any 
particular intention from the user, which means that 
we can have sustained engagement without any need 
of intentional supervision from the vertical thread. 
Since the sense of agency is fragile (see Illusions 
of Agency) and the device is designed to generate 
cues for the sense of agency (see  Two Mechanisms 
for Generating the Sense of Agency  and Agency by 
Design), this sort of engagement is accompanied by 
an illusory sense of agency.

Importantly, the scenario that I have just sketched 
is one in which there is no intentional supervision. 
Thus, my suggestion is that our sense of agency is 

likely to be illusory when we engage our devices 
without a particular intention or goal, or, in terms of 
the Norman and Shallice model, without supervision 
from the vertical thread. To be clear, there are surely 
many instances of engagement with our devices that 
do involve particular intentions. One might engage 
with one’s phone only in order to access some par-
ticular bit of information, such as the weather fore-
cast, and then disengage once the information is 
obtained. There is no reason to suspect an illusion of 
agency in those cases. But the risk of illusory agency 
does arise in the times that we engage without spe-
cific intentions. In those times, our actions may be 
driven largely by the device yet still accompanied by 
a sense of agency. In this section of the article, I will 
present some of the research suggesting that users 
engage their devices quite frequently without par-
ticular intentions or goals, without vertical supervi-
sion. This research indicates that the conditions for 
the occurrence of an illusory sense of agency are not 
uncommon.

Most of the evidence that we have about the moti-
vations for engaging with mobile devices have come 
from self-report using questionnaires. These ques-
tionnaires tend to focus on problematic or addic-
tive use of the smartphone, but there is currently no 
consensus definition for such use in the literature 
– a recent review found 78 different scales that have 
been used to identify problematic use over the past 
13  years [54]. Despite methodological differences, 
a clear result that emerges across the studies is that 
users most often do not engage their devices with par-
ticular goals in mind.

The most common reason given for heavy use of 
smartphones is to engage the device in hope of some 
sort of emotional gain [55]. The emotional gain typi-
cally takes the form of alleviating states with negative 
valence such as fear of missing out or FoMO [56–58], 
boredom [59], or loneliness [56]. One study found 
escapism to be a main motivation for problematic 
use [60]. Another common way of using the smart-
phone without any particular intention is found in the 
practice of “phubbing,” which is “the act of snubbing 
others in social interactions and instead focusing on 
one’s smartphone” [69]. In all of these cases, the rea-
son given for using the device is not to achieve some 
particular goal in the particular way that one uses the 
device. Instead, the reason is to change or alleviate or 
avoid some undesirable state in real life, as it were. 
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Since there is no specific goal in using the device, just 
the general goals listed above that can be met in any 
number of ways, there seems to be little requirement 
for intentional supervision.

One shortcoming of standard methodologies 
such as the self-report questionnaire is that they lack 
insight into the user’s context when engaging the 
device, into what the user may have been doing prior 
to and during engagement. Heitmayer and Lahlou 
[61] have deployed a method of Subjective Evidence-
Based Ethnography (SEBE) in order to overcome this 
shortcoming as well as to gain additional detail from 
the participants about their intentions. This approach 
involves collecting first-person video of user engage-
ment with the device in their daily lives through a 
small camera mounted on eyeglasses. The partici-
pants are interviewed about their engagement based 
on the video and the interview is followed by quali-
tative analysis of the data. In their study, Heitmayer 
and Lahlou found participants to be surprised at the 
frequency with which they pick up their phones. 
Importantly for our purposes here, they also found 
that users engaged with their phones out of habit and 
not with specific intentions in mind.

Heitmayer and Lahlou summarize a main finding 
a follows:

Overall, picking up the phone seems to be 
widely automatic and habitualized, with partici-
pants often ending up with their phone in hand 
without intending to do so, or longer than they 
had originally intended. In this context, all but 
two of our [37] participants mentioned that they 
felt they spent too much time on their phones. 
([61]: 5)

This summary is based upon three findings. First, par-
ticipants demonstrate habitual engagement with their 
devices, with one participant reporting that grabbing the 
smartphone feels as automatic as covering one’s mouth 
when coughing (ibid.). Second, even when participants 
do have a specific intention in engaging with the phone, 
most of the time they end up disregarding or even forget-
ting this original intention. Instead, the participants find 
themselves caught “in a loop” in which they spend much 
more time engaged than originally intended. As one par-
ticipant reports:

Probably wanted to check the weather or some-
thing like this and I usually go on Instagram or 

Facebook. I pick it up for something, then I for-
get what I wanted to do and check all the things, 
my routine, and then I remember, ah yeah, I 
wanted to check the weather. (ibid.)

This report suggests a lack of intentional supervision 
by the participant. The third finding is that nearly 
all of the participants exhibited “fidgeting” behavior 
with their phones such as opening and closing apps 
without any reason at all. Some reported “that fidget-
ing with apps on the touchscreen felt relaxing or ther-
apeutic” (ibid.). Taken together, these three results 
all reveal patterns of engagement with smartphones 
that lack specific intentions, and that therefore lack 
inhibitory supervision from the vertical thread.6 Such 
patterns of behavior fit well with the claim that our 
devices have been intentionally designed to reinforce 
continuous repeated engagement [63]. The long-term 
repeated engagement found by Heitmayer and Lahlou 
is especially concerning for illusions of agency in 
light of evidence that features of the sense of agency 
can be transferred from voluntary actions to involun-
tary movements through associative learning [64].

The suggestion that there is a lack of inhibitory 
control in excessive smartphone users also finds sup-
port from evidence at the neurophysiological level. 
Chen et  al. (72) recorded event-related potential 
(ERP) in subjects during a Go/NoGo task. The task 
requires the inhibition of actions (pressing a button) 
in response to visual cues. They found that subjects 
who used smartphones excessively showed a neural 
response during this task that suggests “general defi-
cits in the early stage of inhibitory control” ([72]: 6).

Consider the sorts of behavior described here 
in comparison with Environmental Depend-
ency Syndrome, encountered above in "Illu-
sions of Agency."  Patients with Environmental 

6  It is important to note the possible difference in time scale 
when making comparisons between first-person reports, on one 
hand, and the experimental evidence on the sense of agency, 
on the other. First-person reporting on reasons for one’s own 
behavior of the sort discussed here may be formulated, at least 
in part, on the basis of long-term personal narrative [62]. In 
contrast, many of the experiments cited above in "Two Mecha-
nisms for Generating the Sense of Agency"  focus on smaller 
time scales of seconds or less. Future experimental work on 
the sense of agency under ecologically valid conditions, per-
haps with the help of immersive technology, may offer ways 
to bridge this temporal gap. I thank an anonymous referee for 
raising this concern.
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Dependency Syndrome are unable to form inten-
tions due to frontal lobe damage and they act 
without attentional supervision from the vertical 
thread. The patients lack genuine agency because 
they lack the ability to form intentions that depart 
from the affordances of their immediate environ-
ment. Perhaps we might conceptualize the pat-
terns of habitual unsupervised smartphone use 
that have been presented here as a form of Digital 
Environmental Dependency Syndrome (DEDS). 
When we engage devices without the sorts of 
intentions that can inhibit acting upon affordances, 
then our swipes and clicks are merely reactions to 
the digital environment. Without the right sort of 
intentions, such behavior is not genuine agency, 
although it is nonetheless accompanied by the 
sense of agency.

Consequences and Solutions

I have made the case that illusory agency is not an 
uncommon occurrence for at least some subset of 
the billions of smartphone users on the planet today. 
Now I will conclude the article with two questions 
that are raised by my claim. I will offer initial answers 
to these questions but must leave a full discussion for 
future work.

The first question is: so what? Why should anyone 
care about illusory agency during smartphone use? 
Someone inclined not to care about this result might 
point out that users often have the general intention of 
engaging with their devices with no particular inten-
tion, of “mindlessly scrolling” deliberately as a form 
of recreation. Perhaps we just enjoy having the illu-
sion of agency that smartphones offer and what is the 
problem with that?

While acknowledging the value of personal lib-
erty to engage the device “mindlessly,” there are 
strong reasons to care about this phenomenon, 
reasons that arise out of a consideration of the 
possible consequences of widespread illusions 
of agency as well as the threat to human dignity 
raised by the illusion itself. Begin by considering 
the consequences. Recall the case made by Zuboff 
[1] that we are being deliberately manipulated 
through our devices. With illusions of agency, that 
manipulation is even more dangerous because the 
illusion masks the extent of external control. If we 

combine Zuboff’s claims with the argument of this 
article, then we have a situation in which a large 
subset of the billions of smartphone users on the 
planet are being actively manipulated with preci-
sion while retaining the feeling as if they are in 
complete control. A first step in resisting manipu-
lation is to realize that one is the target of manipu-
lation. Illusions of agency can prevent users from 
having that realization. The consequence of such 
a scenario is a decreased ability for users to resist 
the various behavioral modification projects tar-
geting them on a massive scale – projects that 
might range from nudges towards purchasing a 
sandwich to nudges towards taking up arms.

In addition to the behavioral consequences of 
widespread illusions of agency, one might also raise 
a concern by appealing to the dignity and well-being 
of the user. Sustained illusions of agency prevent per-
sonal growth and self-knowledge. A consequence of 
behavioral manipulation might be that one is being 
used as a puppet, but illusions of agency add the 
additional trouble that one is incapable of realizing 
that one is being used as a puppet. The illusion itself 
undermines the human project of self-understanding, 
a project that ought to be facilitated, not impaired.

The second question that arises from my main 
thesis is as follows: what should we do about it? 
There are at least three different domains in which 
we might respond to the likelihood of illusions of 
agency in human–computer interaction: research, 
education, and regulation. Let us start with 
research. The case that I have made here raises 
three general groups of questions that can and 
should be investigated through empirical research. 
Such investigation may open a path to developing 
software applications that mitigate against illu-
sions of agency. A first group of questions have to 
do with detecting occurrences of the illusion. For 
instance, apart from a first-person report about a 
lack of intention, are there measures that reveal 
the user to be experiencing an illusion of agency? 
That is, are there measures that correlate strongly 
with self-reports of lack of supervisory inhibition 
while experiencing a sense of agency? Candidates 
here might be the types of apps being used and 
the duration of their use, the length of the ses-
sion during which the user is engaged with the 
device, or perhaps even the fine details of the fin-
ger motions that serve as input. Biomarkers such 
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as eye-tracking, electroencephalogram (EEG), and 
functional near-infrared spectroscopy (fNIRS) 
may be useful as well. This line of research might 
offer a way to estimate the prevalence of illusions 
of agency among users. The research may also 
support design of an app to detect that the user is 
likely to be suffering an illusion of agency. Such 
an app could notify users of this likelihood when 
it occurs and perhaps nudge them to consider their 
intention while engaging the device. Parents could 
set this app to suspend the device when children 
are experiencing illusions of agency.

A second group of questions for research has to 
do with the actions that users perform while under 
the illusion of agency. Without intentional supervi-
sion, do users tend to engage mostly in more “pas-
sive” activities such as consuming news or informa-
tion from social media? Or, alternatively, are there 
instances of more active engagement such as making 
a significant purchase or (re-)posting some message 
with social impact? In connection with the article by 
Limerick et  al. [53] cited above, do we find a lower 
sense of responsibility for actions performed while 
experiencing the illusion compared against actions 
performed under clear and conscious supervisory 
inhibition? This line of research will be important in 
order to gauge the extent to which illusions of agency 
pose a threat to human autonomy.

A third group of questions surrounds the newly 
proposed Digital Environmental Dependency Syn-
drome (DEDS). Is it fruitful to characterize the use 
habits of some individuals as exhibiting this syn-
drome? If so, is it a chronic condition for specific 
individuals or does DEDS perhaps manifest tran-
siently across the general population? Are there fac-
tors (emotional, environmental, choice of hardware 
or software) that place individuals at higher risk for 
DEDS? If we can identify chronic cases of DEDS, 
what are some initial strategies for treatment?

In conjunction with responses that involve 
further research, the second domain in which 
one might respond to the illusions of agency in 
human–computer interaction is education, both 
for the general public and in educational settings. 
One important message for the general public is 
that illusions of agency are possible and are likely 

to be generated by smartphones in virtue of the 
ways in which apps are designed. In the context of 
formal education, it will be important to teach stu-
dents about the possibility of illusions of agency 
in technology and to equip them with the skills to 
avoid it. Students should learn that engaging with 
their devices without clear intentions may give the 
control of their actions over to the device. 

The third domain in which one might respond to 
the claim of this article is through state regulation. 
Of course, the tension between regulation and 
technological innovation is currently a large, con-
troversial, and important topic of discussion [65]. 
While I will not engage with this discussion here, 
I do suggest that illusions of agency should be 
included for consideration in the regulatory con-
text of existing technology, such as smartphones, 
as well as emerging technology, such as immer-
sive social virtual worlds. Technology regulators, 
leaders, and activists – indeed, all of us – should 
reflect upon the likelihood that a large swath of the 
human population today may be suffering system-
atic illusions about the locus of control for their 
own actions during much of their waking lives.

Acknowledgements  An early version of this article was pre-
sented to the University of the Pacific Humanities Center Col-
loquium Series. I thank the audience for helpful comments, 
especially Macelle Mahala and Lou Matz. I also thank two 
anonymous referees for their helpful suggestions.

Declarations 

Conflicts of Interest  The author declares that this work was 
conducted in the absence of any commercial or financial relation-
ships that could be construed as a potential conflict of interest.

Open Access  This article is licensed under a Creative Com-
mons Attribution 4.0 International License, which permits 
use, sharing, adaptation, distribution and reproduction in any 
medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Crea-
tive Commons licence, and indicate if changes were made. The 
images or other third party material in this article are included 
in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not 
included in the article’s Creative Commons licence and your 
intended use is not permitted by statutory regulation or exceeds 
the permitted use, you will need to obtain permission directly 
from the copyright holder. To view a copy of this licence, visit 
http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Neuroethics (2022) 15: 16 Page 13 of 15 16

http://creativecommons.org/licenses/by/4.0/


	

1 3
Vol:. (1234567890)

References

	 1.	 Zuboff, S. 2019. The Age of Surveillance Capitalism. New 
York, NY: Public Affairs.

	 2.	 Pentland, A. 2014. Social Physics. New York: Penguin 
Press.

	 3.	 Frith, C. 2005. The self in action: Lessons from delusions 
of control. Consciousness and Cognition 4 (4): 752–770.

	 4.	 Haggard, P., F. Martin, M. Taylor-Clarke, M. Jeannerod, 
and N. Franck. 2003. Awareness of action in schizophre-
nia. NeuroReport 14: 1081–1085.

	 5.	 Sierra, M. 2009.  Depersonalization: A New Look at a 
Neglected Syndrome. Cambridge University Press.

	 6.	 Sierra, M., and G.E. Berrios. 2001. The phenomenological sta-
bility of depersonalization: Comparing the old with the new. 
Journal of Nervous and Mental Diseases 189: 629–636.

	 7.	 Simeon, D., and J. Abugel. 2006. Feeling Unreal: Deper-
sonalization Disorder and the Loss of the Self. Oxford Uni-
versity Press.

	 8.	 Marchetti, C., and S. Della Salla. 1998. Disentangling the alien 
and anarchic hand. Cognitive Neuropsychiatry 3: 191–207.

	 9.	 Murdoch, M., J. Hill, and M. Barber. 2021. Strangled by Dr 
Strangelove? Anarchic hand following a posterior cer-
ebral artery territory ischemic stroke. Age and Ageing 50: 
263–264.

	10.	 Besnard, J., P. Allain, G. Aubin, F. Osiurak, V. Chauviré, 
F. Etcharry-Bouyx, and D. Le Gall. 2010. Utilization 
behavior: Clinical and theoretical approaches. Journal of 
the International Neurophysiological Society 16: 453–462.

	11.	 Lhermitte, F. 1983. Utilization behavior and its relation to 
lesions of the frontal lobes. Brain 106: 237–255.

	12.	 De Renzi, E., F. Cavalleri, and S. Facchini. 1996. Imita-
tion and utilisation behavior. Journal of Neurology, Neu-
rosurgery, and Psychiatry 61: 396–400.

	13.	 Lhermitte, F. 1986.  Human Autonomy and the Frontal 
Lobes. Part II: Patient Behavior in Complex Social Situa-
tions: The “Environmental Dependency Syndrome” Annals 
of Neurology 19:335–343.

	14.	 Lhermitte, F., Pillon B., Serdaru, M. 1986. Human auton-
omy and the frontal lobes. Part I: Imitation and utiliza-
tion behavior: A neuropsychological study of 75 patients. 
Annals of Neurology 19(4):326–334.

	15.	 Carpenter, W. 1852. On the Influence of Suggestion in 
Modifying and directing Muscular Movement, indepen-
dently of Volition. Proceedings of the Royal Institution of 
Great Britain 147–153.

	16.	 Carpenter, W. 1874/2009.  Principles of Mental Physiol-
ogy. Cambridge University Press.

	17.	 Jastrow, J., and J. West. 1892. A study of involun-
tary movements. American Journal of Psychology 4: 
398–407.

	18.	 Tucker, M.A. 1897. Comparative observation on the invol-
untary movements of adults and children. American Jour-
nal of Psychology. 8 (3): 394–404.

	19.	 Wegner, D. 2002. The Illusion of Conscious Will. Cam-
bridge, MA: MIT Press.

	20.	 Lang, B., and J. Perner. 2002. Understanding of intention 
and false belief and the development of self-control. Brit-
ish Journal of Developmental Psychology 20: 67–76.

	21.	 Montgomery, D., and M. Lightner. 2004. Children’s devel-
oping understanding of differences between their own 
intentional action and passive movement. British Journal 
of Developmental Psychology 22 (3): 417–438.

	22.	 Schultz, T.R., D. Wells, and M. Sarda. 1980. The devel-
opment of the ability to distinguish intended actions from 
mistakes, reflexes and passive movements. British Journal 
of the Society of Clinical Psychology 19: 301–310.

	23.	 Smith, M.C. 1978. Cognizing the behavior stream: The recog-
nition of intentional action. Child Development 49: 736–743.

	24.	 Wegner, D., and T. Wheatley. 1999. Apparent Mental Cau-
sation: Sources of the Experience of Will. American Psy-
chologist 54 (7): 480–492.

	25.	 Reason, J.T. 1990. Human Error. Cambridge University Press.
	26.	 Searle, J. 1983. Intentionality. Cambridge University Press.
	27.	 Pacherie, E. 2008. The phenomenology of action: A con-

ceptual framework. Cognition 107 (1): 179–217.
	28.	 Shallice, T. 1988. From Neuropsychology to Mental Struc-

ture. Cambridge University Press.
	29.	 Norman, D., and T. Shallice. 1986.  Attention to Action: 

Willed and Automatic Control of Behavior. In R. J. Davidson 
et al. (eds.) Consciousness and Self-Regulation 4. New York: 
Springer.

	30.	 Luria, A.R. 1966. Higher cortical functions in man. Lon-
don: Tavistock.

	31.	 Milner, B. 1964.  Some effects of frontal lobectomy in 
man. In J. M. Warren and K. Akert (Eds.), The frontal 
granular cortex and behavior. New York: McGraw-Hill.

	32.	 Nelson, H. 1976. A modified card sorting test sensitive to 
frontal lobe defects. Cortex 12: 313–324.

	33.	 Frith, C., S.J. Blakemore, and D. Wolpert. 2000. Explaining 
the symptoms of schizophrenia: Abnormalities in the aware-
ness of action. Brain Research Reviews 31 (2–3): 357–363.

	34.	 Hurley, S. 1998. Consciousness in Action. Harvard Univer-
sity Press.

	35.	 Clarke, R. 2010. Skilled Activity and the Causal Theory 
of Action. Philosophy and Phenomenological Research 80 
(3): 525–550.

	36.	 Wolpert, D., Z. Ghahramani, and M. Jordan. 1995. An 
internal model for sensorimotor integration. Science 269 
(5232): 1880–1882.

	37.	 von Helmholtz, H. 1886. Handbuch der Physiologischen 
Optik. Leipzig: Voss.

	38.	 Blakemore, S.J., C. Frith, and D. Wolpert. 1999. Spatiotem-
poral prediction modulates the perception of self-produced 
stimuli. Journal of Cognitive Neuroscience 11: 551–559.

	39.	 Weiskrantz, L., J. Elliot, and C. Darlington. 1971. Pre-
liminary observations of tickling oneself. Nature 230: 
598–599.

	40.	 Feinberg, I. 1978. Efference copy and corollary discharge: 
Implications for thinking and its disorders. Schizophrenia 
Bulletin 4: 636–640.

	41.	 Farrer, C., and C. Frith. 2002. Experiencing oneself vs. 
another person as being the cause of an action: The neu-
ral correlates of the experience of agency. NeuroImage 15: 
596–603.

	42.	 Balslev, D., J. Cole, and R. Miall. 2007. Proprioception 
contributes to the sense of agency during visual obser-
vation of hand movements: Evidence from temporal 

 Neuroethics (2022) 15: 16Page 14 of 1516



1 3
Vol.: (0123456789)

judgments of action. Journal of Cognitive Neuroscience 
19 (9): 1535–1541.

	43.	 MacDonald, P., and T. Paus. 2003. The role of parietal 
cortex in awareness of self-generated movements: A 
transcranial magnetic stimulation study. Cerebral Cortex 
13 (9): 962–967.

	44.	 David, N., Stenzel, A., Schneider, T., Engel, A. 2011.  The 
feeling of agency: empirical indicators for pre-reflective level 
of action awareness. Frontiers in Psychology 2(149). https://​
doi.​org/​10.​3389/​fpsyg.​2011.​00149

	45.	 Farrer, C., M. Bouchereau, M. Jeannerod, and N. 
Franck. 2008. Effect of distorted visual feedback on the 
sense of agency. Behavioral Neurology 19 (1–2): 53–57.

	46.	 Haggard, P., and V. Chambon. 2012. Sense of agency. 
Current Biology 22: R390–R392.

	47.	 Wenke, D., S. Fleming, and P. Haggard. 2010. Sublimi-
nal priming of actions influences sense of control over 
effects of action. Cognition 115: 26–38.

	48.	 Nahmias, E. 2005. Agency, authorship, and illusion. Con-
sciousness and Cognition 14: 771–785.

	49.	 Jensen, M., E. Vagnoni, M. Overgaard, and P. Haggard. 
2014. Experience of action depends on intention, not body 
movement: An experiment on memory for mens rea. Neu-
ropsychologia 55: 122–127.

	50.	 Chambon, V., Sidarus, N., Haggard, P. 2014. From action 
intentions to action effects: how does the sense of agency 
come about? Frontiers in Human Neuroscience 8(320).

	51.	 Oppenheimer, D. 2008. The secret life of fluency. Trends 
in Cognitive Science 12: 237–241.

	52.	 Shneiderman, B., et  al. 2016.  Designing the User Inter-
face: Strategies for Effective Human-Computer Interaction, 
6th ed. Pearson.

	53.	 Limerick, H., D. Coyle, and J. Moore. 2014. The experi-
ence of agency in human-computer interactions: A review. 
Frontiers in Human Neuroscience 8: 1–8.

	54.	 Harris, B., Regan, T., Schueler, J., Fields, S. 2020. Prob-
lematic Mobile Phone and Smartphone Use Scales: A 
Systematic Review. Frontiers in Psychology 11(672).

	55.	 Zhitomirsky-Geffet, M., and M. Blau. 2016. Cross-generational 
analysis of predictive factors of addictive behavior in smart-
phone usage. Computers in Human Behavior 64: 682–693.

	56.	 Busch, P., Hausvik, G., Ropstad, O., Pettersen, 
D. 2021. Smartphone usage among older adults. Comput-
ers in Human Behavior 121:106783.

	57.	 Elhai, J., J. Levine, R. Dvorak, and B. Hall. 2016. Fear 
of missing out, need for touch, anxiety and depression 
are related to problematic smartphone use. Computers in 
Human Behavior 63: 509–516.

	58.	 Wolniewicz, C., M. Tiamiyu, J. Weeks, and J. Elhai. 2018. 
Problematic smartphone use and relations with negative 
affect, fear of missing out, and fear of negative and posi-
tive evaluation. Psychiatry Research 262: 618–623.

	59.	 Olufadi, Y. 2015. Gravitating towards mobile phone 
(GoToMP) during lecture periods by students: Why are 
they using it? And how can it be measured? Computers & 
Education 87: 423–436.

	60.	 Wang, J.L., H.Z. Wang, J. Gaskin, and L.H. Wang. 2015. 
The role of stress and motivation in problematic smartphone 
use among college students. Computers in Human Behavior 
53: 181–188.

	61.	 Heitmayer, M., and S. Lahlou. 2021. Why are smartphones 
disruptive? An empirical study of smartphone use in real-
live contexts. Computers in Human Behavior 116:106637.

	62.	 Sie, M., M. Slors, and B. Brink. 2004. Reasons of One’s 
Own. Routledge.

	63.	 Alter, A. 2017.  Irresistible: The Rise of Addictive Tech-
nology and the Business of Keeping Us Hooked. Penguin 
Press.

	64.	 Khalighinejad, N., and P. Haggard. 2016. Extending expe-
riences of voluntary action by association. PNAS 113 (31): 
8867–8872.

	65.	 Reich, R., Sahami, M., Weinstein, J. 2021. System Error: 
Where Big Tech Went Wrong and How We Can Reboot. 
HarperCollins.

	66.	 Blakemore, SJ. Wolpert, D., and C. Frith. 2000. Why can’t 
you tickle yourself? NeuroReport 11 (11): 11–16.

	67.	 Blakemore, S.J., J. Smith, R. Steel, C.E. Johnstone, and 
C.D. Frith. 2000. The perception of self-produced sen-
sory stimuli in patients with auditory hallucinations and 
passivity experiences: Evidence for a breakdown in self-
monitoring. Psychological Medicine 30: 1131–1139.

	68.	 Bratman, M. 1987. Intention, Plans, and Practical Rea-
son. Harvard University Press.

	69.	 Chotpitayasunondh, V., and K. Douglas. 2016. How 
“phubbing” becomes the norm: The antecedents and 
consequences of snubbing via smartphone. Computers in 
Human Behavior 63: 9–18.

	70.	 James, W. 1890/1950. The Principles of Psychology. New 
York: Dover.

	71.	 Jeannerod, M. 1997. The cognitive neuroscience of action. 
Oxford: Blackwell.

	72.	 Chen, J., Liang, Y., Mai, C., Zhong, X., Qu, C. 2016. 
General Deficit in Inhibitory Control of Excessive Smart-
phone Users: Evidence from an Event-Related Potential 
Study. Frontiers in Psychology 7: 1–9.

	73.	 Conchiglia, G., Della Rocca, G., Grossi, D. 2007. On a 
Peculiar Environmental Dependency Syndrome in a Case 
with Frontal-Temporal Damage: Zelig-like Syndrome. 
Neurocase 13:1–5.

Publisher’s Note  Springer Nature remains neutral with regard 
to jurisdictional claims in published maps and institutional 
affiliations.

Neuroethics (2022) 15: 16 Page 15 of 15 16

https://doi.org/10.3389/fpsyg.2011.00149
https://doi.org/10.3389/fpsyg.2011.00149

	The Illusion of Agency in Human–Computer Interaction
	Abstract 
	Introduction
	Illusions of Agency
	Pathological Disorders of Agency
	a) Schizophrenia
	b) Depersonalization Disorder
	c) Anarchic Hand Syndrome
	d) Utilization Behavior
	e) Imitation Behavior
	f) Environmental Dependency Syndrome

	Non-pathological Illusions of Agency
	a) Ideomotor Actions
	b) Developmental Illusions of Agency
	c) The “I Spy” Scenario
	d) Human Error


	The Supervisory-Inhibition Model of Action
	Two Mechanisms for Generating the Sense of Agency
	Agency by Design
	No Supervision
	Consequences and Solutions
	Acknowledgements 
	References


