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Abstract

The possibility of social and technological collapse has been the focus of science fiction tropes for
decades, but more recent focus has been on specific sources of existential and global catastrophic
risk. Because these scenarios are simple to understand and envision, they receive more attention
than risks due to complex interplay of failures, or risks that cannot be clearly specified. In this
paper, we discuss the possibility that complexity of a certain type leads to fragility which can
function as a source of catastrophic or even existential risk. The paper first reviews a hypothesis
by Bostrom about inevitable technological risks, named the vulnerable world hypothesis. This
paper next hypothesizes that fragility may not only be a possible risk, but could be inevitable,
and would therefore be a subclass or example of Bostrom’s vulnerable worlds. After introducing
the titular fragile world hypothesis, the paper details the conditions under which it would be
correct, and presents arguments for why the conditions may in fact may apply. Finally, the
assumptions and potential mitigations of the new hypothesis are contrasted with those Bostrom
suggests.

1 Introduction

The risk of humanity’s possible extinction could take various forms, from diseases to
runaway climate change to asteroid strikes. It is widely agreed that either extinction or
global catastrophic risks leading to most humans dying would be bad, even if the exact
relative importance of avoiding extinction is unclear. [40] It does seem to be the case,
however, that technology or other modern developments are far more likely to cause
human extinction than natural events. [42]

Bostrom has argued that the prevention of potential extinction is a current moral
priority. [5] Because of this, Bostrom has researched potential sources of extinction risk
extensively. Some past technologies are understood to potentially have such devastating
consequences, such as nuclear war. Newer concerns include malicious artificial superin-
telligence, [35] malicious use of biological engineering, [18] and technologies that could
destabilize the international balance that makes the use of nuclear weapons less likely.
[16] In each case, the risks of these technologies are being investigated by an active
research community.



Bostrom recently suggested another possibility, the ” Vulnerable World Hypothesis,”
[6] where a technological advance occurs that will by default lead to extinction. He
suggests that this is concerning, but notes that it is unclear if there are in fact such
technologies in humanity’s future. It is far more clear, however, that there are already
technologies or events which would lead to global catastrophic risks short of extinc-
tion, and it seems implausible that more will not be found. Such events would create
widespread devastation, could at least severely limit humanity’s potential future ad-
vancement, and would at the very least cause tremendous human suffering and death in
the short term. [31, 4]

The class of existential risks addressed in this paper is related to several of the pre-
vious models, especially Bostrom’s vulnerable world hypothesis, but focuses on systemic
risks rather than individual technologies. Systemic risks are those that emerge from
complex system failure, where the failure of a single component leads to systemic knock-
on effects. These are potentially devastating, and we will suggest that they might lead
to an inevitable extinction of the type Bostrom suggests. Not only that, but because
of the way these risks emerge, they seem more difficult to classify or estimate than typ-
ical risks. Tonn and Steifel suggest methods for estimating existential risks which are
primarily suitable for risks that are not systemic or unknown. [45] These methods are
unfortunately appropriate for neither type of systemic risk discussed here, and work on
understanding and estimating these risks is an open and important problem. Still, Baum
suggests that “threats are rarely completely unknown or unquantifiable,” [2] and while
he notes that risk-based analyses are limited, resilience as a paradigm is useful for cases
like this where the risk is underestimated, unknown, or unquantifiable.

Daniel Schmachtenberger suggests that there is a dichotomy of two generating pro-
cesses that can lead to human-induced existential risk. [39] The first, where rivalrous and
uncoordinated actors combined with “exponential technology” lead to either collapse,
or anti-rivalrous solutions, parallels Bostrom’s Vulnerable World Hypothesis scenarios.
The second, where complex systems become increasingly complex and fragile, is the case
discussed in this paper. We will seek to expand on this, and more clearly describe why
these systemic failures are particularly dangerous.

In order to discuss this, the paper first reframes Bostrom’s argument by replacing
the analogy he uses with a more complex but also more complete explanation. This
reframing is used to show how the systemic risk cases discussed in this paper are sim-
ilarly worrying. Following this, the paper presents arguments for why systemic risks
and fragility could make complex sociotechnical systems into fragile worlds, and then
presents an additional sub-hypothesis about such systems which would entail Bostrom’s
vulnerable world hypothesis, focused on path dependence, as will be explained. Finally,
the paper presents a number of ways in which the expanded view of vulnerable worlds
leads to a number of conclusions which are strikingly different from, or even exactly
contrary to, the conclusions Bostrom suggested.



2 Novel Technologies Reframed as an Explore/Exploit tradeoff

Bostrom’s recent ”Vulnerable World Hypothesis” lists several ways in which ”there is
some level of technological development at which civilization almost certainly gets dev-
astated by default, i.e. unless it has exited the ’semi-anarchic default condition.” He
illustrates this with an analogy modeled on a classic type of explanation in probability
theory, that of an urn from which we draw balls. In his analogy, each ball represents a
technological advance, and the balls can be white, black, or any shade of gray — repre-
senting the impact on humanity. Since we do not know what the future of technology
will bring, the distribution of the colors of the balls inside the urn is unknown. He then
discusses four scenarios which posit the existence of a ”black ball” technology drawn
from the urn, which, unlike those found so far with positive effects or mixed effects of
humanity, ”invariably or by default destroys the civilization that invents it.”

Bostrom admits that his analogy to an urn is simplistic, though it is compelling.
However, for our argument it is insufficient. Instead of an urn containing discrete tech-
nologies, the process of scientific discovery that occurs when certain advances pose risks
can be understood with a different parallel from probability theory, one more often used
in machine learning, that of the explore-exploit tradeoff. To explain this, we can con-
sider the multi-armed bandit problem, where a gambler possesses some finite number of
coins, and is faced with a row of slot machines, each of which has a potentially different
payout distribution. For each coin, the gambler is faced with a choice of which machine
to play. A conservative gambler might ”explore” a bit and try a few machines, and
notice a machine that pays out 2:1 just over half the time, and stay there to ”exploit”
the machine, slowly but steadily making money, uninterested in further exploration. A
more adventurous gambler would instead spend more time exploring the other machines,
perhaps seeking a machine that pays out less often, but with a far higher reward. If no
such machine exists, they lose out from their continued exploration - but if there is a
machine they find which pays out, say, 50:1 25% of the time, they will make far more
money.

Explore-exploit tradeoffs are also discussed in somewhat different terms in machine
learning, by analogy to a landscape, rather than an urn or a multi-armed bandit. Here,
imagine a robot, which in our analogy will parallel human civilization, in a potentially
dangerous environment. There are rewards, that is, new technologies, scattered about.
At each stage, the robot can explore in any direction to search the landscape for a
new reward (novel technologies), or focus on places where it knows rewards can be
found. Because the payoffs of future exploration are unknown, optimal decision making
in explore-exploit situations is notoriously hard to analyze. In fact, when the multi-
armed bandit problem was first proposed during World War II, allied analysts suggested
that perhaps the most useful application was to give the problem to the Axis, so that
they would also waste their time on the seemingly intractable problem.[17]

Unlike the gambler, whose worst outcome is sub-optimal returns on their invest-
ment, in our scenario we suppose that the robot might accidentally become trapped or
be destroyed by some previously unknown danger. If Bostrom’s hypothesis is correct,



civilization’s exploration of new technologies comes with some probability of a fatal re-
sult, and some probability of discovering a highly rewarding new technology. In this new
context, the goal is to find a search strategy that maximizes the total benefit humanity
ever receives, what Bostrom has called humanity’s cosmic endowment. [4] Any strategy,
however, risks what Bostrom called astronomical waste - either embracing “technological
relinquishment,” by being so risk-averse that advanced technologies that greatly benefit
humanity are never explored or developed, or being so risk-accepting that Bostrom’s pos-
tulated Vulnerable World becomes inevitable, losing the entire potential future benefit
to humanity. The first critical question addressed by Bostrom - “Is there a black ball in
the urn of possible inventions?” is, to reframe the question, about the existence of fatal
dangers in our Robot’s exploration landscape. If we could answer that question in the
negative, this would seem to refute the informal hypothesis he proposes of a vulnerable
world. This is not the only refutation he suggests, however. Bostrom’s suggestion of
“differential technological development” is, in our terms, to cordon-off or minimize explo-
ration of sections of the landscape or directions most likely to contain fatal traps. If this
can be done, it would refute the suggestion that technological development inevitably
leads to increased risk of choosing a devastating technology.

Falsifying Bostrom’s initial hypothesis does not, however, show that the world is not
vulnerable in other ways. The fuller statement of the hypothesis in Bostrom’s paper
is that “[i]f technological development continues then a set of capabilities will at some
point be attained that make the devastation of civilization extremely likely, unless civ-
ilization sufficiently exits the semi-anarchic default condition.* This statement, 1 will
argue, cannot be falsified even by proving the impossibility of “a technology that invari-
ably or by default destroys the civilization that invents it”!. In addition to Bostrom’s
four vulnerable worlds, I suggest a fifth possibility - that the simple accumulation of
white and/or gray balls drawn from the urn can itself lead to fragility and, without
strong forces pushing in the opposite direction, collapse of civilization by default. To
frame it in our explore/exploit terms, the fifth possibility is that as the robot explores,
it may dig too deep, or alter the landscape itself incautiously so that further movement
could cause a collapse. The primary way for this to happen which this paper discusses
is fragility - in the analogy, our exploration could lead to the equivalent of an avalanche
or mine-collapse brought on by incautious behavior. That is, the creation of fragility in
the landscape means that a lack of caution when exploring further could end up burying
us under the weight of accumulated technologies.

3 Fragility and Systemic Risk

As technologies develop, they often build on one another, so that the continued operation
of the system depends on a growing set of other systems. The way that failure occurs and
propagates in such systems is non-obvious, but it is largely dependent on the topology
of the interdependence between components. [32] Simple dependencies, where a system

1Such a proof of impossibility itself seems implausible, but I grant the strongest possible case in order
to show its insufficiency.



requires the functioning of every component, can make the resulting system of systems
more fragile than the components. A very basic model of this shows that given a system-
of-systems with N components, each of which independently can fail at the rate F; the
failure rate is 1 — (J[; 1 — F;). While this grows more slowly than the sum of the
individual failure rates as new systems are added, it is also far higher than the average
failure rate of those individual systems.

As a concrete example, the peak of efficient farming once required family farms to
depend on a family to manage the farm, a blacksmith to make horseshoes and plows, and
draft animals to pull them. Losing any one of these would be enough to (eventually)
make the system unable to continue, and there was some risk that this would occur.
Still, the limited number of inputs and the substitutability of other inputs made such
systems fairly stable - especially because many risks were uncorrelated across farms, and
could often be addressed by borrowing from other farms nearby.

The farms of today, of course, are not nearly as simple. They require everything
from satellite GPS systems to pinpoint locations, to the semiconductors and fabrication
plants used to make specific integrated chips used in the farm equipment, to internet con-
nectivity to run machine learning algorithms using collected data and satellite imagery
on remote servers. [50] Modern agribusiness depends on everything from finding and
hiring skilled laborers to manage complex machinery, to managing regulatory, financial,
and other factors critical to farm operation. [25] These are often more tightly correlated
across an economy, increasing risk. Beyond that, managing these farms requires under-
standing ”"human, technical, economic, financial, risk, institutional and social” issues, as
Lewis et al. noted more than a decade ago. [28]

The risk is likely not yet critical, but it seems clear that dependence is growing, and
the ability to use backup systems can be lost. For example, if remote servers become
unavailable, local corn farms may lack the information needed to decide where to increase
and decrease watering levels, or even lose the ability to run their computer-controlled
irrigation systems. Similarly, decades ago supplies and ordering were managed on paper,
and now, without the servers running Software-as-a-Service supply-chain-management
software, the dairy farm down the road may not have access to an inventory of their
supplies or know what amounts of products are needed or what they have historically
ordered, and end up unable to feed their cows.

The inter-dependencies in such systems are more complex than the above model
allows, but more complex analyses, such as those employing percolation analysis to un-
derstand mutual interdependency of multiple networks, [7] show the same trend. That
is, interdependent systems where failures can propagate can be far more likely to fail
than the average rate at which the individual systems’ components fail. Worse, analysis
of "high-value, technology- and engineering-intensive products or systems. . . used to pro-
duce consumer goods and services” has shown that the failure rates are nearly-additive,
and worse, are hard to identify. [49]

It should be noted that modern computer networks do not display such fragility, but
this is a function of intentional design. [29] Simple network structures, such as lines
or rings, are far more prone to failure [11]. That is, unless a system was designed for



resilience, resilience should not be expected. And when technological systems are made
efficient and complex, they tend to be tightly coupled - meaning that failure in one place
spreads [3].

3.1 Inevitable Technological Fragility Hypothesis

The proposal of this paper, to provide an addendum to Bostrom’s hypothesis, is that if
technological development continues indefinitely, systemic fragility will increase to the
point that the possibility of a shock sufficient for complete collapse approaches certainty.

This hypothesis rests on a number of assumptions, but there are also a variety of
reasons to find it plausible and concerning. To lay these out clearly, we will first consider
the question of how and why individual systems are fragile, then make an argument that
it is at least plausible that the multiple interconnected systems and systems-of-systems
which are necessary for much of modern civilization not only fail to address this risk,
but multiply it.

4 Single-System Complexity and Fragility

The key question so far is whether fragility increases over time as systems are built. The
answer to that question depends on a combination of factors that can push in either
direction. These include increasing complexity of systems, the economic incentives for
efficiency over robustness and the resulting levels of investment in resilience, the failure
rates of individual components and systems, as well as the way in which systems-of-
systems (and systems-of-systems-of-systems) are interrelated, and the extent to which
systems and their interdependencies are designed to be robust.

Even the claim of inevitable fragility in individual systems makes several assumptions
about how fragility increases. Before looking at the systemic question of how fragility
could lead to collapse, we will outline these assumptions. Note that these are in fact
assumptions, rather than claims - if any one of them is false in ways that are outlined,
it would refute the hypothesis. The third assumption is particularly critical, and will be
explored further in the next subsection.

First, for fragility to matter, the current trend of efficiency-increasing and resilience-
decreasing technologies must continue to apply to at least one critical system, such as
agriculture, communication, or transport. If this is wrong, and future white-ball / safe
exploration technologies are ones that favor robustness over efficiency in all such critical
domains, the trend would reverse. For instance, distributed fault tolerant computing
arguably increases both efficiency and robustness. Most new technologies move in the
opposite direction, but if enough resilience increasing technology is found, the balance
could shift.

Second, the argument for increasing fragility assumes that economic growth contin-
ues to absorb human effort in a way that does not lead to overabundant resources. In
Eric Drexler’s 'Paretotopia‘ scenario, increased resources are unmatched by increased
demand. [14] In that future case, resources are abundant enough that robustness is easy



to achieve. This second scenario also assumes the absence of supercharged competition
that uses the newly abundant resources. This would not occur, for example, in Han-
son’s proposed default ”Em” scenario, where human-based intelligences are simulated
computationally, leading to a reduction rather than an increase in surplus that could be
redirected to robustness for lack of other needs. [19]

Third, it assumes that fragility is relatively hard to identify, such that at least some
failures will be unanticipated. This has been true historically, but it is possible that
future developments would reverse this trend, making the search for increased robustness
itself efficient enough to counterbalance the more general and destabilizing increased
fragility that new technology allows. If failures do become easy to anticipate, more
expensive general resilience can be replaced with more specific redundancies targeted to
the exact failure modes identified.

4.1 Non-Obvious Fragility

As mentioned, hard-to-identify fragility is a key assumption. Broadly speaking, non-
obvious fragility is the result of planning for efficiency, instead of designing for redun-
dancy, fault tolerance, or even provable safety. This is a fairly general fact about any
control system. [30] The concrete result of the current optimization shows clear signs of
producing fragile results. One example is the proliferation of disposable technology, such
as fragile smartphones designed to be replaced rather than fixed or upgraded. Failure of
these optimized devices is normal, and while mitigating failure is important, it is often
the case that risk must be accepted, rather than avoided. [33] This type of fragility is
obvious and anticipated, rather than non-obvious and worrying. For example, individual
computers are fragile, and components fail frequently. For this reason, in high-reliability
computer systems, a variety of mechanisms are in place to compensate, including redun-
dant online systems for data storage, [9] or methods to address other hardware failures.
[46]

The fact that computer networks are not fragile, and the fragility that does exist is
well understood, seems to be a counterexample. But the resilience itself is planned, in
contrast to ecological systems where it is emergent - as we will discuss in detail below.
This means that fault-tolerant designs are built to be tolerant of expected faults. Not
only that, but resilience itself is optimized, for example, to minimize the number of
backups or other costs needed to have a planned level of reliability. [36] This creates
fragility to unexpected faults, and allows the systems to operate through anticipated
contingencies, but not to anything beyond that point.

4.2 Sociotechnical Resilience

Fragility of systems is not based purely on the lack of resilience of technical systems. In
fact, fragility of optimized technical systems is compensated for by the greater robustness
of sociological systems. The combined sociotechnical system, then, is the level at which
fragility should be considered.



To reduce the fragility of sociotechnical systems, organizations can attempt to build
more resilience at the organizational level. This can involve information sharing, dis-
tributed decision making, and better risk assessment. If done well, these attempts pro-
vide a sociotechnical system that compensates for technical and operation risk, but is
again very different from emergent resilience. [27] Unfortunately, the interaction between
humans and technology can often multiply risks, rather than mitigate them. [49]

Another reason to think that sociotechnical resilience will not fully compensate for
technological fragility is the reduced human involvement in technical systems. As au-
tomation increases, Danzig notes that humans are increasingly necessarily out-of-the-
loop. [12] He further argues that when there is competition, this dynamic is a necessary
result of continued optimization.

To conclude the discussion of single-system fragility, we note that inevitable fragility
of systems is not actually required for the hypothesis presented. As this section argued,
it does seem plausible that in expectation, new technologies will be more fragile than
those they replace. However, systemic risk can exist given the much weaker claim that
specific critical systems are relied upon, and technological improvements relevant to those
systems alone exhibit sufficient fragility to cause a cascading collapse. Before discussing
the interaction between systems, however, it is worth considering how these human,
technical, or sociotechnical systems differ from naturally resilient biological systems.

4.3 Contrasting (fragile) sociotechnical systems with (resilient) biological systems

There is an extensive literature on resilience and complexity in biological systems that
contrasts greatly with the arguments in this paper. The analogy between complex sys-
tems in biology and complex technological systems is apt in many ways. For example,
free markets are often understood as evolutionary, with businesses engaged in Darwinian
competition. We will explain, however, that this provides reason to think that the com-
parison reinforces some of the arguments, rather than solely contradicting them.

Resilience was arguably first discussed in ecology by Holling. [20] In his paper, it
is clear that resilience itself is an emergent property of the complex ecological system.
Notably, however, the premise of the paper is that at the time, ecology and related
disciplines were analyzed along similar lines to technical systems. He suggests that this
parallel is unfortunate, because ecological systems fundamentally differ.

Engineered systems are complex in ways similar to biological systems. However,
even small differences lead to very different higher level properties, which is a general
fact about complex or emergent systems. One such difference which is critical relates
to the diverse redundancy of ecological systems, where many different species can fill
each niche. Technology usually relies on a single system, with a backup that is nearly
if not completely identical. Holling made the argument for the difference between the
two classes of system clearly, calling for people not to confuse resilience as discussed in
ecology and resiliency as discussed in engineering.[21]

To expand on this point, Holling has more recently argued, in Peterson et al., that
resilience is a function of ecosystem diversity, with overlapping functions and redundan-
cies across scales. [34] In contrast, engineered systems typically reduce redundancy to



increase efficiency. For example, a key software design principle is that anything which
performs the same task should be "refactored” to use a single function rather than hav-
ing redundancy. [24]. This will increase maintainability, and likely lead to fewer bugs,
but will also increase correlation of failures and vulnerabilities. While there are design
patterns that take the opposite tack, [8] they are not in common use.

Another key difference is the type of redundancy, as mentioned above. While having
multiple organisms to fill a niche, or even individuals of the same species can increase
resilience due to redundancy, having multiple copies of software in a system typically has
no benefits, [22] and if anything the necessity to replace or patch software in multiple
places makes maintaining a system, or recovery after a failure, even harder.

It could be contended that the layer above that of sociotechnical systems is where
resilience will emerge. Markets create competition that can provide another layer of
redundancy, and it could be argued that they create efficiency in ways similar to evo-
lutionary competition. Unfortunately, there are clear arguments that markets may not
evolve towards greater resilience. [43] In addition to theoretical arguments, there are em-
pirical facts that have emerged to support the claims. Global markets are consolidating
rather than becoming more diverse, and firms are often collaborating (if not colluding),
rather than competing. As banks showed in 2007, large firms with complex businesses
can create systemic risks of interdependence, rather than robustness from diversification.
[26] Recent research shows that this is true not only in finance, but more broadly. [48]
This implies that systemic risks are in fact critical.

5 Larger Scale Risks from Fragility

Failures happen, and as outlined above, we can see at least one plausible future where
failures due to fragility cannot be eliminated. The idea that they could lead to global
catastrophes or existential risks is perhaps more surprising, and requires a stronger
claim than inevitably increasing fragility of individual systems outlined earlier. For that
reason, we will now lay out some preconditions for increasing systemic fragility that
would imply that larger scale vulnerabilities are also inevitable.

e First, larger scale risks leading to collapse requires that technological advances en-
able or require complex systems that cannot be replaced with simpler alternatives,
either because of path-dependent technological dependencies, or lack of availability
of such alternatives.

e Second, collapse risk requires that failures are rare enough that technological
growth allows building systems far more complex than are maintainable or re-
placeable before failure occurs.

e Third, collapse risk requires that failures either exhibit a domino effect, where
systems are reliant on one another in ways that causes a chain reaction of failure,
or that failures are correlated due to all being reliant on a single point of failure.



Despite the above required confluence of uncertain claims, it seems that each of the
claims is not only plausible, but at least somewhat supported by evidence. To explain
how, it is worth looking at each, and considering how the incentives in the system work,
and past experience with how such systems develop. Finally, we will note some ways in
which these factors interrelated and increase risk further via incentives for suboptimal
mitigation, and the increased risk of moderate investments in resilience.

5.1 Path Dependence and Irreversibility: There's No Way Out But Forward

Path dependence leading to irreversible complexity is another oft-seen dynamic in com-
plex systems?. As the earlier example in agriculture noted, most real-world systems have
a limited ability to roll-back to earlier states. Older equipment is discarded, and prior
techniques are lost when older workers leave.

Even for software, where neither experience or equipment is typically needed to go
back to earlier systems, there are limitations in rolling back a single protocol or system
once other related systems depend on them®. Such software obsolescence is a well-
understood problem. [37] As a concrete example of how this occurs, software programs
cannot always be run on newer versions of operating systems. If you want to run an older
program, often the only solution is to run an emulation, i.e. depend on the newer system.
Similarly, older operating systems cannot typically run on newer hardware, since they
do not have appropriate device drivers for new hardware. And older hardware cannot
easily be manufactured, as production lines were long ago scrapped.

5.2 Momentum and Cumulative Complexity

Technology evolves rapidly, and failures are not often seen. Despite this, problems often
persist for years, and even critical software security issues remain undiscovered and can
last through many versions and for many years. [1] Not only could a cause of failure
be present in older versions, but it may last to the point where software without the
problem is obsolete. This implies that a system might not fail a single step past where
it is safe, where rollback to less fragile technology is only difficult, but that it instead
ends up 4 or 5 steps past that point, so that replacing systems with earlier versions in
time to prevent collapse is completely non-viable.

A related issue is that complexity and failures do not always result from a single
system. Often, it is the interplay between systems that creates issues. The entire
discipline of systems engineering exists in large part to ensure different systems can work

2Randall Munroe humorously describes an exaggerated case in which an attempt to enable a computer
to dual-boot a second operating system leads first to difficulty restoring the status quo, then an attempt
to salvage a second system that was modified in an attempt to fix the first, and ending with the two
characters stranded in the ocean hoping to stay alive. https://www.xkcd.com/349/ While this scenario
is exaggerated, the plausible result of cascading failures in large enough systems is much worse.

3Sarna and Drexler note that progress in provable safety and formal methods for software development
is a critical trend that can reduce security vulnerabilities[38]. It is possible these or related methods could
be used to provide guarantees on limited interdependencies between systems, providing a counterbalance
to this risk.
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together, and it is rarely a trivial problem. The problems of integrating pairs of systems is
only made harder for systems-of-systems with dozens or hundreds of component systems.

When these systems of systems are designed in concert with one another, the prob-
lems are managed. More often, the parts were designed fully independently, and engi-
neers build processes that depend on the systems working together. Of course, these
systems-of-systems are themselves often then connected. Tonn et al. discuss “Earth
Scale convergence systems” [44] and note that maintaining such earth scale systems is
“a constant and seemingly growing challenge.* This is not coincidental, or only due to
a lack of planning. Instead, the size itself creates challenges.

5.3 Growing complexity and interconnection

A single system-of-systems failure might not lead to collapse, even if it did pose a global
catastrophic risk. However, the benefits of efficiency means that firms and individuals
will also seek to subcontract or outsource to specialized firms despite the risks of depen-
dency, and create additional interconnections and dependencies. This is already seen as
a large source of risk in global supply chains, where companies are exposed to risks by
suppliers of suppliers, and those companies’ suppliers as well.

An example of this type of fragility which surprised the automobile industry was
the fact that despite attempts to mitigate their supply chain risks for components, they
discovered that all of the various suppliers of metallic color paints for their cars actually
ordered their pigments from a single factory which was shut down by the 2011 Japan
Tsunami. [41] While failures of this sort are uncommon, further research found that the
dependencies which allow them are typical. Research looking at consumer goods, health
care, and manufacturing firms found that between 12% and 13% of the firms’ first-degree
suppliers depended on the same second-degree suppliers. [47] Similar analyses in other
complex domains like software package dependencies show similar shared reliance. [13]

The growing interconnection of the world, and the growing dependence on technolo-
gies, is likely only going to increase as more and more new technologies that improve
human lives and economic success become available. The fragility of these systems, of
course, will also grow as systems grow ever more efficient, and interconnected. If such
systems are fragile, however, people will be motivated to reduce risks. As we will argue
next, this is insufficient.

5.4 Economic Incentives for Failure

A penultimate point is that systems will not only continue to have some risk of failure,
but will also systemically underinvest in reliability. A straightforward microeconomic
argument provides a reason to expect this. Experience with safe engineering has led to
a clear principle in engineering that for any given project, there is a cost/safety tradeoff.
A system can always be made safer, but past a certain point, it is not reasonable to pay
for marginal improvements in safety. As argued above, this tradeoff by default leads to
not only unsafe individual firms, but also to increasing systemic fragility. This implies
that systemic resilience is a public good, in the economic sense.
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A sufficient level of investment in this public good is unlikely, as is typical for public
goods. This parallels Bostrom’s example of climate change, where individual actors
each contribute to the problem. [6] To see why, we note that resilience and robustness
in self-governed systems is limited by a local/global risk tolerance mismatch. Firms will
obviously invest in risk mitigation, but the extent to which they do so is limited by their
economic benefit.

This is lower than would be hoped for in general because the worst outcomes possible
for an individual firm or individual, of failing completely, imposes additional negative
externalities on the wider system. That is, because a firm or individual has downside
limited to its own existence, the amount of mitigation that they find to be valuable in
expectation will be lower than the level which is socially optimal. This points to the
economic "bad” of complexity and fragility - i.e. an economic good which is harmful
rather than beneficial, parallel to pollution in Bostrom’s example of climate change. For
this reason, unless we see that firms and individuals are more risk-averse about systemic
risks than their local preferences imply are rational, we expect that local decisions to-
wards sufficient robustness will undervalue robustness, and instead be more complex and
fragile than ideal.

5.5 Failure Correlation

A number of arguments have now been put forward as to why systems would fail, and
these failures would likely be large and pose at least global catastrophic risks. However,
the risk of any one system-of-systems failure at a given time is high enough that cu-
mulative complexity and momentum is somewhat unlikely, as long as these failures are
uncorrelated, and the confluence of several such failures is then vanishingly unlikely. For
that reason, the hypothesis of inevitable complete collapse depends on growing correla-
tion of failures, or an increased risk of larger failures.

Correlated failures can result from having a single point of failure across systems.
As noted above, outsourcing is more efficient than distributing tasks, and firms will
attempt to find ways to outsource to the lowest cost, most efficient provider or system.
Because of economies of scale, it will sometimes be the case that a natural monopoly
will form for certain services or products, and when this occurs, any failures will occur
across the economy rather than locally. This is not only speculative. Failures in key
services already have ripple effects across many industries, as in the case of Salesforce, a
widely used customer contact system, which led to a brief shutdown of sales and related
activities across industries when it went offline for even a short time. [10]

A similar phenomenon occurs in computing, as noted in analyses of cybersecurity
risk. [15] Operating systems for servers, for example, have a market dominated by Linux.
Desktop computer operating systems are similarly dominated by Microsoft Windows.
There are a variety of reasons that such near-monopolies exist, but they are found often.
In the same way, many key services for computer systems are complex, and only a few
implementations exist. Bugs or failure points that are found in such key services are
therefore not always confined to a single system, but are actually universal, by virtue of
the universal usage of a single point of failure.
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Even where no monopoly exists, convergent needs and the use of related techniques
across an industry can lead to convergent failure modes, as was found in the case of
Spectre and related security vulnerabilities for computer processors. In that case, all
processors which used the general technique of branch prediction for speculative exe-
cution were vulnerable to a set of very closely related flaws. [23] The shared failure
mode was not due to a single system being relied on, but rather to the fact that a single
method was used across the industry.

A final argument can be made for collapse risk rather than simply danger from indi-
vidual failures that relates the systematic underinvestment to the risk of overly complex
systems. In short, rare failures can create additional fragility. The argument is that
if systemic fragility is identified due to failures, the larger risks will be apparent. Less
frequent failures, as argued above, will lead to growth in complexity and greater fragility.
The fact that firms are motivated to invest moderate amounts in reducing fragility is
likely to make failures less frequent, but not eliminate the risk - so that when failures
occur, they will be failures of more complex and more closely inter-related systems.

6 Conclusion and recommendations

The paper argues that there is a significant and growing risk of global catastrophe due
to technological complexity, and the resulting fragility of systems. Individual actors (at
the company, state, or regional level) may benefit from technological races that promote
economic growth over systemic safety and robustness, but the growing interdependence
of international systems makes this risky. This implies that continuing the current
trend of investment based primarily on the promised advantages of new technologies is a
significant concern. The paper then presents a hypothesis that this is an inevitable result
of a certain type of technological innovation. If the hypothesis is true, it would mean
that continued technological innovation leads to what Bostrom refers to as a ”vulnerable
world,” one that inevitably leads to catastrophe.

As with Bostrom’s other vulnerable world scenarios, the risks discussed here are
plausibly greatly mitigated by restricting technological development, and effective global
governance. Unlike the scenarios he presents, however, this risk is not reduced by min-
imizing the variability of goals and motives of those looking for new and dangerous
technology, nor via effective preventative policing. Instead, the existence of fragility risk
argues strongly for a different type of risk-aware research prioritization. Specifically,
research should be prioritized more thoughtfully with explicit investment in technologies
that promote resilience. For the majority of research, investigating non-robust technolo-
gies, there should be more consideration of the potential for failure, and the systemic
implications of each technology.

The existence of technological fragility risks does not, however, contradict the hy-
pothesis behind Bostrom’s fragile world scenarios, and as noted, can be fully compatible.
It is not only plausible but near-certain that there are multiple failures possible that
would prevent humanity from claiming their cosmic endowment. A key question is how
to investigate the relative importance, likelihood, and tractability of the different failure
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modes. While this paper proposes no answer to that question, it seems reasonable that
it is worthwhile to promote recognition of the risk, and to pursue low-cost mitigation,
including the simple expedient of attempting to identify and reduce systemic fragility
where it exists.

Thanks are due to Gregory Lewis for encouraging my work on this, to Anders Sandberg

and Eric Drexler for early feedback and encouragement, and to Carlos Parada, Eli G., and an
anonymous reviewer for very helpful feedback on the manuscript.
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