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CHAPTER 4

African Reasons Why AI Should Not 
Maximize Utility

Thaddeus Metz

Introducing the Question of How to Programme 
Artificially Intelligent Automated Systems

How should automated systems governed by artificial intelligence (AI) be 
programmed so as to act in accordance with sound moral norms? For 
instance, how should one programme a self-driving car that learns in the 
course of navigating streets? How should one programme a robot that is 
able to provide nursing to patients or domestic labour to family members, 
upon adapting to their various idiosyncrasies? How should one programme 
a military weapon that takes advantage of the way soldiers tend to engage 
in battle? How should one programme a device that could mine under-
ground on its own, changing its direction and method of extraction upon 
updating calculations of which kind of ore is likely to be in which place?

In asking how to programme these systems so that they do the right 
thing, one need not presume that the machines count as moral agents in 
any robust sense. Instead, it is perfectly sensible to view them as lacking 
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moral agency and instead as being mere tools of their designers, who are 
human persons and hence moral agents. If a self-driving car is not disposed 
to stop for pedestrians, it is not the car that has performed a culpable 
wrong, but the one who made it (or, more carefully, the one who had let 
it onto the street upon knowing, or having had a duty to know, how it was 
made). The question is in the first instance about how those making 
automated systems governed by artificial intelligence should construct 
them, supposing they know they will be deployed in social contexts (and 
not merely contained in a laboratory).

It appears that the dominant answer to that question has been a utilitar-
ian one, according to which a machine ought to be programmed so as to 
do what, in the light of available data and processing power, is expected to 
maximize what is good for human beings and to minimize what is bad for 
them in the long run (Shulman et al. 2009; Majot and Yampolskiy 2014; 
Marwala 2014, 2017; Hibbard 2015; Oesterheld 2015, 2016; Kinjo and 
Ebina 2017; Bauer 20201). As I indicate below, this approach has the 
advantages of appearing to capture the nature of rational choice, to be 
impartial and hence morally attractive, as well as to be amenable to being 
formalized and coded.

Utilitarianism is a characteristically western conception of moral-
practical reason, having been advanced in various of its respects by classic 
philosophers such as Thomas Hobbes, Blaise Pascal, Jeremy Bentham, 
Adam Smith, and John Stuart Mill, and continuing to guide much thought 
about ethics and public policy in the twenty-first-century American-
European-Australasian context. In this chapter, I appeal to characteristically 
African values to question the moral aptness of programming AI automated 
systems to maximize utility. Although I draw on perspectives that are 
particularly prominent in contemporary sub-Saharan ethics, and hence 
(presumably) in the worldviews of the ‘traditional’ peoples and cultures 
that inform them, the objections to utilitarianism will, at a certain level of 
abstractness, resonate with those from a variety of moral-philosophical 
backgrounds, particularly from the Global South. Utilitarianism prescribes 
a number of immoral actions in the light of some plausible beliefs common 

1 For unusual or tangential applications, there are Grau (2005), who deems utilitarianism 
apt for robot-robot relations, even if not for robot-human interaction; Gloor (2016), who 
urges that AI be used primarily to avoid extremely bad outcomes for human beings, and not 
to produce particularly good ones; and Bonnefon et al. (2015, 2016), who argue that west-
ern people are generally utilitarian about how self-driving cars should be programmed.
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in African ethical thought, and supposing that moral actions are necessarily 
rational ones, these criticisms also implicitly cast doubt on the apparent 
rationality of utilitarianism.

Although there is recent literature on how one might apply AI to 
resolve problems in Africa and on ethical issues facing AI’s application to 
Africa (e.g. World Wide Web Foundation 2017; Access Partnership 2018; 
Gwagwa 2019a; Sallstrom et al. 2019; Ormond 2020), there is literally 
nothing as yet on how one might do so in the light of indigenous African 
values as distinct from western ones. By ‘African’ values, I mean ones 
salient in the massive sub-Saharan region of the continent, that is, beliefs 
about morality found amongst many indigenous black peoples (as opposed 
to, say, those of Arab descent in the north) over a long span of time and 
not found amongst many other societies around the world.2 Recently, one 
scholar has noted ‘the need to define African values and align AI with 
them’ (Gwagwa 2019b), but has not yet sought to meet the need, while 
another has said that ‘African cultural values need to be taken into account 
when defining a framework for AI on the continent’ (Spini 2019), but has 
not developed such a framework. Here I aim to make some headway when 
it comes to heeding these calls.

I do not do so for reasons of relativism. It is not my view that the values 
that should govern technology in a certain society are necessarily those 
held by most in that society. I believe that majorities can be mistaken 
about right and wrong action, as nineteenth-century Americans were in 
respect of slavery. Instead, I draw on under-considered African ethical 
perspectives in the thought that any long-standing philosophical tradition 
probably has some insight into the human condition and has something to 
teach those outside it. Many of the values I identify as ‘African’ will, upon 
construing them abstractly, be taken seriously by many moral philosophers, 
professional ethicists, and the like around the world, especially, but not 
solely, outside the West.

In the following, I begin by defining my target, saying more about 
what the nature of utilitarianism is, explaining why theorists have been 
drawn towards it, and illustrating what it would look like when applied to 
AI automated systems (section “Utilitarianism in the Context of AI”). 
Then, I advance, on African grounds, four major objections to 

2 Such a definition of what ‘African’ means entails that in order to count, a value need 
neither be held by all those in Africa nor be held only by those in Africa. For more on what 
geographical labels plausibly mean, see Metz (2015).
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programming AI automated systems to maximize utility, arguing that 
doing so would fail to respect human dignity (section “Human Dignity 
and AI”), inadequately uphold group rights (section “Group Rights and 
AI”), violate a principle of family first (section “Family First and AI”), and 
counterintuitively forbid certain kinds of self-sacrifice on behalf of others 
(section “Self-sacrifice and AI”). Although one might have thought that 
utilitarianism expects a lot from a moral agent, I argue that it cannot even 
get that right, for it forbids one from helping others when helping oneself 
would do the most good impartially construed. I conclude by briefly 
noting some avenues for future research, such as considering what African 
grounds there might be to question the other major western moral theory, 
Kantianism (section “Conclusion: From Utilitarianism to Kantianism”).

Utilitarianism in the Context of AI
In this section I tell the reader what I mean by ‘utilitarianism’ and related 
terms such as ‘maximize utility’, show why it has been taken so seriously 
by ethical theorists, and give some examples of how it might inform AI 
automated systems. This section is therefore largely expository, saving 
critical discussion for later sections.

As will be familiar to many readers, utilitarianism is the doctrine that for 
any action to be rational and moral, it must be expected to maximize what 
is good for human beings (and perhaps animals) and to minimize what is 
bad for them in the long run.3 By standard utilitarianism, what is good for 
us is subjective, a matter of either pleasant experiences, satisfied preferences, 
or positive emotions, and what is bad consists of pain, dissatisfaction, or 
negativity. Subjective well-being is taken to be the only thing good for its 
own sake or at least the only sort of good that should be action-guiding 
for us as moral agents. Everything else on earth, at least in the mineral and 
vegetable kingdoms (again, potentially excluding the animal kingdom), is 
at best of merely instrumental value for being of use to foster our subjec-
tive well-being.4

3 I therefore address act-utilitarianism in this chapter, setting aside rule-utilitarianism, 
which has been much less influential in AI circles. I believe that many of the objections to the 
former apply to the latter, but it takes extra work to demonstrate that. For one advocate of 
rule-utilitarianism in the context of AI, see Bauer (2020).

4 There are of course those who pair a consequentialist combinatorial function with an 
objective account of final value, with an early advocate being Moore (1903) and a more 
recent one being Railton (1984). I believe the Afro-centric objections made below to classic 
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Now, on the face of it, everyone’s well-being matters equally, such that 
one would be objectionably biased to leave out anyone’s interests when 
considering how to act. It would also appear irrational to leave out 
anyone’s interests when making decisions, for a given person’s subjective 
well-being has just as much value in itself as anyone else’s. Furthermore, it 
is prima facie rational to produce as much of what is good for its own sake 
as one can; every bit of well-being that one could promote provides an 
agent reason to promote it, making it irrational to do anything less than 
the best one is in a position to do. Morality, too, seems to counsel 
maximizing what is good for us and minimizing what is bad, for surely it 
is preferable from the moral point of view to do all one can for the sake of 
humanity.

This consequentialist account of moral-practical reason is compelling, 
and it is not surprising to find it, or at least various elements of it, invoked 
in a wide array of western contexts. For instance, it appears to capture the 
logic of many everyday decisions that at least ‘modern’ western people 
make. When deciding whether to use a bicycle or a car to get to work, they 
naturally attend to the results of the two options, not merely for them-
selves, but also for others. Riding the bike would be painful and would 
take longer, and yet it would be beneficial in the long run in respect of 
one’s health and hence one’s happiness. Taking the car would be more 
pleasant and quicker, but it would cost more money and pollute the envi-
ronment, risking lung cancer to others. Utilitarianism prescribes choosing 
whichever option would have the most good outcomes with the least bad 
outcomes in the long term, impartially weighing everyone’s interests 
given available information. People do not always in fact choose in that 
way, but, for the utilitarian, they should, as doing so would be prescribed 
by a consistent application of the logic they themselves tend to use to 
make decisions.

When it comes to state officials, those governing people living in a cer-
tain territory, it is common to appeal to what is called in public policy 
circles ‘cost-benefit analysis’. Since all citizens matter equally, those who 
make and carry out the law should do so in ways that are going to maximize 
benefits and to minimize costs, taking the good of all citizens impartially 
into account. Consider that it would be patently unjust for those with 
political power to use government resources such as jobs and money to 

utilitarianism apply with comparable force to objective consequentialism, at least if it includes 
agent-neutrality (and so is unlike Sen 2000).
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benefit themselves, their families, or a certain racial group at the expense 
of the general welfare.

Still more, at least the maximizing element of utilitarianism has been 
dominant in western economics for at least three centuries, with actors in 
market exchanges seeking to obtain the most amount of profit or goods 
and with the least amount of expense. Of course, in the context of markets, 
people are motivated by self-interest and not the interests of all. However, 
Adam Smith has famously argued that even if one’s intention is not to 
benefit others when maximizing profit for oneself, in the long run that 
practice often enough ends up benefiting society more than other courses 
of action one could have undertaken, ‘as if by an invisible hand’.

Beyond these considerations of the nature of rationality and morality, 
programmers and those who work with them or otherwise think about 
programming are drawn towards utilitarianism because it appears 
quantifiable and hence able to be coded (as noted in Anderson and 
Anderson 2007: 18; Oesterheld 2015).5 Clearly, some pleasures are greater 
than others and some preferences are stronger than others. Utilitarians 
believe that, in principle, we could assign cardinal values to such states, 
ascribing real numbers to degrees of subjective well-being and woe. While 
that is of course difficult for a human being to calculate, artificial 
intelligence might be in a terrific position to estimate how much pleasure 
versus pain a given course of action would be expected to produce and to 
identify the one with the highest net balance (Anderson et  al. 2005; 
Anderson and Anderson 2007: 18).

Applied to, say, a self-driving car, it would be natural for a utilitarian 
programmer to have it minimize the number of people killed. It would be 
irrational and immoral, so the argument goes, to favour the interests of, 
say, the driver as opposed to pedestrians. Instead, everyone’s interests 
count equally from the moral point of view, meaning that the car ought to 
be directed to do whatever would produce the greatest pleasure and the 
least pain in the long run, which presumably would come from killing one 
person instead of three, supposing those were the only options available.

It might seem as though a utilitarian weapon would be nonsensical. 
After all, utilitarianism is impartial, with a person’s nationality making zero 
difference to her moral standing as capable of subjective well-being, 
whereas during a time of war one is expected to take sides, that is, to place 

5 For a dissenting perspective, that it would be impossible to programme enough informa-
tion for a machine to account for long-term results, see Allen, Varner, and Zinser (2000: 256).
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the lives of the soldiers from one’s country ahead of those of others. 
However, it is worth considering the point that we should in fact want 
programmers to develop weapons that would serve only just causes such 
as rebutting aggression as well as ones that would not treat enemy soldiers, 
even those fighting for an unjust cause, as though they do not matter at all.

Having expounded utilitarianism and why it has been attractive, one 
might wonder what in the world is wrong with it. Despite its strengths, 
the African philosophical tradition provides strong reason for thinking 
that it has irredeemable weaknesses.

Human Dignity and AI
Although utilitarianism ascribes a moral status to every individual human 
being that is alive and either is sentient, has preferences, or exhibits 
emotions, it does not accord them a dignity. The former amounts to the 
view that for whichever being is capable of subjective well-being, there is 
pro tanto moral reason to promote its welfare. The latter is the idea that a 
person has a superlative non-instrumental value that merits respect. To 
have a moral status, and hence to be owed dutiful treatment directly, does 
not imply that one is a person who is good for its own sake to a degree 
higher than anything else in the world. In addition, for there to be moral 
reason to promote an individual’s well-being differs from there being 
moral reason to avoid degrading a person.

Improving others’ well-being does have a place in African thought, but 
most often insofar as doing so can sometimes be a way of expressing 
respect for people who have a dignity. Traditionally speaking, sub-Saharans 
tend to believe that our dignity is constituted by either vital force or group 
membership. Vital force is an imperceptible energy that has come from 
God and permeates everything in the universe in varying amounts and 
complexities, where, of perceptible beings, human persons have the most 
(Wiredu 1996: 157–71; Ilesanmi 2001; Deng 2004; Iroegbu 2005; 
Etieyibo 2017). From this perspective, it is not our quality of life that 
matters fundamentally for morality, as per utilitarianism, but rather the 
fact of life itself; our nature is sacred for exhibiting a certain quantity or 
quality of divine energy.

Other times African thinkers maintain that persons have a dignity by 
virtue of membership or relationship. One scholar remarks, ‘The dignity 
of human beings emanates from the network of relationships, from being 
in community; in an African view, it cannot be reduced to a unique, 
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competitive and free personal ego’ (Botman 2000), while another says, 
‘(T)he human person in Africa is from the very beginning in a network of 
relationships that constitutes his alienable dignity’ (Bujo 2001: 88). There 
are different views on precisely which relationships matter, with some 
holding that they are ones with a clan or a specific community that has 
cared for one or that you have cared for (Cobbah 1987; Ikuenobe 2016), 
and others suggesting the relevant relationships are with the human species 
as a whole (perhaps Gyekye 2010: sec. 6).

Both views are controversial from a cross-cultural perspective. For 
example, western philosophers would be inclined to ground our dignity 
on our capacity for autonomy, while thinkers in the Judeo-Christian-
Islamic tradition would maintain that it is constituted by a God-given soul 
(i.e. a spiritual substance as opposed to an imperceptible force). Although 
a specific and defensible account of what it is that gives us a dignity would 
be useful when articulating a comprehensive ethic, it is unnecessary to 
consider utilitarianism’s implications for AI. So long as individual persons 
have a dignity that merits respectful treatment, regardless of what confers 
that dignity on us, a moral agent will be forbidden from treating persons 
merely as a means to the greater good. That is, a typical dignity-based 
ethic will accord human rights to each person, where to have a human 
right is for others to have a duty not to subordinate or harm a person that 
should be upheld even if not doing so would promote a marginally greater 
amount of value in the world.

It is well known that a utilitarian ethic has difficulty accounting for 
human rights. Here is a classic example from contemporary Anglo-
American ethics (Nozick 1974: 28–30). Imagine that a mob angry about 
an apparent crime will severely beat and then kill two innocent people 
unless you, the sheriff in town, frame, corporally punish, and execute one 
innocent person. From a utilitarian perspective, it would be rational and 
moral for you to do terrible things to the person, if that were indeed the 
only way to prevent others from doing terrible things to a larger extent. 
However, from a human rights perspective, you should not, for doing so 
would degrade the person. Instead of treating him as though he is valuable 
for his own sake, it would treat him as though he has a merely instrumen-
tal value for the reduction of bad outcomes in the world.

Of course, utilitarians are initially inclined to reply that the case is inac-
curately described. They will suggest that the outcomes of a sheriff harm-
ing and killing one innocent person would likely be worse in the long run 
than letting two innocents be harmed and killed by others. After all, upon 
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the sheriff framing an innocent person, the criminal is still free to commit 
crime again, and when people discover that the sheriff has done so, the 
criminal justice system will be weakened, allowing all the more murders to 
take place down the road.

However, it is not unfair to suppose, for the sake of argument, that 
there was in fact no crime committed, but that the sheriff was not in a 
position to convince members of the public of that in time before rioting. 
In addition, it is reasonable to imagine, also for the sake of argument, that 
no one would ever discover that the sheriff has framed an innocent party 
for the non-existent crime. It is intelligible to ask what the right thing to 
do would be under these conditions, where a human rights perspective 
will look compelling to many African ethicists and to many other adherents 
to the idea of human dignity around the world.

What does a human rights framework mean for how to programme AI 
automated systems? It would involve directing them to treat persons in 
certain ways that are incompatible with maximizing utility. For example, 
consider a self-driving car. The most basic version of what is widely known 
as ‘the trolley problem’, often applied to self-driving cars (for just one 
influential example, see Awad et  al. 2018), appears to tell in favour of 
utilitarianism.6 In that case, the car has the two options of either, say, 
striking two pedestrians if it continues forward or veering in another direc-
tion where it would strike one pedestrian. Here, it appears that it would be 
right for the car to strike the one, which lends prima facie support to 
utilitarianism.

However, upon reflection, the support is weak, as there are many other 
situations in which it would intuitively be a human rights violation to kill 
one so as to save two. For example, imagine that the self-driving car 
happens to have two critically injured passengers in it and that they will die 
unless they get to the hospital in time. Suppose further that the only way 
to get them to the hospital in time would be for the self-driving car to 
mow down one pedestrian. It appears that respect for the person’s dignity 
forbids killing him in order to save the lives of two others. In short, he has 
a human right to life that should be observed when programming a self-
driving car.

6 For the view that the trolley problem is importantly distinct from the self-driving car 
controversy, see Nyholm and Smids (2016).
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Group Rights and AI
Although it is characteristic of African moral thought to ascribe a dignity 
to individual persons, it is likewise characteristic of it to maintain that 
certain kinds of wholes merit moral consideration. There are some sub-
Saharan theorists who appear to believe only in group rights, such that, 
say, a family or clan alone has rights and the individual has none, or at least 
none that could ever conflict with them (e.g. Ake 1987). However, much 
more common is the view that there are both individual rights and 
collective rights, which might come into conflict with each other and need 
to be balanced in some way.

Consider, for example, the African (‘Banjul’) Charter on Human and 
Peoples’ Rights (Organization of African Unity 1981), which includes 
many rights of individual human beings alongside those ascribed to a 
people, which is probably best understood as a nation (or perhaps a 
country). The latter include rights of a people not to be dominated and to 
resist domination (Article 20), and rights of a people to natural resources, 
socio-economic development, and an environment necessary for that 
(Articles 21, 22, 24).

Similarly, see the Charter for African Cultural Renaissance (African 
Union 2006). It too accords individuals many rights to access and develop 
their culture, but alongside them the document speaks of African peoples 
evolving, being provided resources, and being enriched (Preamble and 
Articles 3 and 5), the rights of minorities to their cultures (Article 5), and 
the cultural advancement of African states (Article 18).

It is natural to think of the talk of duties with respect to peoples, minor-
ities, and states as group-based. However, it is a contested matter, amongst 
philosophers and related thinkers around the world, whether to ascribe 
moral rights to groups as distinct from their individual members. Some, 
particularly in the West, maintain that what might appear to be group 
rights are ultimately the rights of the individuals who compose them. 
While a well-developed theory of rights to culture, to development, and to 
resist domination would be welcome, it is not necessary in order to cast 
doubt on utilitarianism. Supposing that such rights exist, regardless of 
what ultimately grounds them, we find reason to resist programming AI 
automated systems in a utilitarian manner.

To see this point, consider the right of a people to resist foreign domi-
nation of it and what such a right entails for how to programme a smart 
automated weapons system. Above I suggested that a utilitarian weapons 
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system would naturally be deployed to rebut aggression, but that is not 
always so. Sometimes aggression that is intuitively unjustified would serve 
to maximize utility in the long run, and sometimes rebutting such aggres-
sion but failing to maximize utility in the long run is intuitively justified.

Such seems to be the case when the aggression is undertaken by a much 
greater majority than the non-aggressing minority being suppressed. 
Suppose that powers beyond Africa use their might to enslave a small sub-
Saharan people, forcing it to extract minerals and related resources to 
drive foreign economies. Utilitarianism could permit such imperialism and 
forbid resistance against it, if the numbers who flourished from it were 
great and the numbers who suffered from it were small. However, if the 
dominated people rose up against its taskmasters, it would be apt for a 
smart automated weapons system to assist it, despite the fact that doing so 
would fail to maximize utility. Whereas a utilitarian weapon would operate 
on the side of the oppressor, a morally justified weapon would operate on 
the side of the oppressed, regardless of the numbers involved.

Family First and AI
In the previous section I noted that many African ethicists believe in 
human, that is, individual rights while also accepting some kind of 
collective rights. Here, I somewhat similarly note that many African 
ethicists believe that morality has an impartial dimension while also 
contending that it has a partial one, where the partiality is antithetical to 
utilitarian reasoning.

Ascribing a dignity to individuals, at least in virtue of their vital force or 
membership in the human family, entails a certain kind of impartiality, 
egalitarianism, or cosmopolitanism. That is, everyone matters from the 
moral point of view, such that a moral agent can have obligations to help 
others regardless of, say, their religion or nationality. As Kwame Gyekye 
has pointed out (2010: sec. 6), it is such impartial moral thought that 
plausibly explains the widespread traditional practice of welcoming visitors 
to an African village. Hospitality to those one does not know makes good 
sense if all human beings have a dignity that demands honouring.

However, there is an additional salient part of African ethics that is 
instead partial, directing one to aid those related to you before aiding 
others or aiding the former to a greater degree than the latter. ‘Family 
first’ and ‘charity begins at home’ are widely accepted (e.g. Wiredu 1992: 
200; Appiah 1998; Ramose 2003: 385–86; Molefe 2019: 84–86) and 
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indicate that sub-Saharan morality is well understood as including special 
obligations of beneficence. If one had to choose between saving the life of 
one’s mother or that of a stranger, a characteristic African view would 
entail that one would do wrong not to save one’s mother. For utilitarianism, 
in contrast, one should flip a coin to decide whom to save if the outcomes 
of either option would be the same, or one should save the stranger if the 
outcomes of doing so would be marginally better than saving one’s mother.

Traditionally speaking, it was blood relations that determined who has 
priority when it comes to aid (on which see Appiah 1998). That, however, 
is a controversial basis for grounding duties to help others. More common 
these days is the view that, having related communally with others for a 
long while or to a strong degree (as with family or colleagues), one owes 
more of oneself and one’s resources to them than to others. Regardless of 
the precise way in which people must be related to the moral agent in 
order to be prioritized, so long as priority should be accorded to those 
related to her in some way or other––as many readers will agree––
utilitarianism is suspect.

It follows that when programming AI automated systems, from an 
African perspective one ought to do so in a way that respects partial duties. 
If there is a robot in the home, while it should be programmed to be 
hospitable to visitors, it should also be programmed, at least as a default, 
to save the life of one’s mother before that of a visitor who is not a member 
of the family or particularly close to it. A utilitarian robot, in contrast, 
would calculate the expected utility of saving one’s mother compared to 
saving the visitor, and the calculations might not go in favour of mum, 
particularly if she is old and sick and the visitor is young and healthy.

Similar remarks apply to contexts in which there is relationality, even if 
to a less intense degree than that encountered in a family. For example, 
suppose a doctor has had a long-standing relationship with a particular 
patient and has programmed a robot to nurse him while staying in a 
hospital. It would be wrong for the doctor instead to allow the robot to 
disregard this patient’s needs, whenever doing so would be necessary to 
care for a patient of another doctor with marginally greater needs.

Self-sacrifice and AI
Here I discuss the last major respect in which values that are African, while 
also being attractive to readers from a variety of backgrounds, are 
incompatible with utilitarianism and in a way that would have a bearing on 
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programming AI automated systems. It concerns the permissibility of 
making sacrifices of one’s own welfare for the sake of others.

It is well known that it is typical for an African ethical perspective to 
prescribe strong and substantial duties to help other people. That is par-
ticularly true in respect of family members, as per the previous section. 
However, even more impartial interpretations of African morality place 
heavy demands on a moral agent to improve others’ quality of life. For 
example, Gyekye’s influential moderate communitarian ethic prescribes 
doing all one can to promote the common good, that is, to meet the 
needs of everyone (albeit in ways that do not violate certain individual 
rights), without any distinction drawn between what is beyond the call of 
duty and what is not (1997: 35–76). Kwasi Wiredu’s interpretation of 
African morality in terms of sympathetic impartiality and the Golden Rule 
similarly expects a lot (1996, 2009: 15–16); putting oneself in others’ 
shoes, one will come to see that they would be glad if one aided them in 
significant ways.

Such an approach to positive obligations might seem to dovetail neatly 
with utilitarianism, for it, too, is known for demanding much of a moral 
agent. However, two Anglo-American philosophers long ago noted 
respects in which utilitarianism would actually forbid you from doing what 
is best for others in the long run; that is when the most good in the world 
would be produced if one instead directed benefits towards oneself (see 
Nozick 1974: 41 on ‘utility monsters’ and Slote 1985 on ‘agent-sacrific-
ing permissions’).

Consider two cases to illustrate the concern (from Metz 2013: 188–89), 
after which I indicate what it might mean for AI automated systems. For a 
first case where the most good and least bad in the world would result if 
subjective well-being were conferred on oneself and woe were placed on 
others, consider a mother and son who are both hungry. Suppose that 
maximizing values of nutrition, taste, and the like prescribes mum eating 
a portion of food that has become available. Even so, it would surely be 
permissible for the mother to decide to give the food to her son. For a 
second case, imagine that a vicious canine is chasing you and a young 
woman, whom you do not know, and that minimizing fear, pain, and 
missed appointments prescribes outrunning, if not tripping, the woman so 
that the dog gets to her. Even so, it would be permissible for you instead 
to draw the dog towards yourself, enabling the woman to escape. In both 
cases, utilitarianism would forbid you from helping others, but for many 
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African ethicists, and more generally intuitively, the right thing to do 
would instead be to help them.

Consider how the permissibility of making sacrifices for others, despite 
a net loss of subjective well-being in the world, could influence the way to 
programme smart machines. Basically, any time one is in charge of how 
such a machine is deployed, one should be able to opt to direct it to save 
others before oneself. Consider a high-ranking military official who can 
choose a programme for a weapons system in a battlefield. He might direct 
it to discount his life relative to the lives of two other soldiers, even if the 
world would be in marginally better shape, in terms of net welfare, with 
him in it compared to them. Or if one is able to determine how to direct 
the life-saving procedures of a care robot in the home, one could set them 
to save the life of one’s sickly child before oneself, in case of, say, a fire. 
Surely, such programming would be morally permissible, contrary to the 
dictates of utilitarian reasoning.

Conclusion: From Utilitarianism to Kantianism

Utilitarianism has been the most common western ethic invoked when 
considering how to programme artificially intelligent automated systems, 
while Kantianism (Powers 2006; Ulgen 2017; cf. Allen et al. 2000), or at 
least some kind of deontological approach informed by western values 
(Anderson et  al. 2005; Anderson and Anderson 2007), has been the 
runner up. If the project here has been found attractive by many readers, 
it is worth thinking about how it might be extended. If characteristic 
African values ground powerful objections to programming smart 
machines according to the principle of utility, might they have similar 
implications for doing so according to a principle of respect for autonomy 
(or an ethic of prima facie duties)?

At this stage, the answer in the light of the specific argumentation in 
this chapter seems equivocal. Kantianism, after all, accepts the ideas that 
human dignity grounds human rights (section “Human Dignity and AI”) 
and also that one may sacrifice one’s happiness in order to help others 
achieve their ends (section “Self-sacrifice and AI”). However, it might be 
that the other two African reasons to reject utility maximization apply with 
comparable force to Kantianism. That is, if one believes that there are 
collective rights, it might be that they are not reducible to the dignity of 
individual persons (section “Group Rights and AI”). And if one believes 
that there are special obligations, it might be that they are not a function 
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of promise making or accepting benefits from a cooperative scheme, the 
central ways that Kantians account for positive duties to specific individuals 
(section “Family First and AI”). It is worth considering in future work 
whether these African values provide grounds to doubt that AI should act 
in accordance with Kantian duty or whether there are other resources in 
the sub-Saharan ethical tradition to ground such doubt.7
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