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#### Abstract

This study develops the approach by Minh \& Khanh [1] to the classic Barro and Sala-i-Martin method [2], [3] named "expanded Barro regression method", and applies this approach in analyzing the convergence of provincial per capita GDP in Vietnam over the period of 1991-2007. Different aspects of provincial convergence are considered in this paper. The estimated result on convergence from our model is compared to other models.
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## 1. Introduction

Suppose that we consider $\eta=\eta(t, x)$ as an economic variable, being a stochastic process dependent on parameter $t \geq 0$ (time), $x \in X$ (space) with considered (country) area $X$. Observations $y_{i k}:=\eta\left(k, x_{i}\right)$ at time (period) $t=k(k=0-T)$ are known, we consider following convergent conception of economic variable $y(t):=E\{\eta(t, x)\}$ ( $t$ is unlimited over time) as the convergence of function $y(t)$ for finite value $y(\infty)$ (called "convergence state") at sub-regions (province) $x=x_{i} \in X(i=1-N)$

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} y(t)=y(\infty) \tag{1}
\end{equation*}
$$

Growth coefficient $\hat{y}(t)$ of the economic variable reveals variable rate (the variable level of a unit), variable $y(t)$ in a unit of time at time $t$ :

$$
\begin{equation*}
\hat{y}(t) \approx \frac{y(t+\Delta t)-y(t)}{\Delta t \times y(t)}(\Delta t \approx 0) \Rightarrow \hat{y}(t)=\frac{\dot{y}(t)}{y(t)} \tag{2}
\end{equation*}
$$

For the model (1) with $y$ assigned to income or productivity, the convergence in income and productivity is among the most-receiving attention economic issues in recent years. Many authors focused on the convergence in income, however, studying the convergence in GDP according to regions also provides many such important information.

Globally, implementing the Barro regression (see [2]-[4]) in convergence, researches had been mentioned in many countries but only the information of the initial and final stages of the researches was analyzed. Exploiting this information at all stages was not set forth yet. In Vietnam, as the authors recognized, the implementation of classic Markov method (see [5] [6]) in examining the convergence in income per capita and productivity growth rate hasn't been studied yet. Therefore, this paper is designed to introduce a new method to Vietnam's economic growth research at the region levels.

This paper develops the results of [1] and evaluates the convergence level in provinces of Vietnam (sub-regions), based on income per capita which is examined through their data on GDP, population and manpower in the period 1990-2007.

Markov method allows the researchers to monitor the movement in a distribution, and determine the invariable contribution in time at a combined level. Mixed data of the period 1990-2007 are used to calculate invariable frequency at time. This research takes a deeper consideration into whether provincial polarization in its growth leads to cluster of convergence or not. That means whether the convergence of a province group will go toward different growth rate or otherwise, a wholesale convergence will occur when all provinces move toward the same growth level. It's necessary for a nation to analyze its convergence for the theory and policy making purpose. In the case when convergence takes shape, the policymakers will have evident to adjust the growth related variables. Additionally, the assumptions under convergence supposition can be met in a national scale because the studied units of a nation are affected by technology development, government policies, and their mobilization.

## 2. Theoretical Basis

### 2.1. Economist View of Considered Approaches

Generally, convergence results from neoclassical growth theory where for certain set of economies, their economic growth is infinitively unstable and lessening at the end, and their speed is likely to come to stationariness as production function drives downward performances by capital size. If these groups of economics have similar economic structures, they would converge at a same stable condition, narrowing the income gap. At that case, an absolute convergence occurs. However, in the case the economies have different in their structures, they witness diverse "stable conditions" and uncertain decrease in income-gap, which is called conditional convergence. This study only focuses on absolute convergence.

When analyzing a standard convergence, researchers investigate (the presence of) the convergence which presents a declining income-gap and the convergence displaying whether the poor nations witness a faster economic growth than the developed ones. It's said that absolute convergence takes place when initial income and its later development have a negative relationship. From this theoretical economic point, the classical Barro regression models are widely implemented [2], [3] it's reckoned that: in the observed time $(0, T)$, the growth pace of economic variable $y(t)$ is defined as:

$$
\begin{align*}
& \text { Barro Model } 1 \hat{y}(t)=\alpha+\beta \log y_{0} \quad(t \geq 0)  \tag{3}\\
& \text { Barro Model } 2 \hat{y}(t)=a \log 10-\lambda \log y_{0} \mathrm{e}^{-\lambda t} \quad(t \geq 0) \tag{4}
\end{align*}
$$

with $y(0):=y_{0}$ is the initial value of economic variable; $\alpha, \beta$ (in the Model 1) and $a, \lambda$ (in the Barro Model 2) server as parameter which are estimated based on the correspondent regression equations:

$$
\begin{equation*}
\frac{1}{T} \log \left(\frac{y_{i T}}{y_{i 0}}\right)=\alpha+\beta \log y_{i 0}+\varepsilon_{i} \quad(i=1-N) \tag{5}
\end{equation*}
$$

(Barro Regression Equation 1)

$$
\begin{equation*}
\frac{1}{T} \lg \left(\frac{y_{i T}}{y_{i 0}}\right)=\alpha-\lambda \lg y_{i 0}\left(1-\mathrm{e}^{-\lambda T}\right) \frac{1}{T}+\varepsilon_{i} \quad(i=1-N) \tag{6}
\end{equation*}
$$

(Barro Regression Equation 2)
with $\varepsilon_{i}$-observed error, $N$-sub-region number (provinces, cities, localities...) survived in $X$ (nations, zones...); $y_{i 0}=\eta\left(0, x_{i}\right)$ and $y_{i T}=\eta\left(T, x_{i}\right)$ is the observed value in sub-region $x_{i}(i=1-N)$ of economic variable at the starter $t=0$ and $t=T$ in the studied time $(0, T)$. After estimating the parameters in the above regression formula, the Neoclassical economics paradigm is employed to provide sufficient signs for variable $y(t)$ to converge $(t \rightarrow \infty)$. Nevertheless, before this sign is used (when economic variable presents for income or productivity), it's a must to check the form of Cobb-Duglass in the function for manufacturing or the concave condition of combined function for manufacture. This can't always be achieved, especially in the Barro regression when only the information of its initial and final steps are studied $(0, T)$. Additionally, these mentioned sufficient signs can't help the researchers come to a certain conclusion about the inability of convergence of economic variable $y(t)$. Therefore, the group of authors will introduce a new method named "expanded Barro regression method" in the next 2.2-2.3 to surmount this defect. A second method: Markov method, which is usually used in published document, will be also introduced in the 2.4 . This method requires the information about transitional move of the researched units included in cross-selection and temporal chain. The authors come to a conclusion that convergence takes shape if long-term forecasts for these movements go toward to 0 when forecast range increase.

In Section 3, the mentioned methods will be utilized to analyze the convergence in per capital income in Vietnam's provinces during 1991-2007, and then to picture the typicality in the long-term tendency in the capital per income growth of Vietnam's provinces. Section 4 for calculation outcomes show the consistence between 2 methods used in the thesis and the over-advantages of "expanded Barro regression" (compared to classic Barro regression). Section 5 for conclusion and Section 6 for acknowledgements.

### 2.2. Expanding Barro Regression Model

In the differential equation linguistics, to deal with problem (1), we need to build Cauchy problem responding to differential Equation (2) under form:

$$
\begin{equation*}
\dot{y}(t)=\hat{y}(t) y(t) \quad(t>0), \quad y(0)=y_{0} \tag{7}
\end{equation*}
$$

where $y_{0}$ is income per capita (GDP) at the beginning of research $(t=0)$, and $\hat{y}(t)$ represents growth rate of GDP at $t$. For economic thesis that economic growth rate definitely develops, where per capita growth rate negatively depends on primary income and gradually becomes lower and then convergent at stationary state at the end (if these economies have very similar structures), we consider 2 following models which is expanded from Barro models in [2], [3] for growth rate as:

Expanding Barro 1 Model (Model 1)

$$
\begin{equation*}
\hat{y}(t)=\lambda \mathrm{e}^{-\lambda t}\left(A-\log y_{0}\right)>0 \quad \forall t \geq 0 \tag{8}
\end{equation*}
$$

## Expanding Barro 2 Model (Model 2)

$$
\begin{equation*}
\hat{y}(t)=(\log 10 \lambda) \mathrm{e}^{-\lambda t}\left(A-\mathrm{e}^{-\beta(t)} \lg y_{0}\right)>0 ; \quad \beta(t):=1-\mathrm{e}^{-\lambda t} \quad \forall t \geq 0 \tag{9}
\end{equation*}
$$

where $A, \lambda>0$ are parameters.
The convergence of Model 1 was considered in [1], in this paper we only consider the convergence of Model 2.

### 2.3. Expanded Regression Barro 2

When considering Model 2, we put:

$$
\begin{equation*}
\beta(t):=1-\mathrm{e}^{-\lambda t} ; \quad \alpha(t):=\beta(t) A \quad \forall t \geq 0 . \tag{10}
\end{equation*}
$$

To analyzing the Model (2) in (9), we based on (10) to get the root of (7)

$$
\begin{equation*}
y(t)=y_{0} \cdot 10^{\alpha(t)-\left(1-\mathrm{e}^{-\beta(t)}\right) \lg y_{0}} \quad(\forall t \geq 0) \tag{11}
\end{equation*}
$$

Then, it's easy to see the form of convergence condition for the problem:

$$
\begin{equation*}
0<\beta(t)<1 \quad \forall t \geq 0 \Leftrightarrow \lambda>0 . \tag{12}
\end{equation*}
$$

And (11) leads to a conclusion that (12) also serves as the converging condition of problem (1). From this case and (11), we gain:

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} y(t)=y_{0}^{\mathrm{e}^{-1}} \cdot 10^{A}:=y(\infty) \tag{13}
\end{equation*}
$$

To identify the determined regression equation with parameters $\lambda, A$ in the observed time $(0, T)$, we logarit (11) and get:

$$
\begin{equation*}
\lg \left(\frac{y(t)}{y_{0}}\right)=\alpha(t)-\left(1-\mathrm{e}^{-\beta(t)}\right) \lg y_{0} \quad(\forall t \geq 0) \tag{14}
\end{equation*}
$$

by applying the next algorithm.
Algorithm 2.1. (Convergence of the Model 2)
Step 1: For each time $t=1-T$, the researchers use (14) to set up nonlinear regression equation following parameters

$$
\begin{equation*}
\alpha(t), \beta(t): \lg \left(\frac{y_{i t}}{y_{i 0}}\right)=\alpha(t)-\left(1-\mathrm{e}^{-\beta(t)}\right) \lg y_{i 0}+\varepsilon_{i t} \quad(\forall i=1-N) \tag{15}
\end{equation*}
$$

$\hat{\alpha}(t), \hat{\beta}(t)(t=1-T)$ are the LS estimated of parameters $\alpha(t), \beta(t)(t=1-T)$ the value of $T$ can be found from above regression algorithm.

Step 2: Based on (12) to test the converging condition $0<\hat{\beta}(t)<1$ :
a) If this algorithm isn't true with all $t=1-T$, problem (1) doesn't lead to convergence, end the algorithm/process here.
b) If it's true, for example with all value of $t=1-T_{0} \leq T$, follow the Step 3.

Step 3: Employing (10), the estimated OLS value of the parameters can be found through:

$$
\begin{equation*}
\lambda \approx \hat{\lambda}:=\frac{1}{T_{0}} \sum_{t=1}^{T_{0}} \frac{|\log (1-\hat{\beta}(t))|}{t} ; \quad A \approx \hat{A}:=\frac{1}{T_{0}} \sum_{t=1}^{T_{0}} \frac{\hat{\alpha}(t)}{\hat{\beta}(t)} \tag{16}
\end{equation*}
$$

$\hat{\lambda}$ is the converging speech of an economy, and (13) infers: $y(\infty) \approx y_{0}^{\mathrm{e}^{-1}} \cdot 10^{\hat{A}}$.
With the aim to compare the above algorithm with classic Barro Model 2 [3], the authors initially examine this algorithm with its parameters $a, \lambda$ which need to be defined in the function:

$$
\left\{\begin{array}{l}
y(t)=y(t, x):=y_{0}(x) 10^{t X_{2}(t)}  \tag{17}\\
X_{2}(t)=X_{2}(t, x):=a+\frac{\mathrm{e}^{-\lambda t}-1}{t} \lg y_{0}(x)
\end{array}\right.
$$

with need-to-verify variable $(t, x)$.
When assigning $t=T, x=x_{1}, \cdots, x_{N}$ the authors get $\left\{\eta\left(0, x_{i}\right)\right\}_{i=1}^{N},\left\{\eta\left(T, x_{i}\right)\right\}_{i=1}^{N}$ of $y_{0}(x)$ and $y(T, x)$, assigning: $\quad y_{i 0}:=\eta\left(0, x_{i}\right), y_{i T}:=\eta\left(T, x_{i}\right), X_{i 2}(T):=\frac{1}{T} \lg \frac{y_{i T}}{y_{i 0}} \quad(1 \leq i \leq N)$.

Equation (18) (Regression Barro 2) follow nonlinear $\lambda$ and linear $a$ :

$$
\begin{equation*}
X_{i 2}(T)=a+\frac{\mathrm{e}^{-\lambda T}-1}{T} \lg y_{i 0}(1 \leq i \leq N) \tag{18}
\end{equation*}
$$

$\hat{a}, \hat{\lambda}$ are estimated OLS of $a, \lambda$ in $N$ mentioned equations, and set:

$$
\begin{equation*}
\tilde{y}(t)=y_{0} 10^{t \tilde{X}_{2}(t)} ; \quad \tilde{X}_{2}(t):=\tilde{X}_{2}(t, \hat{a}, \hat{\lambda}) \equiv \hat{a}-\hat{\lambda} \lg y_{0} \tag{19}
\end{equation*}
$$

approximate equation of (17) complying Barro 2. In order to check the errors between these 2 functions, the error of $\left|X_{2}(t)-\tilde{X}_{2}(t)\right|$ need to be checked through clause:

Lemma 2.2. If $|\lambda T| \ll 1, y_{0} \geq 1$ and assign

$$
M_{2}=\left(\begin{array}{cc}
N & \sum_{i=1}^{N} \lg y_{i 0}  \tag{20}\\
\sum_{i=1}^{N} \lg y_{i 0} & \sum_{i=1}^{N} \lg ^{2} y_{i 0}
\end{array}\right) ; M_{2}^{-1}=\left(\begin{array}{ll}
s_{11} & s_{12} \\
s_{21} & s_{22}
\end{array}\right) .
$$

With all $p(0<p<1)$ we have:

$$
\begin{equation*}
p \leq P\left\{\left|\tilde{X}_{2}(t)-X_{2}(t)\right|<\frac{\bar{S}_{2}}{\sqrt{1-p}}\right\} ; \bar{S}_{2}=\sqrt{s_{11}}+\sqrt{s_{22}} \log y_{0} ;(0 \leq t \leq T) \tag{21}
\end{equation*}
$$

Proof. Because $t \lambda \leq \lambda T \ll 1$ so we can infer the approximate value of function $X_{2}(t, a, \lambda)$ in (17) under

$$
\begin{equation*}
X_{2}(t, a, \lambda) \approx a+b \lg y_{0} \quad(0 \leq t \leq T) ; \quad b:=-\lambda \tag{22}
\end{equation*}
$$

At this value, regression Equation (18) gets close linear value (with its parameters) at:

$$
X_{i 2}(T) \approx a+b \lg y_{i 0}+\varepsilon_{i} \quad(1 \leq i \leq N)
$$

For this linear regression model, the authors employ the similar methods used in (20)-(22) (replacing $\ln y_{i 0}$ with $\log y_{i 0}=\log _{10} y_{i 0}$ ). At this value (18) becomes (20) and if assign $\hat{\theta}:=(\hat{a}, \hat{b})^{\prime}$ is the estimated OLS of $\theta=(a, b)^{\prime}$ in the above regression model, we get: $\left\{\begin{array}{l}\hat{a}=a, E \hat{b}=b ; D\{\hat{\theta}\}=M_{2}^{-1} \\ \tilde{X}_{2}(t)=\hat{a}+\hat{b} \lg y_{0}, \text { with } \hat{\lambda}:=-b\end{array}\right.$.

So, from (22), we have:

$$
\begin{equation*}
E\left\{\tilde{X}_{2}(t)\right\}=E\{\hat{a}\}+\hat{b} \lg y_{0}(x) \approx X_{2}(t) \quad(0 \leq t \leq T) \tag{23}
\end{equation*}
$$

Furthermore, basing on the positive character of the matrix $M_{2}^{-1}$ in (20) we get

$$
D\left\{\tilde{X}_{2}(t)\right\}<s_{11}+2 s_{12} \lg y_{0}+s_{22} \lg ^{2} y_{0}<\left(\sqrt{s_{11}}+\sqrt{s_{22}} \lg y_{0}\right)^{2}
$$

Applying inequality Chebyshev:

$$
p \leq P\left\{\left|\tilde{X}_{2}(t)-X_{2}(t)\right|<\frac{\sqrt{D\left\{\tilde{X}_{2}(t)\right\}}}{\sqrt{1-p}}\right\} \leq P\left\{\left|\tilde{X}_{2}(t)-X_{2}(t)\right|<\frac{\sqrt{s_{11}}+\sqrt{s_{22}} \lg y_{0}}{\sqrt{1-p}}\right\}
$$

We have (21).
Next, we examine expanded Barro 2 with parameter $\lambda>0$, $A$ need to be defined in (11), (10) which can described as:

$$
\left\{\begin{array}{l}
y(t)=y_{0} 10^{Y_{2}(t)} ; Y_{2}(T):=\alpha(t)+\gamma(t) \lg y_{0}  \tag{24}\\
\gamma(t):=-\beta(t)=\mathrm{e}^{-\lambda t}-1, \alpha(t)=-\gamma(t) A
\end{array}\right.
$$

With each $t=k(0 \leq k \leq T)$ when we put $Y_{2}(k)=\lg \left(\frac{y_{i k}}{y_{i 0}}\right)$ and used the rest signs of (24), we can demonstrate regression Equation (15) under linear form using parameters:

$$
\begin{equation*}
Y_{i 2}(k)=\alpha_{k}+\gamma_{k} \lg y_{i 0}+\varepsilon_{i k} \quad(1 \leq i \leq N) . \tag{25}
\end{equation*}
$$

Assigning $\theta_{k}:=\left(\hat{\alpha}_{k}, \hat{\gamma}_{k}\right)^{\prime}$ is the estimated OLS of parameters $\theta_{k}:=\left(\alpha_{k}, \gamma_{k}\right)^{\prime}$ in the above regression model (assign $k=1-T)$ and supposing that: $0<-\hat{\alpha}_{k}:=\hat{\beta}_{k}<1 \quad\left(\forall k=1-T_{0} \leq T\right)$.

From this basement, we can set up simultaneous regression Equation (27)

$$
\left\{\begin{array}{l}
-\hat{\alpha}_{k}=\gamma(k) A+\varepsilon_{k}^{\prime} \quad\left(1 \leq k \leq T_{0}\right)  \tag{26}\\
-\hat{\gamma}_{k}=k \lambda+\varepsilon_{k}^{\prime \prime}
\end{array}\right.
$$

When we set $\hat{A}, \hat{\lambda}$ are OLS estimated of $A, \lambda$ in the above regression model we can establish approximate function of (24) following expanded Barro 2:

$$
\left\{\begin{array}{l}
\bar{y}(t)=y_{0} 10^{\overline{\bar{Y}}_{2}(t)} ; \bar{Y}_{2}(T):=\bar{\alpha}(t)+\bar{\gamma}(t) \lg y_{0}  \tag{27}\\
\bar{\alpha}(t):=-\lambda(t) \hat{A}, \bar{\lambda}(t)=-\hat{\lambda}(t)
\end{array}\right.
$$

Error $|y(t)-\bar{y}(t)|$ of this approximate function can be assessed by error $\left|Y_{2}(t)-\bar{Y}_{2}(t)\right|$ of function $Y_{2}(t)$ in (24), $\bar{Y}_{2}(t)$ in (27), under algebraic clause:

Lemma 2.3. If the conditions of Lemma 2.2 are satisfied, with all $p(0<p<1)$ we have:

$$
\begin{equation*}
P\left\{\left|Y_{2}(t)-\bar{Y}_{2}(t)\right|<\frac{K \bar{S}_{2}}{\sqrt{1-p}}\right\} \geq p \quad(0 \leq t \leq T) . \tag{28}
\end{equation*}
$$

In the case $0<\bar{\beta}(k):=-\hat{\gamma}_{k} \ll 1\left(\forall k=1-T_{0}\right)$, we can get approximate value of LS estimated $\hat{A}, \hat{\lambda}$ in (27) by Formula (16).
Proof. It's acknowledged that: the regression Equation (25) will be (26) with the replacement of $\log y_{i 0}=\log _{10} y_{i 0}$ by $\ln y_{i 0}$, and $Y_{i 1}(k)$ by $Y_{i 1}(k)$; the simultaneous regression Equation (26) coincide with (27). Therefore, when reiterating the demonstrations of Lemma 2.2 (with the replacement of $M_{1}^{-1}$ by $M_{2}^{-1}$ ), we get the result of the observing lemma. In this situation, Formula (28) has its form as (29).

Finally, in order to the higher accuracy of the expanded Barro 2 (compared to coefficient classic one), we provide the same outcome to Theorem 2.4.

Theorem 2.4. If $y_{0} \geq 1$ and $T \lambda \ll 1$, we can evaluate relative error $\delta \tilde{y}(t), \delta \bar{y}(t)$ of approximate function (19) (based on classic Barro) and (17) (under expanded Barro 2) from following algorithm:

$$
\begin{align*}
& P\left\{\delta \tilde{y}(t):=\frac{|y(t)-\tilde{y}(t)|}{\tilde{y}(t)}<10^{\frac{T \overline{\bar{S}_{2}}}{\sqrt{1-p}}}+1:=\bar{\delta} y\right\} \geq p \quad(0 \leq t \leq T)  \tag{29}\\
& P\left\{\delta \bar{y}(t):=\frac{|y(t)-\bar{y}(t)|}{\bar{y}(t)}<10^{\frac{K \overline{S_{2}}}{\sqrt{1-p}}}+1:=\bar{\delta} \bar{y}\right\} \geq p \quad(0 \leq t \leq T) \tag{30}
\end{align*}
$$

with $0<p<1$. In addition, if $T_{0} \geq 2$, and reliable $p$; the higher value of relative error between it in classic Barro 2 and in expanded Barro 2 is defined as:

$$
\begin{equation*}
\bar{\delta} \tilde{y}-\bar{\delta} \bar{y}=10^{\frac{K \bar{S}_{2}}{\sqrt{1-p}}}\left(10^{\left.\frac{(T-K) \overline{\bar{s}}_{2}}{\sqrt{1-p}}-1\right)>0}\right. \tag{31}
\end{equation*}
$$

with $0.3 T<T-K<T$.
Proof. From (17) and (19), we find out:

$$
\begin{aligned}
& |y(t)-\tilde{y}(t)|=y_{0} 10^{t \tilde{x}_{2}(t)}\left|0^{t\left[x_{2}(t)-\tilde{x}_{2}(t)\right]}-1\right| \\
& \Rightarrow \delta \tilde{y}(t):=\frac{|y(t)-\tilde{y}(t)|}{\tilde{y}(t)} \leq 10^{T\left|x_{2}(t)-\tilde{x}_{2}(t)\right|}+1 \quad(0 \leq t \leq T)
\end{aligned} .
$$

And then, (21) we infer:

$$
\begin{aligned}
p & \leq P\left\{\left|X_{2}(t)-\tilde{X}_{2}(t)\right|<\frac{\bar{S}_{2}}{\sqrt{1-p}}\right\}=P\left\{10^{T\left|X_{2}(t)-\tilde{X}_{2}(t)\right|}+1<10^{\frac{T \overline{\bar{S}}_{2}}{1-p}}+1\right\} . \\
& \leq P\left\{\delta \tilde{y}(t) \leq 10^{\frac{T \bar{S}_{2}}{\sqrt{1-p}}}+1=\bar{\delta} \tilde{y}\right\} \quad(0 \leq t \leq T)
\end{aligned}
$$

At this point, (29) is proved. In a similar method, (24) and (27) lead to:

$$
\begin{aligned}
& |y(t)-\bar{y}(t)|=y_{0} 10^{t \bar{Y}_{2}(t)}\left|10^{Y_{2}(t)-\bar{Y}_{2}(t)}-1\right| \\
& \Rightarrow \delta \bar{y}(t)=\frac{|y(t)-\bar{y}(t)|}{\bar{y}(t)} \leq 10^{\left|Y_{2}(t)-\bar{Y}_{2}(t)\right|}+1 \quad(0 \leq t \leq T)
\end{aligned}
$$

From this result and (65), we have:

$$
\begin{aligned}
p & \leq P\left\{\left|Y_{2}(t)-\bar{Y}_{2}(t)\right|<\frac{K \bar{S}_{2}}{\sqrt{1-p}}\right\}=P\left\{10^{\left|Y_{2}(t)-\bar{Y}_{2}(t)\right|}+1<10^{\frac{K \bar{S}_{2}}{\sqrt{1-p}}}+1\right\} \\
& \leq P\left\{\delta \bar{y}(t)<10^{\frac{K \bar{S}_{2}}{\sqrt{1-p}}}+1=\bar{\delta} \bar{y}\right\} \quad(0 \leq t \leq T)
\end{aligned}
$$

so we get (30).
Finally, because $T_{0} \geq 2 \ldots$ of $K$ in (29), we can easily find out: $T-K \geq T(1-\sqrt{0.4})>0.3 T>0$ from expression $K$ in (29) from expression $\bar{\delta} \tilde{y}$ (in (29)) and $\bar{\delta} \bar{y}$ (in (30)) we have (31).

Noticing that terms $T_{0} \geq 2$ in above expression are introduced to defined the applying range of the (31)'s result. When doing algebraics, we need to choose $T_{0}, N \geq 1$ (in possible condition) in order to allow approximate function $\bar{y}(t)$ (in (17)) to converge under probability of function $y(t)$ (in (24)).

### 2.4. Markov Chain Models

The method of Markov chain using in convergence problem was presented in [1], we do not present this content again.

## 3. Experimental Estimating Results

## Barro 1 Model:

Set independent variables are growing logarithm of per capita income in the province at late $y_{i}(T)$, and dependent ones represent income per capita at early stages. After removing inappropriate variables, final estimation for the period of 1990-2007 is as:

$$
\begin{aligned}
& \log \left(\frac{y_{i T}}{y_{i 0}}\right)=0.1153-0.0084 \log \left(y_{i 0}\right) \\
& S e \quad(0.038) \quad(0.0052) \\
& R^{2}=0.043 ; D W=1.747
\end{aligned}
$$

Estimated results shows that negative coefficient $\beta$ have no $10 \%$ lower significance level $11 \%$. We also split into small periods to estimate above equation but no ones see coefficient $\beta$ statistically better than that of the whole period 1990-2007.

## Barro 2 Model:

Apply empirical equations drawn from neoclassical theory to Vietnam with the whole researching period of 1990-2007, estimating models will be classified via following intervals: model (2a) for 1990-1996, model (2b) over the time of 1997-2001, from 2002 to 2007 is represented by model (2c), and the last and model (2d) estimates total sample period. We used mixed data for estimation.

Estimate method using panel data but we are just saying in case of fixed effects (stochastic effects) should not fear the wrong when we added from the fixed effect on it.

Table 1 displays estimating results for above 4 models.
We all know that growth rate of some economy depends negatively on its primary income and goes down for decreasing disparity between its steady-state returns and net income as in researching process, this suggests that $\beta>0$ results in convergence. See results from Table 1, just two periods of 1990-1996 and 2002-2007 are convergent with annual speed of 0.010966 and 0.001536 respectively.

Table 1. Estimating results of $\beta$ for 4 periods based on Barro 2 Model.

| Period | Study period | The value of $\boldsymbol{\beta}$ system is estimated | Conclusions |
| :---: | :---: | :---: | :---: |
| 1 | $1990-1996$ | 0.010966 | Convergence |
| 2 | $1997-2001$ | -0.00302 | Not convergence |
| 3 | $2002-2007$ | 0.001536 | Convergence |
| 4 | $1991-2007$ | -0.00264 | Not convergence |

## Expanding Barro 1 Model:

From above theoretical models and per capita income data of 59 provinces over Vietnam, we used analysis of regression to analyze the convergence of economic variable provincial per capita GDP. For each period (year) $t=1-17$ (1991-2007), we build 17 regression equations by virtue of cross data:

$$
\log \left(\frac{y_{i t}}{y_{i 0}}\right)=\alpha(t)-\beta(t) \log y_{i 0}+\varepsilon_{i} \quad(\forall i=1-59, t=1-17)
$$

For these equations, we obtains the set of estimated values for parameters as follow

$$
\hat{\lambda}=\frac{1}{17} \sum_{t=1}^{17} \frac{-\log (1-\hat{\beta}(t))}{t}=0.010558
$$

and value

$$
\hat{A}=\frac{1}{17} \sum_{t=1}^{17} \frac{\hat{\alpha}(t)}{\hat{\beta}(t)}=12.0061
$$

Average earnings at convergent state is $y(\infty) \approx \mathrm{e}^{\hat{A}} \approx 163748000$ (vnd).
We can use following model to forecast average income in coming years:

$$
\hat{y}(t)=y_{0} \mathrm{e}^{\hat{A} \hat{\beta}(t)-\hat{\beta}(t) \log y_{0}}=y_{0} \mathrm{e}^{\left(1-\mathrm{e}^{-0.010558 x t}\right)\left(\hat{A}-\log y_{0}\right)}
$$

We obtain forecasted results as in Table 2.
Here, we denote $\widehat{G D P}$ is estimator for $G D P$.

## Expanding Barro 2 Model:

For the expanding Barro 2 Model, we consider following 17 regression equations as well:

$$
\lg \left(\frac{y_{i t}}{y_{i 0}}\right)=a(t)-\lg y_{i 0}\left(1-\mathrm{e}^{-\beta(t)}\right)+\varepsilon_{i} ; \quad(\forall i=1-59, t=1-17) .
$$

These equations result in the estimator set of parameters $\{\alpha(t), \beta(t)\}$ as in Table 3.
Estimators for $A$ and $\lambda$ as:

$$
\hat{\lambda}=\frac{1}{17} \sum_{t=1}^{17} \frac{-\log (1-\hat{\beta}(t))}{t}=0.011115, \hat{A}=\frac{1}{17} \sum_{t=1}^{17} \frac{\hat{\alpha}(t)}{\hat{\beta}(t)}=4.9794
$$

Estimator for average income at convergent state is:

$$
y(\infty) \approx y_{0}^{\mathrm{e}^{-1}} \cdot 10^{\hat{A}}=1999.09^{\frac{1}{\mathrm{e}}} \times 10^{4.9794}=1562172595(\mathrm{vnd})
$$

We also use following equation to forecast per capita income in the future:

$$
\hat{y}(t)=10^{\hat{A} \hat{\beta}(t)+\mathrm{e}^{-\hat{\beta}(t)} \lg y_{0}}=10^{\hat{\hat{A}} \hat{\beta}(t)} \cdot y_{0}^{\mathrm{e}^{-\hat{\beta}}(t)}=10^{\hat{A}\left(1-\mathrm{e}^{-0.011155 t}\right)} \cdot y_{0}^{\mathrm{e}^{-\left(1-\mathrm{e}^{-0.011115 x t}\right)}} .
$$

We obtain estimation results as in Table 4.
Table 5 shows average standard deviation values of $\beta(t)$ and $P\{\beta(t)=0\}$ responding to the two regression equations.

Table 2. Average earnings forecasts (unit: 1000 vnd).

| $t$ | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\widehat{G D P}$ | 6115.9 | 6330.7 | 6550.7 | 6775.9 | 7006.4 | 7242.2 |
| $t$ | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 |
| $\widehat{G D P}$ | 7483.3 | 7729.7 | 7981.6 | 8238.9 | 8501.6 | 8769.9 |

Table 3. Least square estimators for parameters in expanding Barro 2 Model.

| $t$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{\alpha}(t)$ | 0.0504 | 0.1016 | 0.1496 | 0.3016 | 0.2311 | 0.2401 | 0.3065 | 0.3295 | 0.4576 |
| $\hat{\beta}(t)$ | 0.0116 | 0.0192 | 0.0267 | 0.0744 | 0.0446 | 0.0419 | 0.0602 | 0.0610 | 0.1050 |
| $t$ | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |  |
| $\hat{\alpha}(t)$ | 0.5785 | 0.6192 | 0.6499 | 0.6678 | 0.7026 | 0.6925 | 0.8140 | 0.9297 |  |
| $\hat{\beta}(t)$ | 0.1401 | 0.1452 | 0.1433 | 0.1396 | 0.1380 | 0.1182 | 0.1442 | 0.1760 |  |

Table 4. Average earnings prediction (unit: 1000 vnd).

| $t$ | $\mathbf{2 0 0 9}$ | $\mathbf{2 0 1 0}$ | $\mathbf{2 0 1 1}$ | $\mathbf{2 0 1 2}$ | $\mathbf{2 0 1 3}$ | $\mathbf{2 0 1 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\widehat{G D P}$ | 6070.0 | 6279.5 | 6499.9 | 6731.5 | 6974.7 | 7229.9 |
| $t$ | $\mathbf{2 0 1 5}$ | $\mathbf{2 0 1 6}$ | $\mathbf{2 0 1 7}$ | $\mathbf{2 0 1 8}$ | $\mathbf{2 0 1 9}$ | $\mathbf{2 0 2 0}$ |
| $\widehat{G D P}$ | 7497.6 | 7778.2 | 8072.2 | 8380.0 | 8702.2 | 9039.3 |

Table 5. Compare parameters of two expanding Barro Models.

|  | Average standard deviation of $\hat{\beta}(t)$ | P-value |
| :---: | :---: | :---: |
| Model 1 | 0.059 | 0.161 |
| Model 2 | 0.066 | 0.179 |

Convergence has been obtained in need of respective 600 and 500 years for these responding Barro Models since 1990.

## Markov Chain Model:

Experimental results of per capita income convergence problems by Markov chains method has been presented in [6]. Here we will compare the results obtained to the problem of per capita income convergence in the model of Barro regression, Barro extended regression model and Markov chain model.

## 4. Comparison between Models

Attaching the same data set $N=59, T=17$ of Vietnam's provinces within 1991-2997, we found that the results calculated under the Algorithm 2.1 in [1] and Algorithm 2.1 in this paper share the general point with Markov chain algorithm in the fact that the results indicate the common characteristic, the convergence of the Model 2.

However, if using classic Barro models for the same data set, we have not yet found common characteristics mentioned above. This is also explained by Theorem 2.3 in [1] and Theorem 2.4 in this paper related to the lack of accuracy in classic Barro models compared to corresponding extended models.

## 5. Conclusions

This research has used different methods to study the income convergence of Vietnam's provinces in 1990-2007. Results from extended Barro model are consistent with the results under approaching method based on Markov chains and it has been proved that the error from extended models is smaller than that from classic Barro models.

With current situation and no change in policy and regime, according to Model 1, Vietnam's income per capita is about 80,000 USD/year; this is an impressive figure and also the expectations of every citizen in Vietnam.

Estimation result from Markov chain model indicates convergence signs in distribution. The reason might be obstacles in regime which slow down technology transition process leading to limited mobility. Moreover, the lack of necessary infrastructure and unfair distribution causes technology diffusion to slow down. The speed of this process may vary among provinces.
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