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Abstract: In their attempt to defend philosophy from accusations of uselessness made by 

prominent scientists, such as Stephen Hawking, some philosophers respond with the charge of 

“scientism.” This charge makes endorsing a scientistic stance a mistake by definition. For this 

reason, it begs the question against these critics of philosophy, or anyone who is inclined to 

endorse a scientistic stance, and turns the scientism debate into a verbal dispute. In this paper, I 

propose a different definition of scientism, and thus a new way of looking at the scientism 

debate. Those philosophers who seek to defend philosophy against accusations of uselessness 

would do philosophy a much better service, I submit, if they were to engage with the definition 

of scientism put forth in this paper, rather than simply make it analytic that scientism is a 

mistake. 
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1. Introduction 

In their attempt to defend philosophy from accusations of uselessness made by prominent 

scientists, such as Hawking and Mlodinow (2010, p. 5), who write that “philosophy is dead,”1 

some philosophers accuse these scientists of “scientism.” According to Pigliucci (2010, p. 235), 

the term ‘scientism’ “is in fact only used as an insult.” By “scientism,” Pigliucci (2010, p. 235)  

means, “the intellectual arrogance of some scientists who think that, given enough time and 

especially financial resources, science will be able to answer whatever meaningful questions we 

may wish to pose—from a cure for cancer to the elusive equation that will tell us how the laws of 

nature themselves came about” (emphasis added).2 And Sorell (2013, p. x) defines scientism as 

follows: 

[(SP)] Scientism is a matter of putting too high a value on science in comparison with 

other branches of learning or culture (emphasis added). 

                                                           
1 Richard Feynman is rumored to have said that “philosophy of science is about as useful to scientists as ornithology 

is to birds” (Kitcher 1998, p. 32). See also Weinberg (1994, pp. 166-190). 

2 According to Kidd (2016, p. 11), “The modern cheerleaders for science that Pigliucci points to—such as Hawking, 

Krauss, and deGrasse Tyson—are today’s continuants of those dogmatic dithyrambs to science and so often lapse 

into scientism.” 
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Along the same lines, Williams (2015) identifies the following tenets of scientism: 

1. “only certifiably scientific knowledge counts as real knowledge” (p. 6); 

2. “the methods and assumptions underlying the natural sciences, including epistemological 

and metaphysical doctrines, are appropriate for all sciences” (p. 6); 

3. “an exaggerated confidence in science […] to produce knowledge and solve the problems 

facing humanity” (pp. 6-7); 

4. “the world must really be like the methods of contemporary natural science assume it to 

be” (p. 7). 

Similar definitions of scientism have been offered by Hua (1995, p. 15) and Haack. According to 

Haack (2007, pp. 17-18), scientism “is an exaggerated kind of deference towards science” 

(emphasis added). 

What all these characterizations of scientism share in common is the assumption that 

anyone who endorses a scientistic stance, like the aforementioned scientists who are dismissive 

of philosophy supposedly do, has an improper attitude toward science, as the phrases 

“intellectual arrogance” and “exaggerated confidence” suggest. Defining scientism along the 

lines of (SP), however, is problematic in the following respects: 

(1) (SP) is a persuasive definition. To define scientism as “putting too high a value on 

science,” as “an exaggerated deference to science,” or as “intellectual arrogance” is to 

express disapproval of scientism. Definitions that are “designed to transfer emotive force, 

such as feelings of approval or disapproval,” are known as persuasive definitions 

(Salmon 2013, p. 65). In that respect, to define scientism as “putting too high a value on 

science,” as “an exaggerated deference to science,” or as “intellectual arrogance” is akin 

to defining abortion as murder.3 Just as a pro-choice advocate would object to defining 

abortion as murder, since it expresses disapproval of abortion, an advocate of scientism 

would object to defining scientism as “putting too high a value on science,” as “an 

exaggerated deference to science,” or as “intellectual arrogance,” since it expresses 

disapproval of scientism. A persuasive definition like (SP), then, “masquerades as an 

honest assignment of meaning to a term while condemning or blessing with approval the 

subject matter of the definiendum” (Hurley 2015, p. 101). In other words, persuasive 

definitions look like honest attempts to define terms but in fact they transfer emotive 

force, which, in the case of (SP), is a feeling of disapproval. The problem with such 

definitions is that they “are strategies consisting in presupposing an unaccepted 

definition, taking a new unknowable description of meaning as if it were commonly 

shared” (Macagno and Walton 2014, p. 205). Instead of condemning scientism by 

definition, one needs to show precisely what is wrong with scientism.4 

                                                           
3 Or defining materialism as “putting too high a value on” or “an exaggerated deference to” matter in motion. See 

Ladyman (2011) on the materialist stance. 

4 Some might think that, surely, there are terms that must be defined in a way that transfers emotive force, since they 

are supposed to be derogatory terms. But this is mistaken. Take, for example, “Nazism”; arguably, the most horrible 

of –isms. The Oxford English Dictionary definition of ‘Nazism’ in English does specify that the term is sometimes 
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(2) (SP) is question-begging. Whether or not it is a persuasive definition, to define scientism 

as “putting too high a value on science,” as “an exaggerated deference to science,” or as 

“intellectual arrogance” is to beg the question against anyone who is inclined to endorse 

a scientistic stance. For (SP) implies that anyone who endorses scientism is already 

making a mistake, i.e., he or she is “putting too high a value [as opposed to the proper 

amount of value] on science,” has an “exaggerated deference [as opposed to the right sort 

of deference] to science,” or is being “intellectually arrogant” (as opposed to 

intellectually virtuous). Instead of making scientism a mistake by definition, and thereby 

beg the question against anyone who is inclined to endorse a scientistic stance, one needs 

to show precisely why it is a mistake to endorse a scientistic stance.5 

(3) (SP) turns the scientism debate into a verbal dispute. Just as those who object to 

scientism can define it as “a matter of putting too high a value on science,” as “an 

exaggerated deference to science,” or as “intellectual arrogance,” those who endorse a 

scientistic stance can define scientism as putting the proper amount of value on science, 

as the right sort of deference to science, or as intellectual virtue, and thus “anti-scientism” 

as a matter of putting too little (or not enough) value on science, as understated deference 

to science, or as intellectual timidity. In that case, the scientism debate would deteriorate 

into a verbal dispute insofar as the parties to the debate use the same term but with 

different meanings.6 

In fact, it looks like parties to the debate are already talking past each other. For instance, the 

aforementioned philosophers use ‘scientism’ along the lines of (SP), whereas other philosophers, 

who “admire science to the point of frank scientism” (Ladyman et al 2007, p. 61), apparently do 

not think that there is anything wrong with scientism by definition.7 Like Ladyman et al (2007, p. 

9), who find the “scientism” charge poorly justified, Rosenberg (2015) embraces scientism 

“while taking exception to the ‘unwarranted’ and ‘exaggerated’ part.” For Rosenberg (2011, p. 

6), scientism is the “conviction that the methods of science are the only reliable ways to secure 

knowledge of anything.” That is, like Ladyman et al (2007), Rosenberg describes scientism as a 

conviction but he does not think that there is something wrong by definition with such a 

conviction. As the title of Rosenberg (2015) suggests, in some quarters of the philosophy of 

science, ‘scientism’ is not used as a label for an allegedly misguided conviction. Rather, it is 

used as a label for a variant of naturalism (Stanford 2016).8 

                                                           
used as a derogatory term. However, there is nothing derogatory about the definition itself, which is “The political 

principles of the National Socialist German Workers’ Party.” As Loughlin et al (2013, p. 131) put it, “we need a 

definition of scientism that does not automatically amount to an accusation.” 

5 Just as “we need a definition of scientism that does not automatically amount to an accusation” (Loughlin et al 

2013, p. 131), we also need a definition of scientism that does not automatically amount to a “guilty” charge. 

6 On verbal disputes, see Chalmers (2011). 

7 See also Ladyman (2011) on “the scientistic stance.” 

8 Cf. Ladyman (2011) on “the scientistic stance.” As an anonymous reviewer rightly pointed out, concerns about 

circularity can be raised against both naturalism and scientism. As Stroud puts it (1996, p. 43) “one thing that seems 

not to have been ‘naturalized’ is naturalism itself.” I address these concerns as far as scientism is concerned in 

Section 4. 



 

4 
 

To prevent the debate over scientism from degenerating into a verbal dispute, then, we 

need a non-persuasive, non-question-begging, and principled definition of scientism. After all, 

the same term cannot be both an insult (Pigliucci 2010, p. 235) and a “badge of honor” (Hughes 

2012) at the same time. In other words, “we need a definition of scientism that does not 

automatically amount to an accusation” (Loughlin et al 2013, p. 131). In what follows, I will 

attempt to offer such a definition. I will focus on the epistemological dimensions of scientism; 

that is, on scientism as (purportedly) an epistemological thesis (cf. de Ridder 2014). 

To be clear, the focus of this paper is not what self-professed adherents of scientism 

actually say or have said. Rather, the focus of this paper is what an adherent of scientism should 

say. In other words, the aim of this paper is to articulate a defensible definition of scientism to 

replace the straw man that is (SP). I propose that those philosophers who seek to defend 

philosophy against accusations of uselessness would do philosophy a much better service if they 

were to show that the definition of scientism put forth in this paper is incorrect, rather than 

simply make it analytic that scientism is a mistake. Of course, it is understandable that the 

aforementioned philosophers make recourse to something like (SP), given that the 

aforementioned detractors of philosophy rarely provide arguments to support their scientism. 

Nevertheless, as philosophers, we should be able to do much better than resort to persuasive and 

question-begging definitions, like (SP). 

I should also make clear that the focus of this paper is the “scientism” charge as it is 

made by some philosophers who seek to defend philosophy from those (typically scientists) who 

accuse it of being useless. As an anonymous reviewer helpfully pointed out, there are ongoing 

debates outside of philosophy that are relevant to the question of scientism as an epistemological 

stance. For instance, Loughlin et al (2013) discuss the implications of scientism in medical 

practice. They write: 

The most disastrous implication of adopting scientism as our only basis for medical 

enquiry and for the practice of medicine is its relegation of the study of value to a non-

rational pursuit. Scientism has helped us to develop a focus on technical approaches that 

can assist good practitioners, but at its core medicine is a value-laden enterprise 

(Loughlin et al 2013, p. 142).9 

I will have nothing to say about the implications of scientism vis-à-vis medical practice, but I 

will briefly discuss the issue of values in science in Section 4. 

 

 

2. Strong Scientism 

As a first attempt at a non-persuasive, non-question-begging, and principled definition of 

scientism, consider the following definition, which, unlike (SP), avoids problems (1), (2), and (3) 

discussed above: 

                                                           
9 See also Henry (2010). 
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Strong Scientism 

Of all the knowledge we have, scientific knowledge is the only “real knowledge.” 

This definition is in accordance with what Cowburn (2013, p. 47) says about scientism, namely, 

that it is “the belief that scientific knowledge is the only valid knowledge which we have,” with 

de Ridder’s (2014, p. 25) Epistemological Scientism (ES), according to which “Science is the 

only source of justified belief or knowledge about ourselves and the world,” and with Williams’ 

(2015, p. 6) first tenet of scientism.10 

Before I proceed to evaluate Strong Scientism, a clarification is in order. Like other 

authors in the literature on scientism, all of whom use the term ‘knowledge’ (see, e.g., Peels 

2016, p. 2462), by “knowledge” I do not mean justified true belief or any other analysis of 

knowledge in terms of necessary and sufficient conditions, for that matter. Rather, “knowledge” 

is meant to refer to the aim or goal of inquiry or the final product of inquiry.11 In that sense, 

science produces scientific knowledge, mathematics produces mathematical knowledge, 

philosophy produces philosophical knowledge, and so on. In the context of the scientism debate, 

it is taken for granted that all disciplines, i.e., all fields of inquiry, both scientific and non-

scientific ones, are in the business of producing “knowledge” in that sense. The knowledge of 

each discipline, then, is what one finds in the academic publications (journal articles and books) 

of that discipline. What someone who accepts Strong Scientism would deny, then, is that other 

disciplines produce “real knowledge,” to use Williams (2015, p. 6) terminology, or “valid 

knowledge,” to use Cowburn’s (2013, p. 47) terminology. 

Now, I think that Strong Scientism is better than (SP) as a definition of scientism insofar 

as it is not a persuasive definition. That is to say, unlike (SP), Strong Scientism expresses neither 

approval nor disapproval of the definiendum. Moreover, unlike (SP), Strong Scientism is not 

question-begging, since it does not make endorsing scientism a mistake by definition. Despite 

being better than (SP) in these respects, Strong Scientism might seem “too strong.” After all, 

even though scientific activity involves observation, not all looking is “scientific.” Compare, for 

instance, the sort of telescopic observations Galileo conducted when he discovered the rings of 

Saturn with simply lying around and gazing at the night sky. It might seem as if the former is 

“scientific,” whereas the latter is not, but that such gazing can still produce “real knowledge.” 

Similarly, even though scientific practice involves reasoning, not all reasoning is “scientific.” 

Compare, for instance, inferring that no one is home from the fact that the lights are off with 

inferring that Africa is a likely source of the human mitochondrial gene pool from a genealogical 

tree. It might seem as if the former is “scientific,” whereas the latter is not, but that such 

inference can still produce “real knowledge.” 

If Strong Scientism is indeed too strong, it may be an inadequate definition of scientism. 

Insofar as there may be other ways of knowing that are not scientific, Strong Scientism needs to 

                                                           
10 See also Peels’ (2016, p. 2462) “epistemological scientism,” which is the view that “only the natural sciences are 

a reliable source of knowledge.” 

11 On scientific knowledge, see Bird (2007) and (2008), Rowbottom (2008) and (2010), Niiniluoto (2014), and 

Mizrahi & Buckwalter (2014). 
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be revised. In the next section, I refine Strong Scientism and offer an argument for a revised 

definition of scientism. 

 

3. Weak Scientism 

As a second attempt at a non-persuasive, non-question-begging, and principled definition of 

scientism, consider the following definition, which is an improvement on both (SP) and Strong 

Scientism: 

Weak Scientism 

Of all the knowledge we have, scientific knowledge is the best knowledge. 

Like Strong Scientism, Weak Scientism is not a persuasive definition. That is to say, like Strong 

Scientism but unlike (SP), Weak Scientism expresses neither approval nor disapproval of the 

definiendum. Moreover, like Strong Scientism but unlike (SP), Weak Scientism is not question-

begging, since it does not make endorsing scientism a mistake by definition. Unlike Strong 

Scientism, however, Weak Scientism is compatible with there being other ways of knowing that 

are not scientific, for Weak Scientism does not state that the scientific way of knowing is the only 

way of knowing. Rather, Weak Scientism states that the scientific way of knowing is the best way 

of knowing. In other words, according to Weak Scientism, of all the knowledge we have, 

scientific knowledge is the best knowledge. 

I think that Weak Scientism is a defensible definition of scientism. By saying that Weak 

Scientism is a defensible definition of scientism I mean to say that Weak Scientism can be 

successfully defended against objections. Although it may be the case that adherents of scientism 

have offered other (perhaps stronger) definitions of scientism, Weak Scientism is the definition of 

scientism they should adopt if they want to have a defensible definition of scientism. In addition, 

I propose, Weak Scientism is the definition of scientism those philosophers who seek to defend 

philosophy against accusations of uselessness, like the philosophers mentioned in Section 1, 

should attack if they want to do philosophy a real service. 

In the next section, I will consider a few objections to Weak Scientism in order to show 

that, in addition to being a non-persuasive, non-question-begging, and principled definition of 

scientism, as I have shown above, Weak Scientism is a defensible definition of scientism. In 

doing so, I will spell out the ways in which scientific knowledge can be said to be better than 

knowledge produced by other academic disciplines. In particular, since one thing can be said to 

be better than another either quantitatively or qualitatively, I will show in what sense scientific 

knowledge can be said to be quantitatively better than knowledge produced by other disciplines 

and in what sense scientific knowledge can be said to be qualitatively better than knowledge 

produced by other disciplines. 
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4. In Defense of Weak Scientism 

In order to show that a thesis is defensible, one needs to show that it can be defended against 

objections. In what follows, then, I will consider a couple of objections that can be raised against 

Weak Scientism. 

Inspired by an objection to the verifiability criterion of meaning, according to which the 

verifiability criterion itself cannot be empirically verified (Hempel 1951), some might object to 

Weak Scientism by claiming that there can be no scientific evidence for Weak Scientism. This 

objection can be interpreted in at least two ways: 

(O1) It is epistemically impossible to produce scientific evidence for Weak Scientism. 

(O2) It is viciously circular to support Weak Scientism with scientific evidence.12 

Insofar as they are supposed to be objections against Weak Scientism, I think that both (O1) and 

(O2) are problematic. The problem with (O1) is that it is false. In general, statements of the form 

‘X% of Fs are Gs’ can be supported by what would be considered scientific evidence as follows 

(Salmon 2013, p. 153): 

1. X% of sampled Fs are Gs. 

Therefore, probably, 

2. X% (±Z% margin of error) of Fs are Gs. 

This type of argument is known as “inductive generalization from a sample” (see, e.g., Govier 

2014, p. 258). Accordingly, we can take a cohort of knowledge claims and conduct a 

retrospective study as illustrated in Figure 1. 

 

Figure 1. A retrospective study of knowledge claims 

 

 

 

 

 

 

                                                           
12 I am not using ‘vicious’ here in a virtue-theoretic sense (cf. Kidd forthcoming). Rather, I am using ‘vicious’ in an 

epistemic sense. As Psillos (2011, p. 25) puts it, “Vicious circularity is an epistemic charge—a viciously circular 

argument has no epistemic force. It cannot offer reasons to believe the conclusion. It cannot be persuasive” (original 

emphasis). 
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If we find out that most of the sampled scientific knowledge is better than non-scientific 

knowledge, then we would have scientific evidence for Weak Scientism. That is: 

1. Most of the sampled scientific knowledge is better than non-scientific knowledge. 

Therefore, probably, 

2. Scientific knowledge is better than non-scientific knowledge. 

On the other hand, if we find out that most of the non-scientific knowledge is better than 

scientific knowledge, then we would have scientific evidence against Weak Scientism. That is: 

1. Most of the sampled non-scientific knowledge is better than scientific knowledge. 

Therefore, probably, 

2. Non-scientific knowledge is better than scientific knowledge. 

In fact, I (2013b) have used a similar method to test the historical premise of the antirealist 

argument known as the pessimistic induction (see Laudan 1981). According to the pessimistic 

induction, since most past scientific theories are now considered strictly false, it is probable that 

our current scientific theories will eventually be considered strictly false as well. Contrary to the 

historical premise of the pessimistic induction, however, I (2013b) show that it is not the case 

that most scientific theories (past and present) are considered strictly false by practicing 

scientists. I propose that Weak Scientism can be tested in a similar way. 
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To this it might be objected that the inductive generalizations outlined above are not 

arguments that produce scientific knowledge because they ultimately rely on philosophical 

assumptions. One philosophical assumption that these inductive generalizations ultimately rest 

on, for example, is the assumption that academic knowledge produced by an academic discipline 

can be measured. Since these inductive generalizations are ultimately based on philosophical 

assumptions, it might be argued, they are arguments that produce philosophical, not scientific, 

knowledge. This, in turn, means that, according to Weak Scientism, the knowledge they produce 

is not as good as scientific knowledge. 

This is an important objection that raises many challenging questions the present paper 

cannot do justice to. For instance, this objection raises the following question: What makes a 

statement, such as “Academic knowledge produced by an academic discipline can be measured,” 

philosophical? As Baggini and Stangroom (2005, p. 6) point out, this “question [namely, what 

exactly makes something philosophy?] is too large to be properly answered [in a book],” let 

alone a journal article. Sytsma and Livengood (2016, Ch. 2), for example, discuss six competing 

accounts of what makes something philosophical. This is why, for the purposes of this paper, I 

have operationalized “philosophy” as simply “what [professional] philosophers do” (Sparshott 

1998, p. 20). Arguably, as far as answering the question “What makes X philosophical?” goes, 

that may be the best we can do (Lauer 1989, p. 16). For present purposes, I hope it is sufficient to 

point out that, just as the mere fact that an argument (e.g., William Lane Craig’s Kalam 

cosmological argument) draws on scientific theories (e.g., the Big Bang theory) does not make 

that argument a scientific argument, the mere fact that an argument draws on philosophical 

assumptions does not make that argument a philosophical argument. The aforementioned 

inductive generalizations, however, not only draw on scientific evidence but also have the 

structure of inductive generalizations from samples, which are inferences commonly made by 

practicing scientists.13 

In that respect, it is important to note that the aforementioned critics of philosophy 

probably have academic knowledge produced by academic disciplines in mind when they charge 

philosophy with being “useless.” For instance, Hawking and Mlodinow (2010, p. 5) write that 

“philosophy is dead” because it “has not kept up with developments in science, particularly 

physics” (emphasis added). Similarly, Weinberg (1994, p. 168) says that, as a “working 

scientist,” he “finds no help in professional philosophy” (emphasis added). Moreover, those who 

level the “scientism” charge against these critics of philosophy also have academic knowledge 

produced by academic disciplines in mind when they do so. For example, when he defines 

scientism as “a matter of putting too high a value on science,” Sorell (2013, p. x) compares 

science to “other branches of learning or culture” (emphasis added). Accordingly, it is clear that 

the debate between scientists who are critical of philosophy and philosophers who charge critics 

of philosophy with “scientism” is about academic knowledge produced by academic disciplines, 

as opposed to more basic sources of knowledge, such as perception, introspection, and the like.14 

This is another reason why, for the purposes of this paper, I have operationalized “philosophy” 

as simply “what [professional] philosophers do” (Sparshott 1998, p. 20). Accordingly, if 

                                                           
13 Thanks to an anonymous reviewer for this point. 

14 According to Peels (2016, p. 2462), an “important argument in favour of epistemological scientism is that 

empirical research has shown that IR [i.e., that introspection is reliable] is false.” 
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inductive generalization from a sample is a methodology commonly used in science, then it 

counts as “scientific” for present purposes.15 

It is also important to keep in mind that Weak Scientism does not amount to a denial of 

non-scientific knowledge. On Weak Scientism, there is knowledge other than scientific 

knowledge; it’s just that scientific knowledge is better than non-scientific knowledge. According 

to Weak Scientism, of all the academic knowledge produced by academic disciplines, including 

scientific disciplines like astrophysics and non-scientific disciplines like philosophy, scientific 

knowledge is the best knowledge we have. 

At this point, it might also be objected that ‘better’ and ‘best’ are vague terms. In what 

sense, exactly, is scientific knowledge supposed to be better than knowledge produced by other 

academic disciplines? In reply, it is important to note that something can be better than 

something else either quantitatively or qualitatively. Is scientific knowledge quantitatively better 

than non-scientific knowledge? If we look at research output (number of publications) and 

research impact (citation counts) in science compared to the arts and humanities, which are 

commonly taken to be different from both natural science and social science, the answer is 

unequivocally yes. For instance, a recent study in information science that looks at the growth of 

science identifies “three growth phases in the development of science, which each led to growth 

rates tripling in comparison with the previous phase: from less than 1% up to the middle of the 

18th century, to 2 to 3% up to the period between the two world wars and 8 to 9% to 2012” 

(Bornmann & Mutz 2014). In other words, global scientific output doubles “roughly every nine 

years” (Van Noorden 2014). 

When compared to research output in non-scientific fields, it becomes clear that scientific 

output is quantitatively better. Figure 2 shows the research output (specifically, journal articles) 

of various disciplines in the United States from 1996 to 2014. Research output in arts and 

humanities comprises only 1% to 3% of total research output, which includes the natural 

sciences, the medical sciences, and the social sciences. In other words, given that the goal of any 

scholar or academic researcher, regardless of academic discipline, is to publish, it is clear that 

scientific disciplines are quantitatively better at attainting this goal. 

 

 

 

 

 

 

                                                           
15 Incidentally, this is why experimental philosophers who conduct experimental surveys and draw general 

conclusions from their samples of participants are sometimes accused by other philosophers of “not doing 

philosophy.” For more on the “experimental philosophy is not philosophy” charge, see Alexander (2010). 
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Figure 2. Research output by discipline in the United States from 1996 to 2014 (Source: SJR—

SCImago Journal & Country Rank) 

 

 

To this it might be objected that quantity alone is a rather crude measure. We would like to know 

if the work being published in scientific versus non-scientific fields is also good work. One way 

to measure this is by research impact (i.e., citation counts). As far as research impact is 

concerned, while 12% of medicine articles, 27% of natural science articles, and 32% of social 

science articles are never cited, 82% of humanities articles are never cited (Remler 2014). This 
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means that, unlike most medical, natural, and social science articles, most humanities articles 

“fall stillborn from the press,” as shown in Figure 3. 

Figure 3. In 2014, 82% of arts and humanities articles in the United Stated were not cited 

(Source: SJR—SCImago Journal & Country Rank) 

 

 

 

Quantitatively, then, scientific knowledge is better—in terms of research output (i.e., more 

publications) and research impact (i.e., more citations)—than non-scientific knowledge. 

The sense in which scientific knowledge is qualitatively better than other types of 

knowledge is what philosophers of science call “success.” When philosophers of science talk 

about the success of science, they typically mean the following: 

1. Explanatory success. Successful scientific theories provide comprehensive 

explanations for phenomena that would otherwise seem mysterious. 

2. Instrumental success. Successful scientific theories allow us to intervene in nature 

and causally manipulate entities, events, and processes. 

3. Predictive success. Successful scientific theories make novel predictions that are 

borne out by observation or experimentation. 
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As Laudan (1984, p. 109) puts it, “A theory is successful provided that it makes substantially 

correct predictions, that it leads to efficacious interventions in the natural order, or that it passes a 

suitable battery of standard tests.”16 

By way of illustration, consider an example of scientific knowledge, namely, Albert 

Einstein’s theory of relativity. The theory of relativity is explanatorily successful insofar as it 

provides a comprehensive explanation for phenomena that would otherwise seem mysterious, 

such as (what we experience as) gravity, planetary orbits, black holes, electromagnetism, and 

more. The theory of relativity is instrumentally successful insofar as it allows us to intervene in 

nature as when we use Global Positioning Systems (GPS) to navigate our world and gravitational 

lensing to look for new worlds. The theory of relativity is predictively successful insofar as it 

makes novel predictions that are borne out by observation or experimentation, such as the 

perihelion precession of Mercury, the deflection of light by massive objects, the gravitational 

redshifting of light, the relativistic delay of light (also known as the Shapiro Effect), and more. 

I think that one would be hard pressed to find an example of knowledge from a non-

scientific field that is as explanatorily, instrumentally, and predictively successful as the theory 

of relativity. Take, for example, an example of knowledge from philosophy, which is considered 

a non-scientific field, such as realism about the external world. According to a survey conducted 

by Bourget and Chalmers (2014), 81.6% of contemporary philosophers are non-skeptical realists 

about the external world, which means that they think there is an external world (Bourget & 

Chalmers 2014, p. 476). Is a philosophical hypothesis like external-world realism better than a 

scientific hypothesis like the theory of relativity? More precisely, is a philosophical hypothesis 

like “there is an external world” as successful as (or better than) a scientific one like “gravity is a 

distortion in space-time caused by massive objects”? I suppose that “there is an external world” 

could explain why (most of us or, at least, most philosophers) believe that there is an external 

world or why we have sensory experiences as if there is an external world.17 But a skeptical 

hypothesis, such as the one according to which we are all merely brains in vats that are 

connected to computers that create a virtual reality for brains, could explain why we believe that 

there is an external world or why we have sensory experiences as if there is an external world 

equally well. At the very least, it is an open question whether the Real World Hypothesis (i.e., 

that there is an external world) is a better explanation for our sensory experiences than skeptical 

hypotheses such as the Brain-In-a-Vat hypothesis (see Vogel 2009 and Gifford 2013). From an 

explanatory point of view, then, the Real World Hypothesis is hardly more successful than even 

skeptical hypotheses about the external world. 

Likewise, it is not clear that a philosophical hypothesis like “there is an external world” is 

instrumentally successful, let alone as successful as (or better than) a scientific hypothesis like 

“gravity is a distortion in space-time caused by massive objects.” Does the Real World 

Hypothesis allow us to intervene in nature and causally manipulate entities, events, and 

processes? Of course, if the Real World Hypothesis weren’t true, i.e., if there were no external 

world, then we wouldn’t be able to intervene in nature and causally manipulate entities, events, 

                                                           
16 See also Leplin (1997) and Douglas & Magnus (2013) on novel predictive success. 

17 For an argument that the Real World Hypothesis is the best explanation for our sensory experiences, see Beebe 

(2009). 
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and processes. But that is beside the point. The point is that the Real World Hypothesis itself 

does not allow us to causally manipulate nature in the same way that the theory of relativity 

allows us to navigate our world using GPS and observe distant worlds using gravitational 

lensing. For instance, if we design GPS satellites without taking into account relativistic effects, 

our GPS devices would fail to perform their navigational function. The same cannot be said 

about the Real World Hypothesis. 

It is also not clear that a philosophical hypothesis like “there is an external world” is 

predictively successful, let alone as successful as (or better than) a scientific hypothesis like 

“gravity is a distortion in space-time caused by massive objects.” Does the Real World 

Hypothesis make any novel predictions? That is to say, have we learned something new that we 

couldn’t have learned without the vantage point afforded by the Real World Hypothesis? Of 

course, the Real World Hypothesis, if true, would “predict” that we would have sensory 

experiences as if there is an external world. But that is not a novel prediction. Instead, that is the 

explanandum or what the Real World Hypothesis is meant to explain in the first place.18 

To this it might be objected that non-scientific knowledge is not supposed to be 

explanatorily, instrumentally, and predictively successful. For instance, the philosophical 

hypothesis that there is an external world is not supposed to explain anything.19 Non-scientific 

disciplines are simply not in the business of explaining things, or so the objection goes. In 

response, consider the fact that, in any area of inquiry, be it scientific or otherwise, we ask 

questions. For example: 

 Why is there something rather than nothing? 

 How did life originate? 

Why did the dinosaurs go extinct? 

 What makes us human? 

 Why do we sleep? 

 Why do we dream? 

 How did the ancient Egyptians build the pyramids? 

 If there is an all-powerful and good God, how come there is evil in the world? 

 How was Stonehenge built? 

 Why be moral? 

 Why are we subject to cognitive biases? 

                                                           
18 For an argument that the Real World Hypothesis is the best explanation for our sensory experiences, see Beebe 

(2009). 

19 Though, as mentioned above, Beebe (2009) offers an abductive argument for the Real World Hypothesis. 
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 What makes a good story? 

 Why did Caesar cross the Rubicon? 

 Why do honey bees make hexagonal honeycombs? 

Why is there a “mass gap” in the solution to the quantum versions of the Yang-Mills 

equations? 

Answers to such questions are called “explanations”; that is, “Why such-and-such is the case?” 

or “How did such-and-such come about?” Answer: “Because X” (Schurz and Lambert 1994, p. 

67). Of course, we want not just explanations but good explanations. What makes an explanation 

a good explanation? The following are common good-making criteria for explanations or criteria 

for selecting the best explanation among several competing explanations (Mizrahi 2012, p. 134): 

Unification: As a general rule of thumb, choose the explanation that explains the most 

and leaves the least unexplained things. 

Coherence: As a general rule of thumb, choose the explanation that is consistent with 

background knowledge. 

Simplicity: As a general rule of thumb, choose the least complicated explanation, i.e., the 

one that posits the least causal sequences and entities, and that goes beyond the evidence 

the least. 

Testability: As a general rule of thumb, choose the explanation that yields independently 

testable predictions.20 

 

For example, the extinction of the dinosaurs can be explained by postulating a catastrophic 

meteorite impact but it can also be explained by postulating a catastrophic volcanic eruption. The 

question, then, is which explanation is the best one. The answer to this question is determined by 

evaluating each explanation according to the aforementioned criteria. As far as these two 

competing explanations are concerned, the meteorite explanation is better than the volcanic 

eruption explanation because the former has more unification power than the latter. As Carol 

Cleland puts it: 

A scientific consensus on the meteorite impact hypothesis for the K-Pg extinctions was 

reached because it explains an otherwise puzzling body of traces, e.g., iridium anomaly, 

shocked quartz, glassy spherules, etc., and fossil records of ammonites, foraminifera, 

plant pollen, fern spores, etc. The appearance of these disparate traces in geological strata 

of the same age is deeply mysterious; they are individually unexpected and their join 

occurrence is even more enigmatic. The Alvarez hypothesis explained this double 

mystery better than any of its scientifically plausible, available rivals (Cleland 2013, p. 

6). 

This sort of Inference to the Best Explanation (IBE) is not only “the inference that makes 

science,” as Ernan McMullin (2013) puts it, but also “frequently employed in everyday 

reasoning” (Douven 2011). For example, suppose that my car does no start. There are at least 

                                                           
20 For present purposes, this list would do. For a more detailed list of explanatory criteria, see Beebe (2009), pp. 

608-611. 



 

16 
 

two potential explanations for this: (a) the car does not start because the battery is dead; (b) the 

car does not start because it is out of gas. These two explanations are competing hypotheses for 

the same fact, namely, that my car does not start, insofar as each, if true, would explain why the 

car does not start. Now suppose that I just replaced the battery in my car but did not fill up my 

car with gas this week. In that case, (b) is more likely than (a), since (b) is more coherent than 

(a). I could then reason as follows: 

1. My car does not start. 

2. (b) explains (1). 

3. No other hypothesis [e.g., (a)] explains (1) as well as (b) does. 

Therefore, probably, 

4. My car is out of gas.21 

An example of IBE in philosophy comes from the philosophy of science, particularly, the 

scientific realism/antirealism debate. Scientific realism is supposed to explain the success of 

science, and we are supposed to prefer scientific realism over alternative explanations for the 

success of science, such as van Fraassen’s selectionist explanation for the success of science 

(Wray 2007), because scientific realism is said to be the best explanation for the success of 

science, or so some scientific realists argue. The argument for scientific realism, then, known as 

the No-Miracles Argument (NMA), goes like this (cf. Busch 2008): 

1. Our best scientific theories produce novel predictions. 

2. Scientific realism explains the predictive success of our best scientific theories. 

3. No other hypothesis explains the predictive success of our best scientific theories as well 

as Scientific realism does. 

Therefore, probably, 

4. Scientific Realism is true (i.e., our predictively successful scientific theories are 

approximately true). 

Clearly, then, scientific realism is taken to be an explanation for the success of science. The 

problem is that, as far as explanations go, scientific realism is not a very good explanation. First, 

it is not clear that scientific realism really explains the success of science better than other 

explanations (Wray 2010). Second, as an explanation for the success of science, scientific 

realism fails to unify phenomena that are related to that success (Frost-Arnold 2010). Third, 

scientific realism does not make independently testable predictions that, if true, would 

demonstrate its superiority to other explanations for the success of science (Mizrahi 2012). For 

these reasons, scientific realism is an example of academic knowledge from the academic 

discipline of philosophy that is supposed to be an explanation for something (namely, the success 

                                                           
21 On the structure of IBE, see Psillos (2007). 
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of science) but that fails to be a good or successful explanation because it does exhibit the good-

making qualities of explanations, such as unification and testability. 

IBE is also employed (albeit not explicitly) in literature. Consider the question mentioned 

above: What makes a good story? There are several explanations for what makes a good story. 

One such explanation invokes archetypes. According to The Oxford Companion to English 

Literature, an archetype is “a primary symbol, action, setting, or character-type that is found 

repeatedly in myth, folklore, and literature.” By invoking archetypes one can explain the appeal 

of literary works (Cole and Lindemann 1990, p. 203). For instance, the archetypes of the hero’s 

journey explain why ancient epic poems, such as The Epic of Gilgamesh and The Odyssey, have 

such an enduring appeal. As Christopher Volger (2007, p. 26) puts it: “Every good story reflects 

the total human story, the universal human condition of being born into this world” (emphasis 

added). 

The claim that most academic disciplines seek explanations can be tested empirically. If 

both scientific and non-scientific disciplines seek explanations, then we would expect the 

percentage of research articles that contain the word ‘explain’ (and its cognates) to be roughly 

the same in scientific and non-scientific disciplines. On the other hand, if scientific disciplines 

seek explanations, but non-scientific disciplines do not, then we would expect the percentage of 

research articles that contain the word ‘explain’ (and its cognates) to be significantly higher in 

scientific compared to non-scientific disciplines. This test can be conducted using JSTOR Data 

for Research (dfr.jstor.org). This tool allows researchers to search full texts for exact phrases and 

access the metadata associated with results. It also allows for multiple-character “wildcard” 

searches. So a search for explain* through the JSTOR corpus would yield all the research articles 

that contain ‘explain’ and its cognates. Table 1 summarizes the search results by discipline group 

in comparison with the total number of research articles in the relevant discipline group. 

 

Table 1. Search results for explain* in the JSTOR corpus (Source: JSTOR Data for Research) 

 Number of research articles 

in the JSTOR corpus that 

contain ‘explain’ and its 

cognates 

Total number of research 

articles in the discipline 

group 

Humanities 393,393 1,060,650 

Sciences and Mathematics 505,563 1,641,336 

Social Science 602,415 1,645,072 

 

These results show that there is no significant difference between the percentages of research 

articles that contain ‘explain’ (and its cognates) in the Humanities (38%), Science and 

Mathematics (31%), and the Social Sciences (37%). 
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At this point it might be objected that any attempt to measure academic knowledge across 

academic disciplines presupposes that all knowledge is equal and that that’s a philosophical 

assumption. Again, I hope that for present purposes, it is sufficient to point out that, just as the 

mere fact that an argument is based on scientific theories does not make that argument a 

scientific argument, the mere fact that an argument is based on philosophical assumptions does 

not make that argument a philosophical argument. Moreover, in the same way that 

epistemologists bracket the content of a proposition when they theorize about propositional 

knowledge, i.e., knowing that p, and treat all propositional knowledge equally, information 

scientists who use bibliometric techniques to study scientific knowledge can bracket the 

propositional content of that knowledge and treat each piece of knowledge (measured in terms of 

publications, citations, and the like) equally. 

Accordingly, if IBE is ubiquitous in scientific and non-scientific reasoning, and good 

explanations are those that are comprehensive, coherent, simple, and testable, then it follows 

that, in both scientific and non-scientific contexts, the best explanations are those that are 

comprehensive, coherent, simple, and testable explanations.22 

Some might grant that the best explanations are those that are comprehensive, coherent, 

simple, and testable explanations, in scientific as well as non-scientific disciplines, but insist that 

non-scientific explanations need not be instrumentally successful. For instance, why think that a 

philosophical explanation needs to have any instrumental value?23 

In reply, I would like to point out that the idea that philosophy has, or should have, 

instrumental value has a long tradition. For example, according to Epicurus: 

Empty are the words of that philosopher who offers therapy for no human suffering. For 

just as there is no use in medical expertise if it does not give therapy for bodily diseases, 

so too there is no use in philosophy if it does not expel the suffering of the soul (Long 

and Sedley 1987, p. 155). 

Nowadays, there are professional philosophers who advocate for philosophical therapy or 

counseling.24 Other philosophers argue that philosophy can be useful in dealing with not only 

mental ills but also the most challenging problems facing humanity today, from climate change 

and geoengineering (Burns and Strauss 2013) to existential risks (Bostrom 2013). Indeed, any 

“applied” field within academic philosophy, from applied ethics to applied epistemology, is a 

testament to the idea that philosophy has, or should have, instrumental value. So, too, is the 

effort to make philosophy “public.” As the American Philosophical Association’s Committee on 

Public Philosophy puts it: “the broader presence of philosophy in public life is important both to 

our society and to our profession,” which is why the committee seeks “to find and create 

                                                           
22 According to Woodward (2014), “the tendency in much of the recent philosophical literature has been to assume 

that there is a substantial continuity between the sorts of explanations found in science and at least some forms of 

explanation found in more ordinary non-scientific contexts, with the latter embodying in a more or less inchoate way 

features that are present in a more detailed, precise, rigorous etc. form in the former.” 

23 Thanks to an anonymous reviewer for raising this point. 

24 See, e.g., Marinoff (1999). There are also two professional organizations of philosophical therapists or counselors: 

The American Philosophical Practitioners Association and the National Philosophical Counseling Association. 



 

19 
 

opportunities to demonstrate the personal value and social usefulness of philosophy” 

(http://www.apaonline.org/group/public). 

If the aforementioned considerations are correct, then to say that scientific knowledge is 

better than non-scientific knowledge is to say that scientific knowledge is quantitatively and 

qualitatively better than non-scientific knowledge. Scientific knowledge is quantitatively better 

than non-scientific knowledge in terms of research output (i.e., more publications) and research 

impact (i.e., more citations). That is, the research output and research impact of scientific 

disciplines is greater than the research output and research impact of non-scientific disciplines. 

Scientific knowledge is qualitatively better than non-scientific knowledge in terms of 

explanatory, instrumental, and predictive success. That is, scientific knowledge is explanatorily, 

instrumentally, and predictively more successful than non-scientific knowledge. An advocate of 

scientism, then, should argue that non-scientific knowledge is not as explanatorily, 

instrumentally, and predictively successful as scientific knowledge. 

As for (O2), the problem with (O2) is that it is not an objection against Weak Scientism 

per se but against any inferential way of knowing. This is because even “deductive inference is 

only defensible by appeal to deductive inference” (Ladyman 2002, p. 49), as Lewis Carroll’s 

“What the Tortoise said to Achilles” (1895) makes clear. One might think that the soundness of a 

rule of inference like modus ponens is simply “intuitive” (on some sense of “intuitive”).25 Notice, 

however, that this means abandoning the attempt to prove the soundness of modus ponens and 

simply accepting that it is intuitive. As Psillos (1999, p. 86) explains: 

 

one cannot prove the soundness of modus ponens unless one ultimately employs modus 

ponens. We need modus ponens (and other deductive rules) because we need truth-

preserving rules of inference—rules such that, whenever the premises of an argument are 

true, the conclusion is also true. But can we prove that modus ponens is truth-preserving? 

The best we can do is to prove a meta-theorem that modus ponens in the object-language 

is truth-preserving. This meta-proof, however, requires that the meta-language already 

has modus ponens (or other deductive rules) as a rule (emphasis added). 

 

Another problem with claiming that the soundness of modus ponens is intuitive is that there are 

putative counterexamples to modus ponens (e.g., Lycan 1994). There are also putative 

counterexamples to other rules of inference that one might think are intuitive.26 

 

For this reason, if opponents of scientism were to object to Weak Scientism on the 

grounds that supporting Weak Scientism with scientific evidence is viciously circular, they would 

thereby be committed to the claim that attempting to prove the soundness of inference rules by 

logic is viciously circular. For example, they would have to say that the following proof that 

contradictions imply everything (also known as “explosion”) is viciously circular: 

 

                                                           
25 See Jenkins (2014) on how ‘intuition’ is used in many ways. 

26 For counterexamples to Hypothetical Syllogism, see my (2013a). 

http://www.apaonline.org/group/public
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1. P 

2. ¬P 

3. P ˅ Q 1 Addition 

4. Q 2, 3 Disjunctive Syllogism (Lewis & Langford 1932, p. 252) 

This is because this proof uses first-order logic to prove what Priest calls “a valid principle of 

inference in standard twentieth-century accounts of validity,” or “classical logic,” namely, that α, 

¬α╞ β (Priest 2004, p. 24). In other words, if it is viciously circular to support claims about 

science using scientific evidence, then it is viciously circular to prove the soundness of inference 

rules using logic. Of course, as mentioned above, “deductive inference is only defensible by 

appeal to deductive inference” (Ladyman 2002, p. 49), and so (O2) is an objection that 

undermines all inferential ways of knowing, both scientific and non-scientific. As such, it is not 

an objection that defenders of philosophy would want to use against those who accuse 

philosophy of being useless. After all, (O2) would render philosophy—as well as any other 

“branch of learning” (Sorell 2013, p. x)—unable to generate knowledge by inference, and thus 

useless as a “branch of learning.” 

Finally, there are those who think that there is a “moral” problem with scientism. For 

instance, according to Pigliucci (2012): 

Taken to its logical extreme, scientism leads to nihilism, and as such is both scientifically 

untenable (nihilism is a philosophical position, not an empirical one) and philosophically 

sterile. (Cf. Rosenberg 2011, p. 101.) 

I suppose that by “nihilism” Pigliucci means ethical or moral nihilism, i.e., the total rejection of 

all values (see Friedrich Nietzsche’s Will to Power, I, 24), and that by “leads” Pigliucci means 

logically implies, since he uses the phrase “taken to its logical extreme.” In that case, Weak 

Scientism logically implies moral nihilism only if science is value-free. For, if science is value-

laden, then one cannot reject all values without rejecting science itself. But science is not value-

free. That is to say, epistemic values play a major role in scientific practice. Such epistemic 

values include “accuracy, precision, scope, simplicity, fruitfulness, consistency, and so on” 

(Kuhn 2000, p. 251).27 Some philosophers of science have argued that even non-epistemic values 

play a major role in scientific practice. For example, methodological decisions involve value 

judgments about the reliability of practitioners and trust that they have the “right” epistemic 

attitudes (see Wilholt 2013). Likewise, theoretical decisions involve value judgments about the 

costs of accepting false hypotheses or rejecting true hypotheses. This is known as “inductive 

risk” (see Douglas 2000).28 

Given that science is value-laden, then, it is not the case that Weak Scientism logically 

implies nihilism, i.e., a total rejection of all values. For Weak Scientism would logically imply 

nihilism only if science is value-free. Since it is not the case that science is value-free, it follows 

that Weak Scientism does not logically imply nihilism. It may be the case that some adherents of 

                                                           
27 See also Longino (1995), p. 383. 

28 For more on the value-free ideal, see Douglas (2009) and the essays collected in Kincaid et al (2007). 
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scientism have actually argued for nihilism (see, e.g., Rosenberg 2011). However, if I am right, 

then they shouldn’t have. Instead, they should accept that science is value-laden. In doing so, 

they need not give up on scientism. They could still hold on to a defensible version of scientism, 

namely, Weak Scientism. According to Weak Scientism, scientific knowledge is the best 

knowledge. Weak Scientism is compatible with there being other ways of knowing that are not 

scientific. If Weak Scientism is correct, however, then those ways of knowing are not better 

(either quantitatively or qualitatively) than the scientific way of knowing. 

 

5. Conclusion 

To sum up, I have argued that scientism should be understood as the thesis that scientific 

knowledge is the best knowledge we have, i.e., Weak Scientism. I have shown that scientific 

knowledge can be said to be better than non-scientific knowledge both quantitatively and 

qualitatively. Scientific knowledge can be said to be quantitatively better than non-scientific 

knowledge in terms of research output (i.e., number of publications) and research impact (i.e., 

citations counts). Scientific knowledge can be said to be qualitatively better than non-scientific 

knowledge in terms of explanatory, instrumental, and predictive success. 

Whether or not Weak Scientism is what adherents of scientism actually mean when they 

use the term ‘scientism’, Weak Scientism is what they should mean if they want a defensible 

definition of scientism. For, if I am right, Weak Scientism is a non-persuasive, non-question-

begging, principled, and defensible definition of scientism. For these reasons, I propose that 

those philosophers who seek to defend philosophy against accusations of uselessness abandon 

the attempt to make it analytic that scientism is wrong and instead target Weak Scientism. As 

philosophers, we must do better than resort to persuasive and question-begging definitions, like 

(SP). 

 

Acknowledgments 

I am very grateful to two anonymous reviewers of Social Epistemology for helpful comments on 

an earlier draft of this paper. 

 

References 

Alexander, J. (2010). Is Experimental Philosophy Philosophically Significant? Philosophical 

Psychology 23 (3): 377-389. 

Baggini, J, & Stangroom, J. (2005). Introduction. In J. Baggini and J. Stangroom (eds.), What 

Philosophers Think (pp. 1-10). London: Continuum. 

Beebe, J. R. (2009). The Abductivist Reply to Skepticism. Philosophy and Phenomenological 

Research 79 (3): 605-636. 

Bird, A. (2007). What Is Scientific Progress? Noûs 41 (1): 64-89. 



 

22 
 

Bostrom, N. (2013). Existential Risk Prevention as Global Priority. Global Policy 4 (1): 15-31. 

Burns, W. C. G. & Strauss, A. L. (2013). Climate Change Geoengineering: Philosophical 

Perspective, Legal Issues and Governance Frameworks. New York: Cambridge University 

Press. 

Chalmers, D. J. (2011). Verbal Disputes. Philosophical Review 120 (4): 515-566. 

Bird, A. (2008). Scientific Progress as Accumulation of Knowledge: A Reply to Rowbottom. 

Studies in the History and Philosophy of Science 39 (2): 279-281. 

Bornmann, L. & Mutz, R. (2014). Growth Rates of Modern Science: A Bibliometric Analysis 

Based on the Number of Publications and Cited References. Journal of the Association for 

Information Science and Technology. Accessed September 23, 2015. 

http://arxiv.org/abs/1402.4578.  

Bourget, D. & Chalmers, D. (2014). What Do Philosophers Believe? Philosophical Studies 170 

(3): 465-500. 

Busch, J. (2008). No New Miracles, Same Old Tricks. Theoria 74 (2): 102-114. 

Carroll, L. (1895). What the Tortoise Said to Achilles. Mind 4 (14): 278-280. 

Cleland, C. E. (2013). Common Cause Explanation and the Search for a Smoking Gun. In V. R. 

Baker (ed.), Rethinking the Fabric of Geology (pp. 1-10). Boulder: The Geological Society of 

America. 

Cole, S. & Lindemann, J. W. (1990). Reading and Responding to Literature. San Diego: 

Harcourt. 

Cowburn, J. (2013). Scientism: A Word We Need. Eugene, Oregon: Wipf and Stock. 

de Ridder, J. (2014). Science and Scientism in Popular Science Writing. Social Epistemology 

Review and Reply Collective 3 (12): 23-39. 

Douglas, H. (2000). Inductive Risk and Values in Science. Philosophy of Science 67 (4): 559-

579. 

Douglas, H. (2009). Science, Policy, and the Value-Free Ideal. Pittsburgh, PA: University of 

Pittsburgh Press. 

Douglas, H. & Magnus, P. D. (2013). State of the Field: Why Novel Prediction Matters. Studies 

in History and Philosophy of Science Part A 44 (4): 580-589. 

Douven, I. (2011). Abduction. In E. N. Zalta (ed.), The Stanford Encyclopedia of Philosophy 

(Spring 2011 Edition). http://plato.stanford.edu/archives/spr2011/entries/abduction/.  

Frost-Arnold, G. (2010). The No-Miracles Argument for Realism: An Inference to an 

Unacceptable Explanation. Philosophy of Science 77 (1): 35-58. 

http://arxiv.org/abs/1402.4578
http://plato.stanford.edu/archives/spr2011/entries/abduction/


 

23 
 

Gifford, M. B. (2013). Skepticism and Elegance: Problems for the Abductive Reply to Cartesian 

Skepticism. Philosophical Studies 164 (3): 685-704. 

Govier, T. (2014). A Practical Study of Argument. Enhanced Seventh Edition. Boston: 

Wadsworth. 

Haack, S. (2007). Defending Science—Within Reason: Between Scientism and Cynicism. 

Amherst: Prometheus Books. 

Hawking, S., & Mlodinow, L. (2010). The Grand Design. New York: Bantam Books. 

Hempel, C. (1951). The Concept of Cognitive Significance: A Reconsideration. Proceedings of 

the American Academy of Arts and Sciences 80 (1): 61-77. 

Henry, S. G. (2010). Polanyi’s Tacit Knowing and the Relevance of Epistemology to Clinical 

Medicine. Journal of Evaluation in Clinical Practice 16 (2): 292-297. 

Hua, S. (1995). Scientism and Humanism: Two Cultures in Post-Mao China (1978-1989). 

Albany: SUNY Press. 

Hughes, A. L. (2012). The Folly of Scientism. The New Atlantis 37: 32-50. 

Hurley, P. J. (2015). A Concise Introduction to Logic. 12th Ed. Stamford, CT: Cengage Learning. 

Jenkins, C. S. I. (2014). Intuition, ‘Intuition’, Concepts and the A Priori. In A. R. Booth and D. 

P. Rowbottom (eds.), Intuitions (pp. 91-115). New York: Oxford University Press. 

Kidd, I. J. (2016). How Should Feyerabend have Defended Astrology? A Reply to Pigliucci. 

Social Epistemology Review and Reply Collective 5 (6): 11-17. 

Kidd, I. J. (forthcoming). Is Scientism Epistemically Vicious? In R. Peels and R. van 

Woudenberg (eds.), Scientism: Prospects and Problems. Oxford: Oxford University Press. 

Kincaid, H., Dupré, J., & Wylie, A. (Eds.) (2007). Value-Free Science? Ideals and Illusions. 

New York: Oxford University Press. 

Kitcher, P. (1998). A Plea for Science Studies. In N. Koertge (ed.), A House Built on Sand: 

Exposing Postmodernist Myths about Science (pp. 32-55). New York: Oxford University Press. 

Kuhn, T. S. (2000). Afterwords. In J. Conant and J. Haugeland (eds.), The Road since Structure: 

Philosophical Essays, 1970-1993, with an Autobiographical Interview (pp. 224-252). Chicago: 

The University of Chicago Press. 

Ladyman, J. (2002). Understanding Philosophy of Science. New York: Routledge. 

Ladyman, J. (2011): The Scientistic Stance: The Empirical and Materialist Stances Reconciled. 

Synthese 178 (1): 87-98. 

Laudan, L. (1981). A Confutation of Convergent Realism. Philosophy of Science 48 (1): 19-49. 



 

24 
 

Laudan, L. (1984). Science and Values: The Aims of Science and Their Role in Scientific Debate. 

Berkeley: University of California Press. 

Lauer, Q. (1989). The Nature of Philosophical Inquiry. Milwaukee: Marquette University Press. 

Ladyman, L., Ross, D., Spurrett, D., & Collier, J. (2007). Every Thing Must Go: Metaphysics 

Naturalized. New York: Oxford University Press. 

Leplin, J. (1997). A Novel Defense of Scientific Realism. New York: Oxford University Press. 

Lewis, C. I. & Langford, C. H. (1932). Symbolic Logic. London: The Century Company. 

Long, A. A. & Sedley, D. N. (1987). The Hellenistic Philosophers: Translations of the Principal 

Sources with Philosophical Commentary. Vol 1. New York: Cambridge University Press. 

Longino, H. E. (1995). Gender, Politics, and the Theoretical Virtues. Synthese 104 (3): 383-397. 

Loughlin, M., Lewith, G., & Falkenberg, T. (2013). Science, Practice and Mythology: A 

Definition and Examination of the Implications of Scientism in Medicine. Health Care Analysis 

21 (2): 130-145. 

Lycan, W. G. (1994). Reply to Hilary Kornblith. Philosophical Studies 76 (2/3): 259-261. 

Macagno, F. and Walton, D. (2014). Emotive Language in Argumentation. New York: 

Cambridge University Press. 

Marinoff, L. (1999). Plato, Not Prozac! Applying Eternal Wisdom to Everyday Problems. New 

York: Harper Collins. 

McMullin, E. (2013). The Inference that Makes Science. Zygon 48 (1): 143-191. 

Mizrahi, M. (2012). Why the Ultimate Argument for Scientific Realism Ultimately Fails. Studies 

in History and Philosophy of Science 43 (1): 132-138. 

Mizrahi, M. (2013a). Why Hypothetical Syllogism is Invalid for Indicative Conditionals. 

Thought 2 (1): 40-43. 

Mizrahi, M. (2013b). The Pessimistic Induction: A Bad Argument Gone Too Far. Synthese 190 

(15): 3209-3226. 

Mizrahi, M. & Buckwalter, W. (2014). The Role of Justification in the Ordinary Concept of 

Scientific Progress. Journal for General Philosophy of Science 45 (1): 151-166. 

Niiniluoto, I. (2014). Scientific Progress as Increasing Verisimilitude. Studies in History and 

Philosophy of Science 75: 73-77. 

Peels, R. (2016). The Empirical Case against Introspection. Philosophical Studies 173 (9): 2461-

2485. 

Pigliucci, M. (2010). Nonsense on Stilts: How to Tell Science from Bunk. Chicago: The 

University of Chicago Press. 



 

25 
 

Pigliucci, M. (2012). Science Needs Philosophy. New Humanist. July 19, 2012. Accessed 

September 25, 2015. https://newhumanist.org.uk/articles/2843/science-needs-philosophy.  

Priest, G. (2004). What’s So Bad about Contradictions? In G. Priest, JC Beall, and B. Armour-

Garb (eds.), The Law of Non-Contradiction: New Philosophical Essays (pp. 23-38). New York: 

Oxford University Press. 

Psillos, S. (1999). Scientific Realism: How Science Tracks Truth. London: Routledge. 

Psillos, S. (2007). The Fine Structure of Inference to the Best Explanation. Philosophy and 

Phenomenological Research 74 (2): 441-448. 

Psillos, S. (2011). The Scope and Limits of the No Miracles Argument. In D. Dieks, W. J. 

Gonzalez, S. Hartmann, T. Uebel, and M. Weber (eds.), Explanation, Prediction, and 

Confirmation (pp. 23-36). Dordrecht: Springer. 

Remler, D. (2014). Are 90% of Academic Papers Really Never Cited? Reviewing the Literature 

on Academic Citations. The Impact Blog. Accessed September 23, 2015. 

http://blogs.lse.ac.uk/impactofsocialsciences/2014/04/23/academic-papers-citation-rates-remler.  

Rosenberg, A. (2011). The Atheist’s Guide to Reality: Enjoying Life without Illusions. New 

York: W. W. Norton & Co. 

Rosenberg, A. (2015). Disenchanted Naturalism. Kritikos 12. January-April 2015. 

http://intertheory.org/rosenberg.htm.  

Rowbottom, D. (2008). N-Rays and the Semantic View of Scientific Progress. Studies in the 

History and Philosophy of Science 39 (2): 277-278. 

Rowbottom, D. (2010). What Scientific Progress Is Not: Against Bird’s Epistemic View. 

International Studies in the Philosophy of Science 24 (3): 241-255. 

Salmon, M. H. (2013). Introduction to Logic and Critical Thinking. Sixth Edition. Boston, MA: 

Wadsworth. 

SCImago. (2007). SJR — SCImago Journal & Country Rank. Retrieved September 30, 2015, 

from http://www.scimagojr.com.  

Schurz, G. & Lambert, K. (1994). Outline of a Theory of Scientific Understanding. Synthese 101 

(1): 65-120. 

Sorell, T. (2013). Scientism: Philosophy and the Infatuation with Science. London: Routledge. 

Sparshott, F. (1998). The Future of Aesthetics: The 1996 Ryle Lectures. Toronto: University of 

Toronto Press. 

Stanford, P. K. (2016). Naturalism without Scientism. In K. J. Clark (ed.), The Blackwell 

Companion to Naturalism (pp. 91-108). Malden, MA: John Wiley & Sons, Inc. 

Sytsma, J. & Livengood, J (2016). The Theory and Practice of Experimental Philosophy. 

Ontario, Canada: Broadview Press. 

https://newhumanist.org.uk/articles/2843/science-needs-philosophy
http://blogs.lse.ac.uk/impactofsocialsciences/2014/04/23/academic-papers-citation-rates-remler
http://intertheory.org/rosenberg.htm
http://www.scimagojr.com/


 

26 
 

Van Noorden, R. (2014). Global Scientific Output Doubles Every Nine Years. Nature News 

Blog. May 7, 2014. Accessed September 25, 2015. http://blogs.nature.com/news/2014/05/global-

scientific-output-doubles-every-nine-years.html.  

Vogel, J. (2009). Internalist Responses to Skepticism. In J. Greco (ed.), The Oxford Handbook of 

Skepticism (pp. 533-556). New York: Oxford University Press. 

Volger, C. (2007). The Writer’s Journey: Mythic Structure for Writers. 3rd Ed. Studio City, CA: 

Michael Wiese Productions. 

Weinberg, S. (1994). Dreams of a Final Theory: The Scientist’s Search for the Ultimate Laws of 

Nature. New York: Random House. 

Wilholt, T. (2013). Epistemic Trust in Science. British Journal for the Philosophy of Science 64 

(2): 233-253. 

Williams, R. N. (2015). Introduction. In R. N. Williams and D. N. Robinson (eds.), Scientism: 

The New Orthodoxy (pp. 1-22). New York: Bloomsbury. 

Woodward, J. (2014). Scientific Explanation. In E. N. Zalta (ed.), The Stanford Encyclopedia of 

Philosophy (Winter 2014 Edition). http://plato.stanford.edu/archives/win2014/entries/scientific-

explanation/.  

Wray, K. B. (2007). A Selectionist Explanation for the Success and Failures of Science. 

Erkenntnis 67 (1): 81-89. 

Wray, K. B. (2010). Selection and Predictive Success. Erkenntnis 72 (3): 365-377. 

http://blogs.nature.com/news/2014/05/global-scientific-output-doubles-every-nine-years.html
http://blogs.nature.com/news/2014/05/global-scientific-output-doubles-every-nine-years.html
http://plato.stanford.edu/archives/win2014/entries/scientific-explanation/
http://plato.stanford.edu/archives/win2014/entries/scientific-explanation/

