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Rank-Weighted Utilitarianism
and the Veil of Ignorance*

Jacob M. Nebel

Lara Buchak argues for a version of rank-weighted utilitarianism that assigns greater
weight to the interests of the worse off. She argues that our distributive principles
should be derived from the preferences of rational individuals behind a veil of igno-
rance, who ought to be risk-averse. I argue that Buchak’s appeal to the veil of igno-
rance leads to a particular way of extending rank-weighted utilitarianism to the eval-
uation of uncertain prospects. This method recommends choices that violate the
unanimous preferences of rational individuals and choices that guarantee worse
distributions. These results, I suggest, undermine Buchak’s argument for rank-
weighted utilitarianism.
I. INTRODUCTION

Consider two distributions in which there are two people: Ann and Bob. In
distributionA, Ann and Bob are equally well off. In B, Ann is better off than
Bob. Both contain the same total well-being. These distributions are shown
in table 1. The number in each cell represents the welfare of the corre-
sponding person (column) in each distribution (row).1

According to utilitarianism, these distributions are equally good.
Harsanyi argues for this answer by appealing to the preferences of a ra-
tional “impartial observer” behind a veil of ignorance.2 The observer is
* Thanks to Kacper Kowalczyk, participants at the Fourth Annual Meeting of the PPE
Society, and two associate editors for helpful comments.

1. I use “welfare,” “well-being,” and “utility” interchangeably to refer to how good an
outcome is for a person.

2. John C. Harsanyi, “Cardinal Utility in Welfare Economics and in the Theory of Risk-
Taking,” Journal of Political Economy 61 (1953): 434–35.
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impartial because they do not know their own identity. In Harsanyi’s
model, they assign an equal probability to being each person and seek to
maximize their expected utility (EU)—that is, the probability-weighted
average of their welfare levels in each outcome.

The impartial observer faces a choice between the prospects in table 2.
They assign an equal probability to two states, displayed in the columns: in
state 1, they are Ann; in state 2, they are Bob. Each prospect (row) specifies
what the impartial observer’s welfare would be under each state (column).
The third column displays their EU. According to Harsanyi, the impartial
observer ought to be indifferent between these two prospects because they
have the same EU. Thus, distributions A and B must be equally good be-
cause an impartial observer ought to be indifferent between their corre-
sponding prospects.

Lara Buchak agrees withHarsanyi that we should choose whatever dis-
tribution would be preferred by a rational agent who assigns an equal prob-
ability to being each person.3 But she departs fromHarsanyi in one crucial
respect. She denies that the impartial observer should maximize their EU.
Buchak argues that it is rational for individuals to be risk-averse in away that
is incompatible with EU theory. The impartial observer, in particular, ought
to be risk-averse. This leads Buchak’s impartial observer to give greater
weight to possibilities in which they are a worse-off person than to possibil-
ities in which they are a better-off person. And this leadsBuchak to a distinc-
tive theory of distribution, according to which the interests of the relatively
worse off matter more than those of the relatively better off.

Buchak’s preferred theory of rational choice is what she calls risk-
weighted expected utility (REU) theory. REU theory weights outcomes not
by their raw probabilities but by their risk-weighted probabilities, where
the risk-weighted probability of an outcome depends on its position in
the prospect’s rank ordering of outcomes.4 A risk-avoidant agent assigns
greater weight to worse outcomes. (EU theory is the special case of REU
theory where every outcome receives the same weight. But I will use “REU
3. Lara B
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theory” to refer only to versions that depart from EU theory, by holding
that it can be rational to assign different weights to different outcomes.)

According to Buchak, we should ascribe to the impartial observer
the most risk-avoidant attitude within reason. Given any risk-avoidant
weighting of probabilities, the impartial observer would rationally prefer
prospect A to B. So, according to Buchak, distribution A is better than B.

Whereas the distributive analogue of EU theory is utilitarianism, the
distributive analogue of REU theory is rank-weighted utilitarianism (RWU).
RWU evaluates distributions according to a weighted average of individual
utilities. Each person’s utility is multiplied by a weight assigned to their po-
sition in the distribution’s rank ordering of utilities. (Utilitarianism is the
special case of RWU in which all weights are equal, but I will use “RWU”

to refer only to those versions that depart from utilitarianism, by assigning
different weights to at least some different people.)

If the impartial observer is an REUmaximizer, then they prefer distri-
butions with greater rank-weighted averageutility. And if, as Buchak argues,
they are risk-averse, then they assign greater weight toworse-off positions in
a distribution. This characterizes a particular class of rank-weighted utilitar-
ian principles: the generalized Gini family.5

For concreteness, I will work with a particular member of this family:
the standard Gini social welfare function, whose weights are the first n odd
numbers (where n is the number of people). So, the welfare of the best-off
person gets weighted by 1, the welfare of the second-best-off person gets
weighted by 3, and so on. We normalize these weights by dividing them
by their sum (n2—i.e., the sum of the first n odd numbers). So, in a popu-
lation of two people, the normalized weight applied to theworse-off person
is 3/4, and the normalized weight applied to the better-off person is 1/4.
I assume an analogous risk attitude for the impartial observer: the weights
are the first n odd numbers (where n is the number of states), and we nor-
malize these weighted probabilities to sum to 1. My arguments will not de-
pend on this particular choice of weights, but it will help to illustrate the
arguments with particular examples.
5. Joh
1 (1981): 4
TABLE 2

The Veil of Ignorance

State 1 (0.5) State 2 (0.5) EU

Prospect A 2 2 2
Prospect B 4 0 2
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Now suppose that we—in the actual world, who know our identities—
must choose between two policies, and that we are uncertain about their
distributive outcomes.How shouldwe choose? Buchak herself does not dis-
cuss this question. But we might have reason to hope that her unified ap-
proach to rational choice and distribution would lead to, or at least be com-
patible with, an attractive theory of social choice under uncertainty.

In particular, we might reasonably suspect that REU theory would al-
lowRWUto avoid thedilemmaposedbyHarsanyi’s other argument for util-
itarianism: his aggregation theorem.6Harsanyi’s aggregation theorem runs
as follows. Consider a society of EUmaximizers. Suppose that social prefer-
ences also satisfy EU theory, in the sense that society’s preferences between
policies can be represented as maximizing the expected value of those pol-
icies’ outcomes (leaving open how the value of an outcome is determined).
And suppose that social preferences respect the unanimous preferences of
individuals, in the sense that society prefers any policy that is preferred by
everyone. Then, Harsanyi argues, social preferences must be utilitarian.

Here is a simple illustrationof theproblem, applied toRWU.Consider
the social prospects depicted in table 3. ProspectA guarantees thatAnnand
Bob are equally well off (3, 3). B has an equal probability of making Ann
better off than Bob (8, 0) or of making Bob better off than Ann (0, 8), with
greater aggregate well-being either way. The “RWU” columns next to each
outcome depict the outcomes’ rank-weighted average utility. The “EU” col-
umns depict each person’s EU in these prospects. In table 3, prospect A
guarantees a better distribution, according to RWU (using the Gini weight-
ing), than prospect B.7 But prospect B offers both Ann and Bob greater ex-
pected well-being. Given EU theory, RWU generates a conflict between
respect for individual preferences, which favors B, and social rationality,
which favors A.

In response to the argument from Harsanyi’s aggregation theorem,
most opponents of utilitarianism in distributive ethics tend to retain EU
TABLE 3

RWU with EU Theory

State 1 (0.5) State 2 (0.5) EU

Ann Bob RWU Ann Bob RWU Ann Bob

Prospect A 3 3 3 3 3 3 3 3
Prospect B 8 0 2 0 8 2 4 4
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theory for individuals. Some respond by rejecting EU theory for social pref-
erences.8 This response is associated with the “ex ante” school of social
choice, which takes social welfare to be a function of individuals’ prospects,
as opposed to their outcomes. (It is called “ex ante” because it can be re-
garded as applying the social welfare function to the distribution of pros-
pects before the resolution of uncertainty.)Others respondby denying that
social preferences must promote individuals’ expected interests.9 This re-
sponse is associated with the “ex post” school of social choice, which applies
the social welfare function to final outcomes and evaluates social prospects
in terms of the probabilities and values of their possible outcomes. (It is
called “ex post” because it can be regarded as applying the social welfare
function to final outcomes after the resolution of uncertainty.) For a utili-
tarian, the ex ante and ex post approaches can never diverge, because the
average of expected utilities is equal to the expectation of average utilities
(at least in fixed-population cases).

Buchak’s work suggests a different response: rejecting EU theory and
replacing it with REU theory, for both individual and social preferences.
This strategy might seem especially promising for the following reason.
We might think that the combination of RWU and EU theory generates
the conflict in table 3 because RWU evaluates distributions in a way that
is fundamentally disanalogous to the way that EU theory evaluates individ-
ual prospects—by simply weighting utilities by their probabilities. The util-
itarian, by contrast, seems able tomaximize expected valuewhile respecting
the unanimous preferences of EU-maximizing individuals because utilitar-
ianism is the straightforward distributive analogue of EU theory. Since
RWU is the straightforward distributive analogue of REU theory, we might
expect the structural harmony between REU theory and RWU to allow the
rank-weighted utilitarian to maximize risk-weighted expected value while
respecting the unanimous preferences of REU-maximizing individuals.

Indeed, the conflict in table 3 dissolves if EU theory is replacedbyREU
theory. Suppose that Ann and Bob have the same risk attitude—the Gini
weighting—and that social preferences satisfy REU theory with this same
risk attitude as well. On these assumptions, prospect B offers both Ann
and Bob an REU of 2—which is the same as the rank-weighted average util-
ity ofB’s outcomes.10 So both Ann andBobwould rationally preferA. Given
RWU and REU theory, there is no need to choose between respect for
individual preferences and social rationality in table 3. By contrast, given
8. Peter A. Diamond, “Cardinal Welfare, Individualistic Ethics, and Interpersonal
Comparison of Utility: Comment,” Journal of Political Economy 75 (1967): 765–66.

9. Matthew Adler, Well-Being and Fair Distribution: Beyond Cost-Benefit Analysis (Oxford:
Oxford University Press, 2011); Marc Fleurbaey and Alex Voorhoeve, “Decide As You
Would with Full Information!,” in Inequalities in Health, ed. Nir Eyal et al. (Oxford: Oxford
University Press, 2013), 113–28.

10. The calculation is the same as in note 7.
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utilitarianism and REU theory, we get the same conflict that arose from the
combination of RWU and EU theory in table 3. For, according to utilitari-
anism,B guarantees a better outcome thanA. So, givenREU theory, it is the
utilitarianwhomust choose between respect for individual preferences and
social rationality—at least in this particular case.

Unfortunately, however, this harmony between REU theory and RWU
breaks down in other cases. I raise a variant of the problem posed by Har-
sanyi’s aggregation theorem, replacingEUwithREUmaximization. It turns
out that, even when all individuals are REU maximizers with the same atti-
tude toward risk, society cannot always maximize risk-weighted expected
valuewhile respecting theunanimouspreferences of individuals.11 I illustrate
this by considering three ways of applying RWU under uncertainty. The
first, considered in Section II, is an ex post approach, which applies RWU
to the distribution of well-being in each of a policy’s possible outcomes
and then takes the risk-weighted expectation of the resulting values. This
approach violates the unanimous preferences of rational individuals.
The second, considered in Section III, is an ex ante approach, which applies
RWU to each policy’s distribution of risk-weighted expected utilities for
each individual, rather than their utilities in each outcome. This approach
recommends choices that guarantee worse distributions. I argue, however,
that Buchak’s appeal to the veil of ignorance leads to a third approach, con-
sidered in Section IV, which violates the unanimous preferences of rational
individuals and recommends choices that guarantee worse distributions.
This result, I suggest, undermines Buchak’s argument for RWU. Section V
generalizes these results and explains, at a deeper level, why they arise.

II. EX POST RWU

Perhaps the most obvious way to apply RWU under uncertainty is to com-
bine it with REU theory. According to
1
demo
with c
Sec. V
one in
manu
Philip
Prosp
and T
Econom
Stefán
Ex Post RWU: We ought to choose one prospect rather than another
just in case the one offers a greater risk-weighted expectation of
rank-weighted utilitarian value.
1. Simon Blessenohl, “Risk Attitudes and Social Choice,” Ethics 130 (2020): 485–513,
nstrates an analogous result involving REU maximizers with different risk attitudes,
onsiderably weaker constraints on social preferences than REU and RWU. I show in
.B that this impossibility does not require different risk attitudes. An argument similar to the
Sec. V.B is given by Kacper Kowalczyk, “Allais Preferences Are Bad for You” (unpublished
script, St. Anne’s College, Oxford, 2019). For more general results along these lines, see
pe Mongin and Marcus Pivato, “Ranking Multidimensional Alternatives and Uncertain
ects,” Journal of Economic Theory 157 (2015): 146–71; and David McCarthy, Kalle Mikkola,
eruji Thomas, “Utilitarianism with and without ExpectedUtility,” Journal of Mathematical
ics 87 (2020): 77–113. For a very different critique of Buchak’s argument, see H. Orri
sson, “Ambiguity Aversion behind the Veil of Ignorance,” Synthese (forthcoming).
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On this principle, we first use RWU to assign a value to each possible out-
come; we then choose the policy that offers the highest risk-weighted ex-
pected value. This principle seems natural given the foundational role of
REU maximization in Buchak’s argument for RWU. If REU maximiza-
tion is the correct theory of individual rational choice under uncertainty,
then we might reasonably expect it to be the correct theory of moral or
social choice under uncertainty as well.

Ex Post RWU requires a risk attitude for social choice. We can reason-
ably assume that, if everyonehas the same risk attitude, and if that attitude is
reasonable, then society shoulduse that risk attitude. I will suppose, for sim-
plicity, that everyone has the most risk-avoidant attitude within reason—
which I supposed above to be given by the Gini weighting—so that society
ought to use this risk attitude as well.

Ex Post RWU faces the following problem. Consider the options in
table 4. There are two individuals, Cat and Dan, and two equiprobable
states. If state 1 obtains, then prospect C would make Cat and Dan equally
well off (32, 32), and D wouldmake Cat somewhat better off than Dan (32,
28). If state 2 obtains, thenC wouldmakeCatmuchbetter off thanDan (56,
24), andD wouldmake both Cat andDan even better off (60, 32). Suppose
that both Cat and Dan have the most risk-averse attitude within reason—
that is, the Gini weighting.

Given our choice of risk weighting, Ex Post RWU implies that we ought
to chooseC rather thanD. This evaluation is depicted in the “RE-RWU” col-
umn, which shows the risk-weighted expectation of the rank-weighted util-
itarian values under the “RWU” columns next to each outcome.12

Intuitively, however, I take it that we should choose D. Although D in-
troduces inequality when there would otherwise be none in C, this is out-
weighed by the more significant benefits to both Cat and Dan in state 2.
This judgment also follows from
TABLE 4

Ex Post RWU Violates Ex Ante Pareto

State 1 (0.5) State 2 (0.5) REU

Cat Dan RWU Cat Dan RWU Cat Dan RE-RWU

Prospect C 32 32 32 56 24 32 38 26 32
Prospect D 32 28 29 60 32 39 39 29 31.5
12. C yields a rank-wei
ð1=4Þð56Þ 1 ð3=4Þð24Þ 5 3
ð3=4Þð32Þ5 32. D yields ð1=
state 2, and so ð1=4Þð39Þ 1
ghted utilitarian value
2 in state 2, and so a
4Þð32Þ1 ð3=4Þð28Þ5
ð3=4Þð29Þ 5 31:5.
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Ex Ante Pareto: If, relative to a shared, reasonable risk attitude and
probability distribution, everyone would rationally prefer prospect
X to prospect Y, then we ought to choose X rather than Y.
In table 4, D offers each person greater REU relative to their shared risk at-
titude. These risk-weighted expected utilities are displayed in the columns
under “REU.”13 So, according toREU theory, everyonewould rationally pre-
fer D to C. So, by Ex Ante Pareto, we ought to choose D—contrary to Ex Post
RWU. It is worth noting, however, that Ex Ante Pareto favors D not only for
ourchoiceof riskattitudebutalso foranyother riskattitude, and indeedaccord-
ing to every plausible decision theory I know of. (This is because, for each per-
son, D stochastically dominates C: for any welfare level, the person’s probability
of being at least as well off as that level is at least as great inD as it is inC; and, for
some welfare level, it is greater.)

Ex Post RWU violates Ex Ante Pareto in table 4 because it is risk-averse
in a seemingly impersonal way: it is averse to risks that are faced by society
but not by any individual. Ex Post RWU favors C over D because D is risky—
it might generate a rank-weighted average utility of 39, but it might instead
generate 29—whereas C guarantees a constant rank-weighted average util-
ity of 32. REU theory at the social level therefore recommends C. But this
risk is purely social, not individual: it doesn’t arise fromany individual’s hav-
ing a greater chance of being worse off. Notice, by contrast, that a neutral
risk attitude at the social level—that is, EU theory for social preference—
would recommend prospect D, because D offers a greater expectation of
rank-weighted average utility.

How should a rank-weighted utilitarian respond to this problem?
One option would be to reject Ex Ante Pareto. This option is perhaps

most continuous with extant responses to Harsanyi’s aggregation theorem
fromegalitarians and prioritarians. But it seems at oddswithBuchak’s argu-
ment for RWU, which appeals to the veil of ignorance. Behind the veil of
ignorance, we aim to maximize our REU but do not know which person
we are. If we know that some prospect offers every person lower REU than
every other available policy, thenwe know that it fails tomaximize our REU,
since we must be one of those people. So we should not prefer it.

To justify her appeal to the veil of ignorance, Buchak claims that we
should make choices that are justifiable to each person. She argues that
“if no reasonable person would reject an option on the grounds that it is
too risky, then we are justified in choosing that option. Conversely, if a rea-
sonable person could reject it on these grounds, thenwe are not justified in
choosing it.”14 No reasonable person would reject prospect D on the
3. Cat’s REU under C is ð3=4Þð32Þ1 ð1=4Þð56Þ 5 38. Cat’s REU under D is ð3=4Þð32Þ1
60Þ 5 39. Dan’s REU under C is ð3=4Þð24Þ1 ð1=4Þð32Þ 5 26. Dan’s REU under D is
28Þ1 ð1=4Þð32Þ 5 29.
4. Buchak, “Taking Risks,” 631.
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grounds that it is too risky. So it seems that we should be justified in choos-
ing D. And both Cat and Dan could reasonably reject prospect C. So it
seems that we should not be justified in choosing C. Buchak adds that
“the way we justify our policy or distribution to each citizen is this: if you
didn’t know the things that cloud yourmoral judgment—namely, which in-
dividual you are, what characteristics you have, and what your actual risk at-
titude happens to be—then you yourself would have chosen this policy or
distribution.”15 These remarks suggest that we should not choose an option
that minimizes every person’s REU. Such an option cannot be justified to
anyone, let alone everyone.

A rejection of Ex Ante Pareto could be justified by a broadly impersonal
distributive theory. For example, many egalitarians believe that inequality is
bad, evenwhen it’s not bad for anyone. It is easier to seewhy, on that kind of
picture, we should sometimes do what is worse, in expectation, for every-
one: the interests of individuals must sometimes give way for the sake of
equality. But Buchak explicitly rejects such an egalitarian interpretation
of RWU. She motivates RWU with the suggestion that “the only objects of
concern are the interests of each individual, but each individual’s interests
needn’t be given the sameweight in the evaluation of a distribution.”16 And
her argument for RWU appeals to a form of reasoning that is addressed to
the potential claims and complaints of each person. Given that motivation,
it seems unattractive to violate all individuals’ rational preferences.

Rather than rejecting Ex Ante Pareto, it seems more consistent with
Buchak’s argument to reject the ex post method of applying RWU under
uncertainty. Perhaps, as Rawls argues, we should not “adopt for society as
a whole the principle of rational choice for oneman.”17 To do so would, ar-
guably, ignore themorally significant differencebetween intrapersonal and
interpersonal trade-offs. On this line of thought, we cannot infer that soci-
ety ought to maximize risk-weighted expected moral value from the view
that individuals ought to maximize their REU.

If we reject Ex Post RWU, how should a rank-weighted utilitarian
choose between prospects like C and D ?

III. EX ANTE RWU

According to
1
1
1

sity Pr
Ex Ante RWU: We ought to choose one prospect rather than another
just in case the one offers a greater rank-weighted average of risk-
weighted expected utilities.
5. Ibid., 635.
6. Ibid., 624.
7. John Rawls, A Theory of Justice (Cambridge, MA: Belknap Press of Harvard Univer-
ess, 1999), 24.
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The idea behind Ex Ante RWU is that, under uncertainty, we evaluate dis-
tributions of REUs, rather than first evaluating the distributive outcomes
and then calculating their risk-weighted expected values. We try to dis-
tribute individual risk-weighted expected utilities in a rank-weighted util-
itarian manner.

Ex Ante RWU satisfies Ex Ante Pareto. But it violates a weak constraint
on social rationality.

Consider table 5.Herewe can choose either prospectD from table 4or
prospect E, in which Cat would be worse off thanDan in state 1 (24, 32) but
muchbetter off thanDan in state 2 (56, 32). According toExAnteRWU,we
ought to choose E. This is because E offers a better distribution of rank-
weighted expected utilities, by rank-weighted utilitarian lights. This evalua-
tion is shown in the rightmost column of table 5 under “RW-REU.”18

It seems to me, however, that we ought to choose D rather than E. For
suppose we choose E and learn that state 2 obtains. We would then prefer
that we had chosenD, since it wouldhave yielded a better distribution—not
just by rank-weighted utilitarian lights but also according to any plausible
theory of distribution. (This is because, in state 2, D Pareto-dominates E:
in state 2, D makes Cat better off than she would be in E and makes Dan
at least as well off as hewouldbe inE.) Supposewe learn that state 1 obtains.
Wewould then still prefer that we had chosenD, since it wouldhave yielded
a better outcome—again, according to any plausible theory of distribution.
(This is because, in state 1, D anonymously Pareto-dominates E: D makes
Cat at least as well off as Dan would be in E and makes Dan better off than
Cat would be in E.) According to
1
ð3=4Þ½
ð3=4Þð
Statewise Dominance: If, in every state of the world with nonzero prob-
ability, prospect X yields a better outcome than prospect Y, then we
ought to choose X rather than Y.
D statewise dominates E: it is preferable in every state of the world. So, how
could it be rational to choose E, when we know that D would guarantee a
TABLE 5

Ex Ante RWU Violates Statewise Dominance

State 1 (0.5) State 2 (0.5) REU

Cat Dan RWU Cat Dan RWU Cat Dan RW-REU

Prospect D 32 28 29 60 32 39 39 29 31.5
Prospect E 24 32 26 56 32 38 32 32 32
8. D’s rank-weighted
ð1=4Þð32Þ1 ð3=4Þð28
32Þ� 5 32.
average of expected
Þ�5 31:5. E ’s is ð1=4Þ½
utilities is ð1=4Þ½ð1=
ð1=4Þð56Þ1 ð3=4Þð24
4Þð60Þ 1 ð3=
Þ�1 ð3=4Þ½ð1
4Þð32Þ� 1
=4Þð32Þ1
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preferable distribution nomatter what? The violation of StatewiseDominance
seems tome an unattractive implication for a view that ultimately appeals to
a theoryof rational choice (REUtheory) that requires StatewiseDominance.

To emphasize the counterintuitiveness of this result, suppose that we
can learn which state the world is in by turning over and looking at a nap-
kin. And suppose we know that we are rank-weighted utilitarians, so that if
we look at this napkin, we will certainly choose the best distribution by rank-
weighted utilitarian lights.19 Looking at the napkin would lead us to choose
D, so looking offers the same distribution of risk-weighted expected utilities
as D. Ex Ante RWU therefore implies that we ought not to look at the nap-
kin; we should instead just choose E without looking at the napkin. This
aversion to costless information, and to doing what that information would
lead us to do, seems counterintuitive.20 I don’t think we have to look at the
napkin, because we know that doing so would lead us to choose D nomatter
what, but it doesn’t seem wrong to look at it. The result is evenmore coun-
terintuitive if we imagine that looking at the napkin would provide some
very small benefit to each person. If the benefit to each person is small
enough, Ex Ante RWU will still imply that we ought not to look at the nap-
kin, because doing sowould lead us to choose a slightly improved version of
D that remains worse than E by Ex Ante RWU’s lights. Perhaps there are
cases in which we should not acquire costless information (e.g., when that
information is private or confidential, or is only partial and might be mis-
leading), but this doesn’t seem to be one of them.

I do not claim that the violation of Statewise Dominance is a decisive
reason to reject Ex Ante RWU, but it seems to me a significant cost. To jus-
tify paying this cost, we need an argument for Ex Ante RWU that is more
compelling than Statewise Dominance. An ex ante rank-weighted utilitarian
might respond by appealing to the veil of ignorance. The impartial observer
is supposed to imagine that they are either Cat or Dan but don’t know which.
If they turn out to be Cat, they would prefer D, because their REU is greater
under D. If they turn out to be Dan, they would prefer E, because their REU
is greater under E. And, according to Buchak, the impartial observer is and
ought to be risk-averse, so they give greater weight to the badness of turning out
to beDanunderD. The impartial observer would therefore rationally preferE.

We should reject this argument. The veil of ignorance does not sup-
port the ex ante approach. To explain why, I will raise two preliminary ques-
tions about the argument just given; the explanation will emerge from
those questions.

First, why should the impartial observer be risk-averse when evaluating
distributions of already risk-weighted expectations?Theyhave already taken
19. If onehasworries about thediachronic aspectof this choiceproblem,wecould instead
imagine that we can hand over the choice to another deliberator who is fully informed, or ac-
quire the information in a way that initiates a causal process that results in the best distribution.

20. See Fleurbaey and Voorhoeve, “Decide As You Would.”
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the risk for each individual into account when calculating the risk-weighted
expected utilities for each person, relative to the most risk-averse attitude
within reason.Weighting lower risk-weighted expectationsmoreheavily still
seems to double-count individuals’ aversion to risk. Perhaps this method
can be justified. But how?

In reply, we might point out that the impartial observer is uncertain
about two independent questions: which state the world is in, and who they
are. The first question is about worldly matters; the second is about self-
locating matters. Since the impartial observer is uncertain about both mat-
ters, this gives rise to twokindsof risk: theworldly riskof beingworseoff than
one might have been (e.g., Cat’s being worse off in state 1 than in state 2),
and the self-locating risk of being a person who is worse off than another
(e.g., Dan’s being worse off, ex ante, than Cat). If the impartial observer is
risk-averse, we should count both their aversion to worldly risk and their
aversion to self-locating risk.

This reply raises a second question. The veil-of-ignorance argument
forExAnteRWUassumes that the impartialobserverfirst evaluates thepros-
pects for each person relative to their worldly uncertainty and then evalu-
ates the prospect of being one of those people relative to their self-locating
uncertainty. But why should the impartial observer evaluate these two kinds
of risk in that particular order? If they instead evaluated the self-locating
risk before the worldly risk, we would obtain a very different view. The im-
partial observer would first assign a value to each outcome in light of their
uncertainty about which person they would be in that outcome and then
evaluate the prospect in light of their uncertainty about the state of the
world. This procedure would yield Ex Post RWU.

I see no reason to prefer either of thesemethods to the other.Without
any such reason, we have no reason to think that the impartial observer
would choose Ex Ante RWU, as opposed to Ex Post RWU. In fact, they
would choose neither.

IV. VEILED RWU

Rather than evaluating their worldly risk and self-locating risk in two stages,
the impartial observer would instead use a simpler, one-stage method: they
would treat their two kinds of risk on a par.

The impartial observer assigns equal probability to four distinct possi-
bilities: being Cat in state 1, being Dan in state 1, being Cat in state 2, and
being Dan in state 2. Call this the veiled probability distribution. The impar-
tial observer would maximize their REU relative to the veiled probability
distribution because they care only about the rank-ordered distribution
of their own outcomes and the probability with which those outcomes
are realized. They have no reason to privilege some other way of evaluating
their prospects.
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Indeed, in the decision-theoretic framework in which Buchak axi-
omatizes andformulatesREUtheory, this is theonlyprocedure thatmakes
sense. Prospects are supposed to be functions from states to outcomes.
These states have to be fine-grained enough that each prospect assigns
exactly one outcome to each state. The impartial observer is uncertain
about their identity, so a choice of prospect and worldly proposition does not
determine a unique outcome for them; they remain uncertain about which
persontheyare.For the impartialobserver,whatwehavebeencalling “state1”
and “state 2” are technically not states, strictly conceived, but events: sets
of states. This distinction is important because, under REU theory, certain
kinds of reasoning about states can fail when applied to events—for exam-
ple, dominance reasoning: a prospect that is better for you in every state
offers you greater REU, but a prospect that is better for you conditional
on each event in some arbitrary partition may offer you lower REU.21

To apply REU theory, the impartial observer needs to use the proper
partition of states. Table 6 shows prospects D and E using the veiled parti-
tion above, where “event 1” and “event 2” are just the worldly propositions
we had been calling “state 1” and “state 2.” Each event has two states, which
differ with respect to the impartial observer’s identity. Under the veiled par-
tition, prospect D offers the impartial observer greater REU than E.22

Using the veiled partition, REUmaximization yields neither Ex Post
RWU nor Ex Ante RWU. It yields
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Veiled RWU: We ought to choose one prospect rather than another
just in case the one offers greater REU, relative to the appropriate
veiled probability distribution and the most risk-avoidant attitude
within reason.23
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Veiled Rank-Weighted Utilitarian Evaluation of Table 5

Cat in Event 1
(0.25)
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(0.25) REU

Prospect D 32 28 60 32 32
Prospect E 24 32 56 32 30
1. Lara Buchak
2. There are fou
o we simply app
U of ð1=16Þð60
Þð32Þ1 ð5=16Þð
3. I take the na
iversity of Oxfo
m similar to the
Paradox,” Ethic
, Risk and Ration
r possibilities, so
ly the normaliz
Þ 1 ð3=16Þð32Þ
32Þ1 ð7=16Þð24
me from what Te
rd, 2016], chap
one I raise for V
s 129 (2019): 30
ality (Oxford: Ox
theweights are 1
ed weights 1/16,
1 ð5=16Þð32Þ 1
Þ 5 30.
ruji Thomas (“To
. 3) calls “veiled
eiled RWU; see
9–43, at 339 n. 4
ford University
, 3, 5, and 7. The
3/16, 5/16, and
ð7=16Þð28Þ 5 3

pics in Populati
average utilitari
Jacob M. Nebel,
1.
Press, 2013), cha
states are equally
7/16. Prospect
2. E has ð1=16Þð

on Ethics” [DPh
anism,” which fa
“An Intraperson
p. 5.
prob-
D has
56Þ1

il the-
ces a
al Ad-



100 Ethics October 2020
Given a probability distribution over worldly states, the appropriate veiled
probability distribution preserves the same probability of each corre-
sponding worldly event and assigns a uniform probability distribution
over all self-locating events (i.e., being any given person). For example,
if we, in the actual world, assign probability p to worldly state 1 and 1 – p
to worldly state 2, and if there are n people, the appropriate veiled prob-
ability distribution assigns p / n to the state of being any given person in
worldly event 1 and (1 – p) / n to the state of being any given person in
worldly event 2. Let us consider the verdicts of Veiled RWU in the cases
we have considered. In table 5, it implies that D is better than E. In ta-
ble 4, it implies that D is better than C. So far, so good.

In other cases, however, Veiled RWU can recommend prospects that
areworse for everyone and prospects that areworse in every state. For exam-
ple, consider the prospects in table 7. Imagine that we—in the actual world,
who know our identities—are choosing between these prospects.We assign
an equal probability to each of two worldly states.

According to Veiled RWU, F and G are equally good and would be
better than both C and E. (These evaluations are shown under the “Veiled
RWU” column.24) Intuitively, this is because Veiled RWU ignores distinc-
tions between both states and persons. It evaluates each person’s utility
in each outcome as if they were the possible utilities of a single person:
the impartial observer. So, given a uniform probability distribution over
worldly states, a veiled rank-weighted utilitarian is indifferent between
prospects that assign the same list of utilities (e.g., F and G), regardless
of how they are distributed between states and persons.

Veiled RWU implies that, in the actual world—where we know who is
who—we ought to choose F or G rather than C or E. But note that C yields
a better distribution than F and G in every state, and E offers greater REU
TABLE 7

Veiled RWU Violates Statewise Dominance and Ex Ante Pareto

State 1 (0.5) State 2 (0.5) REU

Veiled RWUCat Dan RWU Cat Dan RWU Cat Dan

Prospect C 32 32 32 56 24 32 38 26 30
Prospect E 24 32 26 56 32 38 32 32 30
Prospect F 52 24 31 24 52 31 31 31 31
Prospect G 52 24 31 52 24 31 52 24 31
24. C and E have the
value: ð1=16Þð52Þ 1 ð3=16
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for every person than F. Veiled RWU therefore violates both Statewise
Dominance and Ex Ante Pareto. This seems to me highly unattractive.

V. SEPARABILITY AND THE VEIL OF IGNORANCE

We have considered three ways of applying RWU under uncertainty. The
ex post method violates Ex Ante Pareto. The ex ante method violates
Statewise Dominance. The veiled method violates both principles.

However, we have only seen that these methods can violate these
principles, because we assumed a particular choice of weighting function.
And we have not considered every possible way of applying RWU under
uncertainty. In this section, we will see the results of the previous sections
in greater generality. This will help us understand, at a deeper level, why
the problems arise and how they apply beyond RWU.

Wewill demonstrate three results: one for RWU, one for REU theory,
and one for Veiled RWU. For the first result, we add to Ex Ante Pareto
that if everyone would rationally be indifferent between two prospects (still
relative to a shared probability distribution and risk attitude), then it is per-
missible to choose either prospect. For the second, we add to Statewise Dom-
inance that if two prospects guarantee equally good outcomes in every
state, then it is permissible to choose either prospect. The third andmost im-
portant result builds on the first two but requires neither of the strength-
enings just mentioned.

A. RWU and Separability of People

Utilitarians (and prioritarians in the style of Derek Parfit25) believe that
value is strongly separable with respect to people. This means, roughly, that
whether or not one distribution is better than another cannot depend on
the welfare of groups of people who are equally well off in both distribu-
tions. Rank-weighted utilitarians reject this claim, because the importance
of benefiting a person can, on their view, depend on how well off other
25. Derek
Department o
TABLE 8

Rank-Weighted Utilitarians Reject

Separability of People

Group 1 (m) Group 2 (n)

Distribution AX A X
Distribution BX B X
Distribution AY A Y
Distribution BY B Y
Parfit, “Equality or Priority?,
f Philosophy, 1991).
” The Lindley Lec
ture (University of Kansas,
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people are. Consider, for example, the four distributions in table 8. In each
distribution (row), there are two groups of people (columns). Group 1 has
some number m of people; group 2 has n people. Each cell depicts a
subdistribution over the corresponding group of people. Subdistributions
A and B assign various welfare levels to each person in group 1; sub-
distributions X and Y assign various welfare levels to each person in group 2.
Strong separability implies that distribution AX is better than BX if and
only if AY is better than BY, for any values of m and n, and any sub-
distributions A, B, X, and Y: group 2 is unaffected by the choice between
AX and BX and by the choice between AY and BY, so these comparisons
should depend only on the subdistributions A and B. Rank-weighted utili-
tarians, by contrast, maintain that for somem and n, and some A, B, X, and
Y,AX can be better thanBXwhileBY is better thanAY. A concrete example,
using the Gini weighting, is depicted in table 9. In table 9, RWU with the
Gini weighting implies that AX is better than BX but that BY is better than
AY. This is because the presence of the unaffected group affects the distri-
bution’s rank ordering. In particular, the greater welfare of person jhas less
weight when j is better off than everyone else than when j is worse off than
others.26 Though this particular example uses theGini weighting, every ver-
sion of RWU implies that, in some case of the kind depicted in table 8,AX is
better than BX but BY is better than AY.

So suppose that, for some group sizes and subdistributions charac-
terized by table 8, AX is better than BX but BY is better than AY. Let “∘”
represent the probabilistic mixture of two distributions into a social pros-
pect: AX ∘ BY, for example, represents a prospect that assigns AX to one of
two equiprobable states and BY to the other. Then, consider the two pros-
pects in table 10.

We are supposing that distribution AX is better than BX but BY is
better than AY. So, prospect AX ∘ BY guarantees a better distribution
than prospect BX ∘ AY. So, by Statewise Dominance, we ought to choose
TABLE 9

Violation of Strong Separability for Gini RWU

Group 1 Group 2

RWUi j k l

Distribution AX 32 32 32 32 32
Distribution BX 16 64 32 32 27
Distribution AY 32 32 80 80 44
Distribution BY 16 64 80 80 47
26. AX has a rank-weighte
ð7=16Þð32Þ 5 32. BX has ð1=16Þð
ð1=16Þð80Þ1 ð3=16Þð80Þ1 ð5=16Þ
ð5=16Þð64Þ1 ð7=16Þð16Þ 5 47. Pe
d average of ð1=16Þð32
64Þ1 ð3=16Þð32Þ1 ð5=16Þ
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rson j ’s weight is increased
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AX ∘ BY rather than BX ∘ AY. But everyone in both groups would ratio-
nally be indifferent between the two prospects, whatever risk attitude
they have. Everyone in group 1 will either have their welfare under A
or have their welfare under B, with equal probability of each. Everyone
in group 2 will either have their welfare under X or have their welfare
under Y, with equal probability of each. These two prospects have the
same REU for each person. So, by Ex Ante Pareto (as strengthened above),
it must be permissible to choose either prospect. This shows that RWU,
Statewise Dominance, and Ex Ante Pareto are jointly inconsistent.

Two things about this result are worth noting. First, it applies to any
distributive theory that rejects the separability of people—for example,
standard versions of egalitarianism. Second, the conflict does not assume
that individuals are REU maximizers. It only assumes that an individual
would rationally be indifferent between prospects that assign the same out-
comes for her to states of the same probability. We can demonstrate a sim-
ilar result for REU theory without appealing to RWU. This will help us to
establish our third result, for Veiled RWU.

B. REU Theory and the Sure-Thing Principle

EU theory satisfies the sure-thing principle, which is a separability principle
for states. According to EU theory, whether or not one prospect is better
for a person than another cannot depend on the value of outcomes that
both prospects assign to the same set of states. REU theorists reject this
claim, because the importance of an outcome can, on their view, depend
on how good other outcomes are. Consider, for example, the prospects
in table 11. Here A, B, X, and Y are subprospects: A and B assign various
TABLE 10

RWU Violates Statewise Dominance or Ex Ante Pareto

State 1 (0.5) State 2 (0.5)

Group 1 (m) Group 2 (n) Group 1 (m) Group 2 (n)

Prospect AX ∘ BY A X B Y
Prospect BX ∘ AY B X A Y
TABLE 11

REU Theory and the Sure-Thing Principle

Event 1 (p) Event 2 (1 2 p)

Prospect AX A X
Prospect BX B X
Prospect AY A Y
Prospect BY B Y
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outcomes to the states in event 1; X and Y assign various outcomes to the
states in event 2. According to REU theory, it can be rational for an individ-
ual to prefer prospect AX to BX while preferring BY to AY.

Now consider two people who have those same rational preferences,
and consider the prospects in table 12. In table 12, both people rationally
prefer prospect AB ∘ XY to prospect BA ∘ XY. This is because person 1 pre-
fers AX to BX and person 2 prefers BY to AY. So, by Ex Ante Pareto, we
ought to choose AB ∘ XY rather than BA ∘ XY. This violates Statewise Domi-
nance (as strengthened above) because the two prospects guarantee equally
good distributions: they just switch which person gets which outcome.

This shows that REU theory, Statewise Dominance, and Ex Ante Pareto
are incompatible—not just given RWU, but more generally if we assume
that distributions in which the same number of people are at the same
welfare levels are equally good. Note also that this result applies not only
to REU theory but also to any decision theory that violates the sure-thing
principle—for example, the prospect theory of Daniel Kahneman and
Amos Tversky.27

C. The Impartial Observer

Now suppose that we appeal to the preferences of the impartial observer.
This leads to the veiled approach. On the veiled approach, RWU and
REU theory are equivalent. So, in table 8, distribution AX is better than
BX for group sizes m and n just in case, in table 11, the impartial observer
would rationally prefer prospect AX to prospect BX for p 5 m / (m1 n).
The same goes for the comparison between AY and BY.

We can now show that Veiled RWU violates both Statewise Dominance
and Ex Ante Pareto (in their weaker original versions).

Start with Statewise Dominance. To see the violation, consider again
prospects AX ∘ BY and BX ∘ AY in table 10. On the veiled approach, these
two prospects should be evaluated relative to a veiled probability distribu-
tion, which contains four events. Let “event i, j” denote the event in which
worldly state i obtains and the impartial observer belongs to group j. Table 13
TABLE 12

REU Theory Violates Statewise Dominance or Ex Ante Pareto

Event 1 (p) Event 2 (1 2 p)

Person 1 Person 2 Person 1 Person 2

Prospect AB ∘ XY A B X Y
Prospect BA ∘ XY B A X Y
27. Daniel Kahneman and A
under Risk,” Econometrica 47 (197
mos Tversky, “Prospect Theory
9): 263–91.
: An Analysis of
 Decision
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compares the prospects relative to the corresponding veiled probability
distribution. Veiled AXBY is how the impartial observer evaluates pros-
pect AX ∘ BY; veiled BXAY is how they evaluate BX ∘ AY. Veiled AXBY
and veiled BXAY offer the exact same REU, so the impartial observer would
be indifferent between these two prospects. So, according to Veiled RWU,
it is permissible to choose either AX ∘ BY or BX ∘ AY in table 10. But, as we
already saw, that violates Statewise Dominance, which implies that we
ought to choose AX ∘ BY. This shows that Veiled RWU violates Statewise
Dominance.

Next consider Ex Ante Pareto. Consider again prospects AB ∘ XY
and BA ∘ XY in table 12. We should compare these two prospects relative
to the appropriate veiled probability distribution. The resulting “veiled”
prospects are shown in table 14. Here “event i, j ” denotes the event in
which worldly event i obtains and the impartial observer is person j. Ac-
cording to Veiled RWU, we ought to choose prospect AB ∘ XY rather than
BA ∘ XY in table 12 just in case, in table 14, the impartial observer would
rationally prefer veiled ABXY to veiled BAXY. But they would rationally
be indifferent between these two veiled prospects, because they offer the
same probabilities of the same outcomes; they must have equal REU,
relative to any risk attitude. This shows that Veiled RWU violates Ex Ante
Pareto.

Thus, Veiled RWU violates both Statewise Dominance and Ex Ante
Pareto. This result applies, more generally, to any theory that appeals
to the veil of ignorance while rejecting either the sure-thing principle or
the separability of people.
TABLE 13

Veiled RWU Violates Statewise Dominance

Event 1,1 Event 1,2 Event 2,1 Event 2,2

0.5(m/[m1 n]) 0.5(n/[m 1 n]) 0.5(m/[m1 n]) 0.5(n/[m 1 n])

Veiled AXBY A X B Y
Veiled BXAY B X A Y
TABLE 14

Veiled RWU Violates Ex Ante Pareto

Event 1,1 Event 1,2 Event 2,1 Event 2,2

0.5(m/[m1 n]) 0.5(m/[m1 n]) 0.5(n/[m 1 n]) 0.5(n/[m 1 n])

Veiled ABXY A B X Y
Veiled BAXY B A X Y
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VI. CONCLUSION

Buchak’s argument for RWU appeals to the preferences of rational
agents behind the veil of ignorance, who are supposed to maximize their
REU. This leads to violations of both Statewise Dominance and Ex Ante
Pareto. Since we have seen that Statewise Dominance and Ex Ante Pa-
reto together impose quite severe constraints on both social and rational
choice, perhaps it is reasonable to reject one of these conditions. But, al-
though many of us may be willing to reject one of these conditions, it
seems hard to reject them both. These violations are especially troubling
for Buchak because REU theory entails Statewise Dominance and be-
cause Buchak motivates the veil of ignorance by the requirement that
our acts be justifiable to each person, which seems to support Ex Ante Pa-
reto. I do not think this refutes REU theory or RWU. But I think it casts
doubt on Buchak’s argument for RWU, according to which we ought to
choose whatever would be preferred by risk-avoidant REU maximizers
who do not know who they are.

I myself am inclined to reject both REU theory and RWU for reasons
independent of these issues. But the results of this article provide some
reason for fans of these theories—or,more generally, of any nonseparable
theories of distribution or decision—not to appeal to the veil of igno-
rance. The veil of ignorance may be a valuable heuristic device for ensur-
ing impartiality, but, as Parfit puts it, “it does that crudely, like frontal lo-
botomy.”28 It requires us to ignore information that may be relevant to
distributive justice—that is, which utilities belong to whom, and in which
outcomes.We shouldnotmakedistributive choices by depriving ourselves
of this information, but by ensuring that we are impartial in other ways, if
we can.29
28. Derek Parfit, On What Matters (Oxford: Oxford University Press, 2011), 1:357.
29. See John E. Roemer, “Egalitarianism against the Veil of Ignorance,” Journal of

Philosophy 99 (2002): 167–84.




