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Abstract
Artificial intelligence (AI) is becoming increasingly influential in most people’s lives. This raises many philosophical 
questions. One is what responsibility we have as individuals to guide the development of AI in a desirable direction. More 
specifically, how should this responsibility be distributed among individuals and between individuals and other actors? We 
investigate this question from the perspectives of five principles of distribution that dominate the discussion about respon-
sibility in connection with climate change: effectiveness, equality, desert, need, and ability. Since much is already written 
about these distributions in that context, we believe much can be gained if we can make use of this discussion also in con-
nection with AI. Our most important findings are: (1) Different principles give different answers depending on how they are 
interpreted but, in many cases, different interpretations and different principles agree and even strengthen each other. If for 
instance ‘equality-based distribution’ is interpreted in a consequentialist sense, effectiveness, and through it, ability, will 
play important roles in the actual distributions, but so will an equal distribution as such, since we foresee that an increased 
responsibility of underrepresented groups will make the risks and benefits of AI more equally distributed. The corresponding 
reasoning is true for need-based distribution. (2) If we acknowledge that someone has a certain responsibility, we also have 
to acknowledge a corresponding degree of influence for that someone over the matter in question. (3) Independently of which 
distribution principle we prefer, ability cannot be dismissed. Ability is not fixed, however and if one of the other distributions 
is morally required, we are also morally required to increase the ability of those less able to take on the required responsibility.

Keywords Distribution of forward-looking responsibility · Effectiveness-based distribution · Equality-based distribution · 
Desert-based distribution · Need-based distribution · Ability-based distribution

1 Introduction

Artificial intelligence (AI) is becoming increasingly influ-
ential in most people’s lives. AI is already at work in more 
applications than many people realise, and the influence of 
AI is fast increasing. AI is in many ways making our lives 
more comfortable and has a large potential to improve our 
lives even further (e.g., [1–5]). It also carries with it risks, 
however. We are already seeing the effects of so-called 
algorithmic bias, privacy issues, etc. (e.g., [1–4, 6–8]). 

Some authors see even bigger threats, even existential risks 
to humanity in the further future (e.g., [3, 9–12], see also 
[13–18]). Others, in turn, think we should not focus too 
much on the risks, especially not the very long-term risks 
[18–22].

We believe that speculation about whether AI will be ben-
eficial or dangerous, and to what extent, is not a particularly 
fruitful endeavour, in particular since the answers to these 
questions largely depend on us and the decisions we make 
today, as well as in the future (see also [3, 10]). Rather than 
speculating about which direction the development of AI 
will take, we, therefore, think it is more fruitful to think 
about what we can do today to lead the development of AI 
in the direction we want. We also believe that the choices 
we make today, at the infancy of AI development, will be 
important for determining what direction the development 
of AI will take in the long run. It is therefore important that 
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we make well-informed decisions from the start. It is also 
important that different parts of society are represented and 
get a chance to influence the development of AI (e.g., [23, 
24]). This raises, among other things, the question about 
to what extent it is reasonable to claim that individual citi-
zens, consumers, etc. have a moral responsibility to consider 
how their choices will affect the long-term development of 
AI, and to make choices that help guiding the development 
of AI in a direction that is beneficial, safe and democratic 
(hereafter: ‘guiding the development of AI in a beneficial 
direction’).

Do we as consumers have a moral responsibility to avoid 
using AI applications that collect and sell user data to ques-
tionable businesses, and do we as citizens have a moral 
responsibility to inform ourselves about and protest against 
the use of biased AI applications by the police (c.f. [25]) The 
responsibility of the individual as a citizen and consumer 
regarding our environmental impact has been debated for 
decades among academics, activists, politicians, and busi-
ness strategists (e.g., [26–31]). We believe the same ques-
tions can and should be discussed in relation to AI. Although 
for responsibility assignments to be effective, more specific 
goals might be needed ([32]), we are not here going to pre-
sent any definitive answers to specific questions about what 
to do in this or that situation, or even to the general question 
of what responsibility the individual has when it comes to 
guiding the development of AI in a desirable direction. Our 
ambition is merely to bring the general question one or two 
small steps closer to an answer.

There is an ongoing discussion about these issues within 
environmental ethics, and nowhere is the discussion as vig-
orous and directly policy relevant as in climate change eth-
ics, where the centre of the philosophical, as well as of the 
political discussions is the question of responsibility. That is, 
who should do what to mitigate and adapt to climate change? 
If we can apply the existing discussions from this field to the 
question of responsibility for the development of AI, much 
would be won, since we will be able to make use of and learn 
from these discussions. Our basic approach in this paper is 
therefore to make use of the most influential principles for 
distribution of responsibility in that context and investigate 
if these principles can be adapted to the question of respon-
sibility for the development of AI, and what they then have 
to say about this latter question.

2  Some initial clarifications

One thing we should clarify from the start is that this paper 
is about moral, not legal responsibility. Also, the paper is not 
going to deal with the question of who should be blamed, 
fired, or fined when an autonomous machine messes up. This 
is an important and often discussed question in AI ethics 

and law (e.g., [33–35]), but it is not the question we are 
discussing here. We will instead discuss the responsibility 
for guiding the development of AI in a desirable direction. 
That is, we will discuss forward-looking responsibility [31, 
32, 36–41] (also known as prospective responsibility [42, 
43], projective responsibility [44], or ex ante responsibil-
ity [45, 46]).1 When we need to refer to the other kind of 
responsibility (that deals with the question of who should 
be blamed or praised for things that have already happened), 
we correspondingly call it ‘backward-looking responsibil-
ity’ (also known as ‘retrospective responsibility’ [49–51], 
‘outcome responsibility’ [52], ‘ex post responsibility’ 
[45, 46], or ‘accountability’ [44]). When we simply use 
the term ‘responsibility’ without clarification we will thus 
mean ‘moral, forward-looking responsibility’ in the sense 
described above.

The question of forward-looking responsibility for the 
individual contains several sub-questions. One such sub-
question is how to distribute responsibility between indi-
viduals on the one hand and other actors, such as govern-
ments, companies, and other organisations, on the other (see 
e.g., [53, 54]). This question, of course, in turn, points at the 
question of whether other entities than individuals can be 
assigned responsibility at all (see e.g., [44, 50, 55–64]) for 
discussion). In a deeper sense, we think they most probably 
cannot. However, in a more pragmatic sense, entities such 
as companies, etc. can in practice act as individuals and be 
assigned responsibility (even though they are not conscious 
beings themselves and cannot form their own preferences, 
etc.) (e.g., [65, 66]). This is also the level we are interested 
in here to make progress in a practical sense that has the 
potential to actually influence the development of AI. That it 
is possible and fruitful in practice to talk about responsibil-
ity on this level is confirmed by legal systems that treat both 
companies, nation-states and certain other organisations as 
legal entities with legal responsibility (e.g., [67]). It is also 
confirmed by the way most people talk about and interact 
with such entities. It is not uncommon, for instance, to hear 
people say things like “it is the government’s responsibil-
ity to make it easy for people to choose more sustainable 
power sources” or “retailers have a responsibility to make 
sure every node in their supply chain respects human rights”. 
When people talk about and interact with non-individuals in 
this way, it is probably not based on a belief that these enti-
ties are conscious in themselves or that the entity as such can 
understand and deliberate about the consequences of “their” 

1 Responsibility in a forward-looking sense is often referred to as 
remedial responsibility (e.g., [47]), i.e., doing something about harm 
that has already arisen or that will arise in the future if no measures 
are taken now. This differs slightly from the use of ‘forward-looking 
responsibility’ in this article, as our focus is on how to lead the devel-
opment in a certain direction. A more general notion of forward-look-
ing responsibility as obligation is suggested by [48].
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actions, but more probable on an implicit assumption that 
doing so is practical.

In addition to the question of how to distribute respon-
sibility between individuals and non-individuals, we need 
of course also to think about how to distribute responsibil-
ity among individuals, as well as whether the distribution 
of responsibility among individuals on one hand and the 
distribution of responsibility between individuals and other 
entities on the other, should be treated as two separate ques-
tions, or as one question where each individual and each 
non-individual entity should be seen as nodes in the same 
distribution scheme. It would doubtlessly be easier to stick 
with one of the first two options, that is, to discuss either the 
distribution among types of entities, such as individuals ver-
sus companies versus countries, or the distribution among 
the members of the same type, such as among individuals 
or among countries, etc. The third, mixed option, inevitably 
carries with it some practical difficulties, for instance, when 
it comes to comparing abilities, need and desert between 
such diverse entities as states, companies, and individual 
consumers. On the other hand, the mixed option is more in 
accordance with how other things are usually distributed in 
the real world (c.f. [68]). Even though resources are, in some 
instances, first distributed between types of entities and then 
distributed among the entities of each type, this is not the 
whole picture. Typically, money, as well as other resources, 
is in a constant flow among entities of different types. Indi-
viduals pay companies for goods and services. Companies 
pay wages to individuals and taxes to governments, as well 
as paying other companies for goods and services. Responsi-
bility is of course not traded like money and other resources, 
but it does seem to us that it makes sense to allow for the 
same kind of flexibility when discussing the distribution of 
responsibility.

3  Distribution principles

Our main method for shedding some philosophical light 
on the question of individual responsibility for guiding the 
development of AI in a desirable direction is to see what 
happens when we apply some of the most influential prin-
ciples for distribution of responsibility in climate change 
ethics and ask, how can we apply them to our main ques-
tion, and what implications will they have if we do? We will 
discuss each of the five principles for distribution in light of 
these two questions.

The literature is full of theories about distribution. As 
stated above, we find the discussions about distribution of 
responsibility for climate change mitigation and adaptation 
to be a useful starting point for our discussion. This is a dis-
cussion that has gone on for a while, that has engaged many 
philosophers as well as non-philosophers and produced a 

large treasure trove of literature, and that is directly policy 
relevant. We have therefore chosen to focus our investiga-
tion on theories for distribution that are influential in these 
discussions (see e.g. [40, 41, 60]). Each of these basic prin-
ciples comes in different variants. In some cases, but not all, 
they also come in both consequentialist and deontological 
versions. Some also come in different versions depending on 
whether we talk about the distribution of something good or 
of something bad. There are also, of course, different mixes 
of these five basic principles.

The five basic principles for distribution that we will 
apply are:

• Effectiveness (e.g., [69, 70])
• Equality (e.g., [71–74])
• Desert (e.g., [60, 61, 72, 75])
• Need (e.g., [71, 73, 76–79])
• Ability (e.g., [60, 61, 80])

Different ethicists, activists, planners, and decision-mak-
ers, as well as different people in general, seem to prefer 
different distribution principles [41], and it cannot be denied 
that there are good arguments for all of these principles. In 
this paper, we will not assess the general merits of each of 
the principles as such, but only their applicability to our 
particular problem. Ideally, it would be desirable to be able 
to distribute responsibility in a way that satisfies all of them. 
This is not always possible, however, even though, as we 
will see shortly, the relationships between the different prin-
ciples, as well as between different versions of the same 
principle, are complicated. There is some overlap regarding 
which distributions different principles recommend in prac-
tice, and there are also cases where they limit or strengthen 
each other.

4  Effectiveness

Effectiveness is a very common basis for distributing respon-
sibility, in practice as well as in economic and planning lit-
erature. It does not make much sense to argue that effec-
tiveness has value as an end in itself. It does make sense, 
however, to claim that effectiveness has instrumental value 
in relation to most, if not all end values. This means if we 
interpret the other distribution principles in a consequential-
ist sense, that is, that the aim of these distribution principles 
is to distribute responsibility in such a way that it best pro-
motes the values behind the principles (e.g., equality or need 
mitigation), effectiveness should probably at least be a factor 
in the distribution as such.

Even so, it can also be argued that effectiveness should 
not be the only basis for the distribution of responsibility. 
That the distribution is fair is commonly mentioned as an 
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important end value and not seldom as a moral requirement. 
There is also instrumental value attached to whether a distri-
bution is perceived as fair. No matter how effective a distri-
bution looks on paper, it will not work in reality if those who 
are affected by it perceive the distribution as being grossly 
unfair. This means, in order for a distribution of responsibil-
ity to work, it must be possible to justify that distribution to 
those affected by it, and especially to those who will have to 
shoulder a bigger responsibility, which probably implies that 
the chosen distribution needs to, at least, contain elements of 
several of the other distribution principles mentioned above.

If we accept effectiveness as one basis for the distribution 
of responsibility for AI development, where does that leave 
us concerning the responsibility of individuals? One thing 
we can probably say with a high degree of confidence is that 
effectiveness is closely connected to ability, and that in turn 
seems to imply that entities, such as big companies, influ-
ential international organisations and the governments of 
rich and powerful nations, should probably take on a higher 
degree of responsibility than most individuals. Since we can 
also find large differences in ability among individuals, it 
looks like we should probably also go for a highly differen-
tiated responsibility among individuals. At least, that will 
be the first answer. As we will see soon, however, ability is 
not a fixed unit, something that will complicate things a bit.

Given this preliminary answer, we may also ask whether 
it is actually more effective to exclude individuals com-
pletely. In environmental ethics, there is an ongoing debate 
regarding the effectiveness of individual responsibility. The 
literature seems to be divided on the issue, and so is appar-
ently the environmental movement and the population in 
general. We do obviously not have an answer regarding the 
corresponding question in relation to AI development, but 
we do want to raise awareness of the issue. It is an important 
question that needs to be discussed also in relation to AI 
development.

5  Equality

Equality is a popular basis for distribution (e.g., [58, 61, 
71, 74, 77, 78, 81–87]). When discussing the distribution of 
responsibility in connection with climate change mitigation, 
Peter Singer suggests equality as the natural starting point 
that should only be diverted from for good reasons [73]. Is 
equality applicable to our question, and what implications 
would it have? First, we need to distinguish between, on 
the one hand, an equal distribution of the responsibility as 
such (deontological interpretation), and, on the other hand, 
distributing the responsibility for AI development in such 
a way that it promotes equal distribution of something else 
(consequentialist interpretation), for instance of wealth, or 
the risks and benefits produced by AI (see e.g. [88]) on the 

difference between procedural and substantive fairness, see 
also [89] on what objects to be equally distributed).

If we aim at an equal distribution of the responsibility 
as such, the degree of equality that will be achievable will 
be limited by the degree of inequality in other areas (e.g., 
[90]), including unequal distributions of knowledge, power, 
and money. Considering the great differences among dif-
ferent actors when it comes to all of these things, absolute 
equality of responsibility seems not even to be an option. It 
might still be possible to increase the equality of responsibil-
ity to some degree, however, by amending or compensating 
for these other differences. If we find increased equality of 
responsibility a worthwhile goal, in itself or for some instru-
mental reason, it is therefore important to also address other 
inequalities, including economic inequalities, differences in 
power and differences in knowledge (especially knowledge 
about AI technology) (c.f. [91]). If we determine that a more 
equal distribution of responsibility is morally required but 
that other inequalities are in the way, it seems that we are 
also morally required to address these other inequalities. For 
instance, it could be reasonable that governments and other 
institutional agents have a responsibility to enable individu-
als to act responsibly (c.f., [31, 54]).

Let us take a look at the other interpretation of the prin-
ciple of equality-based distribution, that is, that we should 
distribute the responsibility for AI development so as to pro-
mote a more equal distribution of something else (maybe in 
particular, the distribution of risks and benefits from AI).

The development of AI is expected to have an immense 
impact on the question of equality in several ways. AI has 
the potential to increase or decrease the gaps among groups 
of people in many areas of life, such as income, health, 
power—you name it. Whether AI will widen or close these 
gaps is essentially up to us and we believe that this is one 
of those areas where the path we choose now at the begin-
ning of the AI development is very important for directing 
the long-term development. If some get a strategic advan-
tage now, it is highly plausible that this advantage will just 
grow bigger with time. Wealth tends to create more wealth. 
Technological advantages tend to create bigger technologi-
cal advantages.

What is the practical relation between the deontological and 
the consequentialist interpretations of the equality-based distri-
bution principle? It does not automatically follow that an equal 
distribution of the responsibility as such is the best way of 
achieving a resulting equal distribution of something else. We 
can expect, however, that making more, and more different, 
groups of individuals involved in decisions about AI develop-
ment will result in more perspectives being represented, and 
that in turn will probably lead to a development of AI where 
at least the direct benefits and risks from AI, and maybe also 
more indirect risks and benefits following in the tracks of the 
development of AI, will be more equally distributed. So even 
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though a completely equal distribution of responsibility does 
not seem to be a realistic option, a more equal distribution of 
responsibility for the development of AI would probably help 
push the development towards a more equal distribution of the 
risks and benefits of AI. This is probably true both if we talk 
about the distribution of responsibility among individuals and 
if we talk about the distribution between individuals and other 
actors. The benefits of an equal distribution of responsibility 
as a means to a more equal distribution of other things obvi-
ously have to be balanced against the benefits of involving 
experts (in AI but also in other relevant areas). Knowledge is 
not a fixed unit, however, and it is not a necessary truth that all 
experts have to come from groups that already have a strong 
influence on the development of AI.

We will get back to the question of knowledge and other 
abilities later, but we need to look more closely at the rela-
tion between influence and responsibility. In the reasoning 
above, we assume that increased responsibility for members 
of underrepresented groups will also increase the influence 
of these individuals on the development of AI. The idea 
behind this assumption is that if we accept that someone 
has a certain responsibility, then we also have to accept that 
she has a corresponding level of influence over the matter. 
It makes little moral sense to say that “this is your respon-
sibility”, and in the same breath state that “you have no say 
in this matter”.

It can even be claimed that if we actively assign a certain 
responsibility to someone else, we also have to actively con-
cede to her the corresponding degree of influence over the 
matter necessary to live up to this responsibility. An annual 
meeting of an organisation that decides that the board is 
responsible for making sure the economy is in order but also 
decides that the board does not have the right to decide about 
the economic activities of the organisation would be acting 
both immorally and irrationally.

If we accept that ethics, as well as reason, demands that 
assigning responsibility to someone implies an obligation 
to grant her the corresponding influence, then assigning less 
responsibility to members of underrepresented groups can 
be used as an excuse to deny them the corresponding influ-
ence, while assigning more responsibility to members of the 
same groups is actually a way of empowering the members 
of these groups (c.f., [92]). These double edges of responsi-
bility illustrate how distributing responsibilities is an act of 
power [31, 93, 94]).

6  Desert

Using desert as a basis for distribution means one should get 
(or pay) what one deserves. Desert is discussed as a basis 
for distribution in many circumstances and of many different 
phenomena, positive as well as negative (e.g. [49, 58, 60, 61, 

71, 72, 74, 75, 78–80, 84–88, 95–97]), but c.f. [98]. When 
desert is discussed in connection with forward-looking 
responsibility, it is often in the sense that by having, or being 
assigned, forward-looking responsibility, one deserves some 
compensation (e.g., [71, 99], but c.f. 100). This is not the 
focus of this paper, however. Our focus is instead on whether 
desert can be a good reason for assigning responsibility and 
what implications that would have.

Whether we want to ground a distribution on desert in 
terms of guilt or merit usually depends on what it is we 
are about to distribute and whether that is considered to be 
desirable or not. Typically, distribution of responsibility is 
treated as a distribution of something negative (e.g., [101]). 
On one hand, this makes sense. Having responsibility can 
be perceived as a rather heavy burden. It is also associated 
with certain costs in that one probably needs to put some 
time into thinking about how to live up to the responsibil-
ity, and it may demand that one adapts one’s behaviour. 
When we talk about backward-looking responsibility, it is 
also often connected with blame or punishment if you are 
found responsible for something negative (e.g., [102]). Even 
though we here talk about forward-looking responsibility, 
we cannot totally get around the issue of backward-looking 
responsibility since the two are often connected (e.g., [48, 
103]). Having forward-looking responsibility to do or not 
do something can easily be transformed into a backward-
looking responsibility if you fail in your forward-looking 
responsibility, and backward-looking responsibility can in 
turn easily be converted into forward-looking responsibility 
if your failure results in a mess that you will be responsible 
for clearing up (c.f., [32]). Either way, we can conclude that 
forward-looking responsibility can be a burden.

On the other hand, responsibility can also be something 
positive. It can feel nice to know that your decisions matter. 
It can be seen as an honour to be assigned responsibility, 
and as we have seen, responsibility is closely connected with 
influence, which may feel nice and can also be instrumen-
tally valuable even beyond its usefulness to fulfil the respon-
sibility in question (c.f., [104]).

Considering that desert is about distributing something 
based on what the potential recipients have already done (good 
or bad), we might ask whether desert can at all be considered 
as a basis for determining forward-looking responsibility. As 
we noted above, however, the distribution of forward-look-
ing responsibility is quite often based on backward-looking 
responsibility. The responsibility to clear up a mess, for 
instance, is about what we should do, but it is often thought 
to depend on one’s guilt in creating the mess ([51]; c.f., [105] 
on the distinction between objective and subjective guilt). It 
is thus clearly possible to base forward-looking responsibility 
on desert. The question is, is it applicable to the particular 
situation discussed here? That is, is desert applicable to the 
issue of individual responsibility to lead the development of 
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AI in a desirable direction? Here, it is arguably not a matter 
of cleaning up an existing mess. It is more strongly future-ori-
ented than climate change mitigation that is about handling a 
mess that we to a large extent have already created (e.g., [106, 
107]). Though there is already a fair amount of mess to clear 
up regarding our present use of AI, that is not the focus of this 
paper. Our focus is entirely on the responsibility for guiding 
the future development of AI in a beneficial direction.

One possible way of reasoning here that would make the 
desert principle more future-oriented, is to talk about risks 
for future harm and potential for future benefits (c.f., [40, 
108]), rather than about harms or benefits that have already 
materialised. So, instead of saying that some individuals have 
deserved more responsibility than others for the development 
of AI because they have created harm or benefits as such, we 
could point out that they have created, or are in the business of 
creating, risks and potential for future benefits.

If we accept desert as a basis for distributing responsibility 
in connection with AI development, and that guilt and merit 
can be construed in terms of the creation of risks or poten-
tial benefits as a basis for distributing responsibility, then we 
should assign greater responsibility to entities that have cre-
ated, or are in the process of creating risks or possibilities for 
future benefits.

In practice, this probably means that those who work with 
AI, or AI applications, have a greater responsibility for the 
development of AI since if you work with these things, you 
create risks or potential for benefits to a larger degree than 
those who do not work in these fields. The focus on desert 
based on the production of risks and benefits with AI will 
therefore in practice often coincide with the existing idea of 
grounding responsibility on control [109], (c.f., [32]).

In practice, this probably means that companies and gov-
ernments will have more responsibility than most individuals. 
It also seems to indicate that those individuals who work with 
AI or AI applications in their professional lives also have a 
greater responsibility as professionals. Does this also mean 
that they have a greater responsibility for how they act as con-
sumers and citizens? This sounds like a question that needs to 
be looked into in future research.

We can also notice a potential conflict here between desert-
based and equality-based distribution since assigning respon-
sibility on the basis of being in the business of creating risks 
or potential benefits of AI would increase the responsibility, 
and therefore, as we have seen, the influence of those who are 
already influential in this area.

7  Need

What about need as a basis for distributing responsibility? 
Need-based distribution makes intuitive sense for the dis-
tribution of resources and is often promoted in that context 

(e.g., [78, 110]). It makes good ethical sense that those 
who are starving should get more food than those who are 
already full. In climate change ethics, need is sometimes 
used as a basis for responsibility distribution in the sense 
“everyone for herself”. That is, if you are more vulnerable 
to the effects of climate change, it is up to you to mitigate 
and adapt [71, 79]. More often, however, need is used as 
a negative basis for responsibility, in the sense that those 
who are already burdened by need in a general sense (that 
is, being poor) should not have to also shoulder the respon-
sibility for climate change mitigation and adaptation [73, 
77, 78].

How can we use need for guiding the development of 
AI in a desirable direction?

First, we need to define ‘need’ in a way that makes 
sense in this context. How to define ‘need’ in general and 
in connection with the distribution of resources has been 
intensely discussed [110]. We are not going to contribute 
to that general debate. Instead, we make the limited sug-
gestion that in this particular context, it makes sense to 
interpret ‘need’ in terms of vulnerability to the effects of 
AI. This way, the principle will be immediately relevant 
to the question of AI development, but it is still within the 
general scope of need-based distribution as this principle 
is commonly used, including how it is often used in envi-
ronmental ethics, which allows us to make use of experi-
ences from discussions in that area.

Need-based distribution can, just as equality-based dis-
tribution, refer to the distribution itself or to the result 
of the distribution. The former interpretation means, in 
our case, that the responsibility for the development of AI 
should be distributed based on how vulnerable different 
entities are, while the latter means that the responsibility 
should be distributed in such a way that it results in a more 
favourable, especially a safer, outcome for those who are 
more vulnerable.

What is the best way of distributing responsibility for 
the development of AI if we want the outcome to be par-
ticularly advantageous to those most vulnerable?

The most famous answer to this question is perhaps 
the statement “From each according to his ability, to each 
according to his needs” [111], see also [112, 113]. The 
idea that those who are more able to contribute should 
do so, and that this should benefit those in more need, 
is often used in climate ethics (sometimes under differ-
ent names) (e.g., [73, 75, 77–79]). When applied to the 
question of responsibility for AI development, this would 
mean that we should distribute the responsibility for AI 
development in such a way that it best helps those most 
vulnerable. Marx’s principle could then be translated into 
the statement that “AI should benefit those most vulner-
able, and the development of AI should be guided in that 
direction by those most able to do so”. If we accept the 
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consequentialist interpretation of the need-based distribu-
tion principle, this makes good sense, though it will of 
course also be vulnerable to the usual critique of Marx's 
principle, including the objection that it is neither fair nor 
productive to “punish” the most able. As we have seen, 
however, responsibility cannot just be seen as a cost but 
also as something positive, which should take some of the 
edge off that objection in our particular context.

Effectiveness and ability are thus important parts of a 
distribution of responsibility aiming at helping the most vul-
nerable. As we noted in connection with the consequentialist 
version of the equality-based distribution, it is probably also 
important to involve those whom we want to benefit in the 
actual decisions. It is thus probably also important that those 
most vulnerable should have at least some influence over the 
development, which brings us back to the importance of the 
connection between responsibility and influence. That is, 
assigning more responsibility to those who are more vulner-
able will be a way of putting pressure on everyone to also 
concede more influence on members of this group.

Need-based distribution of responsibility is often given 
a negative interpretation. That is, the more need one expe-
riences (in this case, the more vulnerable one is), the less 
responsibility one should have to shoulder. In connection 
with climate change mitigation and adaptation, it is often 
stated that countries with a low level of economic develop-
ment should shoulder less, or none, of the mitigation and 
adaptation costs (e.g., [58, 74, 77, 84, 86, 114, 115]). This 
makes good sense if we talk about the responsibility to cut 
down on emissions or pay for adaptation measures, but is it 
a good idea when we talk about guiding the development 
of AI in a desirable direction? Cutting down emissions 
and paying for adaptation is easy to interpret as costs. As 
has been pointed out several times in this paper, however, 
responsibility may well be perceived as positive as well as 
negative. This is not least true in the case we discuss here. 
To influence the development of AI can no doubt be costly 
in terms of time, engagement and even money, if it, for 
instance, involves buying more expensive tech products to 
avoid supporting companies that use biased algorithms, etc. 
There are also clear advantages, however. By being part of 
the process of guiding the development of AI, one also gets 
to influence this development. Assigning lower responsibil-
ity for members of vulnerable groups, therefore, seems risky 
in the sense that it will probably also limit their influence. 
It might even be used as an excuse to deliberately limit the 
influence of the most vulnerable.

What does this mean in practice for the application of a 
need-based distribution of responsibility among individu-
als and between individuals and other entities regarding the 
development of AI? Both individuals and collectives are of 
course affected by AI, but since individuals are typically 
more vulnerable, this seems to point in favour of at least 

some individual responsibility and more so for more vulner-
able individuals.

8  Ability

What about ability as a basis for responsibility for the devel-
opment of AI? Ability is an important basis for the distri-
bution of responsibility in different contexts, for instance 
the responsibility between system designers and individuals 
for traffic safety [37] or for the responsibility to cut down 
greenhouse gases or paying for adaptation [60, 71, 74, 78, 
79, 80, 86]. In these cases, ‘ability’ is used in a wide sense, 
including for example knowledge, money, control and politi-
cal influence. Can ability in this sense be applied to the ques-
tion of responsibility for guiding the future development of 
AI in a beneficial direction?

A common objection to an ability-based distribution 
is that it does not seem fair that those who have acquired 
certain skills, should be “punished” by having to take on 
a bigger responsibility. It is hard to deny that there is some 
intuitive support for this objection. The objection assumes, 
of course, that responsibility is predominantly a negative 
commodity. As we have seen, this is far from the whole 
truth, which makes the objection less relevant in our context.

A good argument in favour of ability as a basis for the 
distribution of responsibility has to do with effectiveness. 
For the consequentialist interpretations of the equality- and 
need-based distribution principles, that is if we care more 
about the outcome of the distribution than about the distribu-
tion itself, this is probably important. If we want to distribute 
the responsibility for AI development in such a way that, for 
instance, AI develops towards a more equal distribution of 
the risks and benefits of AI, or in such a way that it will help, 
or at least not worsen, the situation for the most vulnerable 
individuals, it is probably a good idea to give more respon-
sibility to those most able to achieve these ends. The trick 
will of course be to identify the relevant abilities, and the 
individuals who possess them, which might not be the same 
individuals for both tasks. It may also take a wider defini-
tion of what counts as an expert than what is traditionally 
the case when it comes to AI. It may for instance be that 
knowledge about the technical aspects of AI is not the only 
area of importance. Knowledge of ethics, political science, 
development studies, etc., could be just as important.

A word of warning seems to be in place, however. We 
have already noted that an important feature of responsibility 
is the influence that has to come with it for the responsibility 
to make operational as well as moral sense. In the case of 
ability, this means we also have to be careful to assign too 
much responsibility, and thus too much influence, to a par-
ticular group. In connection with equality-based and need-
based distributions of responsibility, we were discussing the 
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assignment of more responsibility to presently underrepre-
sented or vulnerable individuals to empower the members of 
these groups. In connection with ability-based distribution 
of responsibility, the situation is largely the opposite. Those 
with more knowledge, resources and power can be expected 
to already have significant influence. Even though assigning 
more responsibility to this group probably provides consid-
erable advantages in terms of effectiveness, there is also a 
risk that it will increase an already uneven distribution of 
influence.

Another aspect that cannot be overlooked when we talk 
about ability in connection with responsibility is the almost 
universally accepted principle that ought implies can [116]. 
You cannot have the responsibility to do something you can-
not do. This means that whatever other basis we want to 
use for distributing responsibility, ability also has to play a 
part in the distribution, if nothing else, as a limiting factor 
in the sense that no matter how valuable it would be from 
some other perspective to assign responsibility to X, we can-
not do it if X does not have what it takes to live up to that 
responsibility.

For our investigation, this seems to indicate that those 
with little knowledge, small resources or limited power and 
control cannot have a lot of responsibility for guiding the 
development of AI in a certain direction.

In reality, things are a bit more complex, however. So far 
in this section, we have talked about ability as if it were a 
fixed unit. People have the abilities they have. What about 
when ability is not a fixed unit? Usually, it is not. Usually, 
ability can change. This means we could at least ask the 
question: If we have independent moral reasons for wanting 
to increase X’s responsibility for Y but X lacks the ability 
to do that, does this imply an additional moral responsibility 
on the part of X to increase her ability to take on a larger 
responsibility, and/or a moral responsibility on others to 
help increase X’s ability to take on a larger responsibility 
for Y? If there, for instance, are strong egalitarian reasons 
for wanting more individuals from underrepresented groups 
to take on a greater responsibility for guiding AI develop-
ment in a desirable direction, do less able members of these 
groups have an additional responsibility to increase their 
relevant abilities, including their knowledge about AI and 
other relevant fields, and do every able individual and insti-
tution have a responsibility to help with this? It seems to us 
that this indeed makes sense. If we attach high value to, or 
see a moral requirement for, for instance, a more equally 
distributed responsibility or for an increased responsibility 
for those most vulnerable to the effects of AI, then maybe all 
of us have to accept a responsibility to increase the ability for 
those who need it to be able to live up to this responsibility.

In the section about need-based distribution, it was con-
cluded that for it to make sense, ethically as well as ration-
ally, to assign responsibility to someone, that responsibility 

must be matched by the necessary influence. In this section, 
we have concluded that if we have independent reasons to 
assume that a particular individual, group of individuals, or 
more individuals in general, should have more responsibil-
ity for the development of AI, everyone has a correspond-
ing responsibility to increase, or help to increase the ability 
necessary to take on that responsibility.

Before we close this section about ability as a basis for 
responsibility to guide the development of AI, let us, in true 
philosophical tradition, see what happens if we try to take it 
to its extreme. What if we turn the ought implies can-state-
ment around and say that can implies ought (c.f., [31])? Is 
it a reasonable and justified move, and what would it mean? 
Obviously, it cannot stand by itself as a general rule. That we 
can do something is not sufficient for saying that we have to 
do it. This is particularly important when we talk about tech-
nology, where one of the most important lessons to always 
remember is that just because one can do something does 
not mean that one should (see e.g., [117]).

In our case, however, we discuss something that we 
assume we agree should be done (guiding AI development 
in a desirable direction) and the question only regards who 
should do it. Maybe, in this particular context, it actually 
makes sense to say that can implies ought? That is, anyone 
who is able to help with the important task of guiding the 
AI development in a desirable direction should help to the 
extent of their abilities. This does make sense to a certain 
degree. We still have to balance the importance of the task 
with the cost for the individual, though, to avoid that those 
most able will have to carry an unreasonably large part of the 
cost and enjoy an unreasonably large influence.

9  Conclusion

The main purpose of this investigation was to throw some 
philosophical light on the question “how should the respon-
sibility for guiding the development of AI in a desirable 
direction be distributed among individuals and between indi-
viduals and other actors?”.

To answer this question, we departed from five princi-
ples for distribution that are influential in discussions about 
climate change ethics: effectiveness, equality, desert, need 
and ability. We applied them one by one on our question of 
forward-looking responsibility for the direction of AI devel-
opment to see how it would work out and what implications 
it would have.

We found that it was possible to apply all five princi-
ples on this question, either directly, or in some cases, after 
some adaptation. Several of the distribution principles were 
overlapping in their answers to our question, while in some 
cases, they contradicted each other, and in many cases, they 
strengthened each other and when combined they could 
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sometimes answer our question in novel and constructive 
ways. We also found that several of the principles had more 
than one possible interpretation that could be applied to our 
question.

To make desert work as a basis for forward-looking 
responsibility, we defined guilt in terms of the creation of 
risks for future bad effects, and merit in terms of the creation 
of potential for future benefits. This led to the conclusion 
that those who have the most influence over the development 
of AI today also have a special responsibility for guiding the 
development in a beneficial direction. This is not, as such, 
a new idea. The novelty lies in that desert can be used as an 
argument for this idea when interpreted to be about risks 
and potentials instead of about harms and benefits that have 
already materialised.

Equality-based distribution can be interpreted to mean 
that the distribution of responsibility itself should be equal, 
or that the distribution of responsibility should be made in 
such a way that it results in an equal distribution of some-
thing else. We found that with the latter interpretation, effec-
tiveness and ability will be important distribution principles 
in the sense that those responsible for the development of AI 
must be good at guiding the development of AI in a direc-
tion that results in an equal distribution of wellbeing, and in 
particular in an equal distribution of the harms and benefits 
from AI. We also found, however, that if we aim at an equal 
distribution of the benefits and risks of AI, it is probably 
also important to strive for an equal distribution of respon-
sibility as such. This is because a more equal distribution of 
the influence over the development of AI will increase the 
chance that the risks and benefits produced by AI will be 
more equally distributed and equal distribution of influence 
is intimately connected with an equal distribution of respon-
sibility. The basis for this conclusion was another important 
finding, namely that responsibility requires influence, which 
in turn means that redistribution of responsibility requires 
redistribution of influence.

A more equal distribution of responsibility is thus an 
important tool for achieving a more equal distribution of 
the risks and benefits of AI, and therefore also for equality 
in general (considering the great influence AI is expected to 
have over all aspects of our lives).

To achieve a more equal distribution of responsibility we 
probably also have to address other (e.g. social, economic, 
educational) inequalities that hinder underrepresented 
groups from taking on a larger responsibility for the devel-
opment of AI.

Need-based distribution of responsibility can just like 
equality-based distribution be interpreted in a deontological 
and a consequentialist sense, where the former means that 
the distribution as such should be based on need, while the 
latter means that responsibility should be distributed in such 
a way that it favours those who are in most need, interpreted 

as those most vulnerable to the effects of AI. The deonto-
logical interpretation also comes in two versions, stating that 
individuals with more need should have more responsibility 
or stating that individuals with more need should have less 
responsibility.

In climate change ethics, the idea that those in more need 
should have less responsibility to contribute to mitigation 
and adaptation is very influential. When applied to our ques-
tion, however, we found that limiting the responsibility of 
those with more need, defined as those who are less affluent 
in general terms, or more vulnerable to the effects of AI, 
implies a risk that the influence of these groups will also 
decrease. Increasing the responsibility of those with more 
need, on the other hand, is a way of strengthening the influ-
ence of these groups over the development of AI. This fol-
lows from our finding that if we acknowledge that someone 
has a certain degree of responsibility, we are required by 
ethics as well as by reason to also accept that she must have 
the corresponding degree of influence to be able to live up 
to the responsibility, and to help the vulnerable groups take 
on this responsibility.

This conclusion points at our discussion about how 
responsibility can be both a burden and an opportunity to 
influence and control, but also at a more general aspect of 
distribution of responsibility as an act of power. If those who 
are more vulnerable have more influence over the devel-
opment of AI, it will increase the probability that AI will 
develop in a direction that is more helpful, or at least less 
risky, for those who are more vulnerable.

Effectiveness-based distribution of responsibility was 
found to have a large instrumental value almost indepen-
dently of what the aim of the distribution is. Even so, other 
considerations will probably have to play a role too. If we 
take a deontological position on ethics, it will be important 
that the distribution as such is fair, which means some of the 
other distribution principles (e.g., equality, desert or need) 
will also have to be considered. Fairness also has an instru-
mental value since a distribution that looks efficient on paper 
will not really be efficient if those who are affected by it do 
not perceive the distribution as fair.

We also noted that if the aim of our distribution is to 
promote equality or alleviate need (i.e., if we accept the con-
sequentialist interpretations of equality-based or need-based 
distribution), effectiveness probably demands a fairly equal 
distribution of responsibility as such, or a distribution that 
assigns some significant degree of responsibility to those 
with more need.

Finally, we found that the almost universally accepted 
principle that ought implies can, means that the differences 
in ability among actors will be a limiting factor for most 
other distributions. In addition, we found that ability, in a 
wide sense that includes knowledge, money, control, power, 
etc., is an important part of an effective distribution, and thus 
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also of the consequentialist interpretations of equality- and 
need-based distributions. We also found that even though 
it is generally true, not least in connection with emerging 
technologies, that just because one can do something does 
not mean one should, in the special case where we agree of 
what should be done (in this case guiding the development 
of AI in a beneficial direction) and only inquire who should 
do it, it does make sense to say that can implies ought, at 
least to a degree.

We also found, however, that ability is usually not a fixed 
unit. This means that if we find that, for instance, equal-
ity or benefitting those who are most vulnerable is morally 
required, and that a more equal distribution of responsibil-
ity or increased responsibility for those most vulnerable, 
is important to achieve these ends, then we all also have a 
moral responsibility to increase the ability among those who 
need to be assigned more responsibility for the development 
of AI.

As for which actual distributions are suggested by the 
different principles, the effectiveness-, desert-, and ability-
based principles all seem to point towards more responsi-
bility for the “big” actors, that is, for companies, nations 
and institutions over individuals, and for individuals that 
are already more influential, than for individuals who are 
presently less influential. Since we also found, however, that 
efficiency to a degree depends on acceptability, and ability is 
not a fixed unit, these two distribution principles are in fact 
also compatible with more inclusive distributions.

The deontological versions of equality- and need-based 
distribution seem to point towards more responsibility for 
actors that today are less well represented, and for including 
individuals as well as non-individuals.

The consequentialist versions of the equality- and need-
based distribution principles are the most complex when 
it comes to concrete suggestions. To achieve the goals of 
these principles, it is probably important to include the deon-
tological interpretations of each principle to some degree, 
but also to include effectiveness and ability as basis for the 
distribution of responsibility. In addition, it is essential to 
account for the relation between responsibility and influence, 
and for the possibility and obligation to improve upon ability 
as needed, calling attention to the responsibility of govern-
ments and other institutional agents to enable individuals to 
act responsibly. As we discuss in our analysis, broad inclu-
sion of different groups and individuals is crucial to bring up 
more, and more diverse, perspectives on direct and indirect 
risks and potential benefits of AI, which will be necessary 
to distribute forward-looking responsibility for the develop-
ment of AI in a way that is both effective and fair.

While guiding the development of AI in a desirable direc-
tion is a goal at a high level of abstraction, as mentioned 
above, more specific goals may be required for responsibility 
assignments to be effective.
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