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Abstract
Many artificial intelligence (AI) systems currently used for decision-making are opaque, i.e., the internal factors that deter-
mine their decisions are not fully known to people due to the systems’ computational complexity. In response to this problem, 
several researchers have argued that human decision-making is equally opaque and since simplifying, reason-giving expla-
nations (rather than exhaustive causal accounts) of a decision are typically viewed as sufficient in the human case, the same 
should hold for algorithmic decision-making. Here, I contend that this argument overlooks that human decision-making is 
sometimes significantly more transparent and trustworthy than algorithmic decision-making. This is because when people 
explain their decisions by giving reasons for them, this frequently prompts those giving the reasons to govern or regulate 
themselves so as to think and act in ways that confirm their reason reports. AI explanation systems lack this self-regulative 
feature. Overlooking it when comparing algorithmic and human decision-making can result in underestimations of the 
transparency of human decision-making and in the development of explainable AI that may mislead people by activating 
generally warranted beliefs about the regulative dimension of reason-giving.
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1 Introduction

AI systems now frequently make important decisions about 
people including, for instance, decisions on individuals’ 
health conditions [42], prison terms [21], or job applica-
tions [46]. The systems involved often operate according 
to algorithms that they did not acquire through the explicit 
programming by humans but by machine learning (ML), 
i.e., through their autonomous processing of training data 
and extracting correlations from them via feedback and self-
correction1 [5].

Using ML, some AI systems may discover novel correla-
tions between certain input features (e.g., clinical symptoms) 
and accurate decision or prediction outputs (e.g., medical 
diagnoses) based on highly complex models that involve 
potentially millions of parameters that interact, making it 

hard even for AI experts to comprehend how their outputs 
are subsequently produced [44]. These systems are often 
called “black boxes” as their algorithmic decision-making 
(ADM) is “opaque”, meaning that the internal grounds and 
functional processes that they act on when they produce their 
outputs are not fully known and an exhaustive, intelligible 
causal explanation of their outputs is thus unavailable [54]. 
While there are other AI systems, the focus here will be on 
black-box systems, which are primarily deep learning neural 
networks [34], and their ADM.

The opacity of ADM is a hot topic in the philosophy of 
AI and beyond (e.g., [4, 5, 11, 19, 65]). It is often invoked in 
the literature to question the trustworthiness of AI systems 
in high-stakes decision-making domains and to call for more 
insights into their operations or for stricter regulations on 
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1 There are different types of ML. Three common ones are “super-
vised” learning (a system is trained on pre-labeled data to detect 
correlations and use them for classifications of new data), “unsuper-
vised” learning (which happens without pre-labeled data and aims 
to detect characteristics that make data points similar to each other, 
producing (e.g.) clusters and assigning data to them), and “reinforce-
ment” learning (which involves optimizing a reward function through 
the consequences of decisions made in interactions with the environ-
ment) [56].
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their use before they are being employed in such domains 
[36, 53].

However, several researchers argue that this response 
may indicate a “double standard” or a “comparative bias” 
because human decision-making (HDM) is “equally opaque” 
[4, 65]: Empirical studies (e.g., [28]) suggest that people 
often do not know and cannot provide full insights into the 
actual basis of their decisions but instead explain them post 
hoc with reasons that make them appear rational. And yet, 
the argument continues, the trustworthiness of HDM is then 
not much challenged. Since that is so, it would be unfair to 
hold ADM systems to higher standards and require them to 
enable or provide exhaustive, fully accurate causal accounts 
of their outputs. It should be sufficient or would be advis-
able if these systems, too, instead provided post hoc reason-
giving explanations for their decisions, or so the argument 
concludes (e.g., [4, 10, 65]). Call this the equal opacity 
argument. Since this argument has direct ethical implica-
tions for the debate on whether to trust ADM in high-stakes 
domains and on how to design and regulate the algorithms 
involved [25], it warrants close philosophical scrutiny.

The goal here is to critically assess the equal opacity 
argument by relating it to a particular area of philosophi-
cal research on the nature of people’s ascriptions of mental 
states and reasons to themselves. In that research, it has been 
argued that when individuals ascribe mental states or rea-
sons to themselves, this often does not involve the detection 
of pre-existing mental states but rather serves “mindshap-
ing” [37], i.e., it functions to commit and govern oneself 
so as to think and act in ways that align with one’s self-
ascriptions [13, 39, 64]. While research on mindshaping has 
not yet been brought to bear on the debate on whether ADM 
and HDM are equally opaque, the claim here is that doing 
so is fruitful because it offers a novel and important insight 
for that debate.

Specifically, research on self-directed mindshaping pro-
vides grounds to believe that HDM is in some cases signifi-
cantly more transparent and trustworthy than ADM. This is 
because, unlike AI systems that explain ADM, when human 
agents self-ascribe reasons to explain their decisions, their 
self-ascriptions frequently have a mindshaping or “regula-
tive” function: they prompt the self-ascriber to control her-
self so as to conform in her thinking and acting to the rea-
son self-ascriptions and become more predictable to other 
people [39, 40]. The equal opacity argument overlooks this 
point. And this oversight is problematic because it can result 
in underestimations of the transparency of HDM and the 
development of explainable AI that may mislead people by 
activating their generally warranted beliefs about the regula-
tive feature of reason-giving.

My argument here is not that HDM is always more trans-
parent or trustworthy than ADM. The claim is rather that 
there are empirical grounds to believe that this is sometimes 

the case. This is compatible with the view that ADM is 
overall more accurate, transparent, or trustworthy. To set-
tle whether or not this optimistic view about ADM is cor-
rect requires a comparison between HDM and ADM after 
we have attained a good understanding of the full poten-
tial of both. The goal here is not to settle the HDM-ADM 
comparison but to help develop a fuller understanding of 
HDM by highlighting a fundamental difference in opacity 
between HDM and ADM that has gone unnoticed: the for-
mer involves self-regulation, the latter does not, and conse-
quently the former can sometimes be more transparent and 
trustworthy than the latter.

Section 2 specifies the here relevant notion of opacity 
of ADM. Section 3 mentions recent approaches to dealing 
with this kind of opacity, honing in on the one commonly 
supported by the equal opacity argument. Sections 4 and 5 
then introduce empirical findings cited in favor of this argu-
ment, and provide the theoretical background for a response 
to it by reviewing research on self-directed mindshaping. 
Sections 6 and 7 relate this research to ADM, and make the 
normative implications explicit.

2  Specifying the opacity of ADM

There are different ways in which AI systems might be said 
to be opaque [5, 11]. For instance, it might be difficult to 
understand why an AI system produces its output because 
the system’s algorithm is too large for a human to hand-
check its code line-by-line within a lifetime. This can be 
viewed as a kind of opacity. The focus here is on a different 
one.

Some AI systems are opaque in that they involve “com-
putationally irreducible” processes such that the steps in 
their algorithmic operations interact in non-linear ways, 
involving feedback loops within the network that produce 
emergent properties too complex for humans to understand 
and trace back to particular determinative causal factors and 
functions ([26], p. 148–149). This is often viewed as an “in-
principle opacity” because it is in these cases impossible 
to fully comprehend how the systems’ inputs are linked to 
their outputs and how to disentangle the multifarious effects 
of multiple input interactions ([66], p. 4) even if, formally, 
any AI remains a “mathematical glass box”, i.e., a closed 
system of decomposable, effectively computable operations 
([33], p. 41).

For instance, when a job-recruitment black-box system 
decides that a particular applicant is not a suitable candidate 
for a vacancy, it may do so based on many different fea-
tures detected on the applicant’s CV that the system learned 
through ML to use as correct predictors for a successful 
application, including the applicant’s work experience, GPA, 
health record, age, gender, and so on [61]. In some cases, a 
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combination of these factors or interaction(s) between the 
network’s functional steps may lead to emergent properties 
that contribute to the AI’s decision, creating (“structural”) 
opacity ([11], p. 576) in that in principle no exhaustive, fully 
faithful, and intelligible account of the causal functions, 
interactions, and factors determining the AI’s output can 
be obtained [5]. This feature of black-box systems is often 
linked to their accuracy such that in many cases the higher 
a system’s accuracy in producing its outputs, the more com-
putationally complex and so opaque its internal processing 
is likely to be [2].

These points about black-box systems are well known 
[53]. They have led to the development of ADM systems 
that, in addition to involving black-box AI, also include a 
second AI model that can provide intelligible post hoc expla-
nations2 of the black-box model’s outputs [17, 27]. These 
post hoc explanations capture simplifications of a black-box 
system’s ADM and do not contain all its technical details. 
Many AI explanation models treat only a subset of a black-
box system’s specific local decisions as explananda and seek 
to establish a particular feature’s importance to a decision by 
“iteratively varying the value of that feature while holding 
the value of other features constant” ([58], p. 1114).

The LIME (Local Interpretable Model-agnostic Explana-
tions) algorithm is a prominent example [52]. It explains the 
predictions of an AI classifier by mapping a linear model 
onto the patterns of its predictions, aiming to capture some 
of the black-box system’s built-in representations such that 
reliable predictions can be made about its output given a 
particular input. Specifically, by tweaking input feature val-
ues and observing the effects on outputs, LIME learns a 
separate sparse linear model that locally approximates the 
opaque model and that enables it to extract rationales for 
the latter’s outputs, producing easily understandable lists of 
most important decision factors [11]. For instance, LIME 
may indicate that an otherwise inscrutable AI image classi-
fier recognizes an object in an image as an acoustic guitar 
because of its bridge and the fret board [6]. Relatedly, for 
an AI system tasked to settle whether a patient has the flu 
or food poisoning, LIME may produce the output ‘sneeze, 
headache, no fatigue, so flu’ [52]. These explanations resem-
ble human reason-giving explanations of HDM and score 
highly on intelligibility [43, 66].

However, they have been criticized for their low fidelity 
and for disallowing an inspection and verification of a black-
box system’s decision rationale [53]. This is because these 
explanations do not capture how a black-box system actu-
ally forms its decisions. The algorithm whose processing 

(e.g.) LIME interprets does not build a sparse linear model 
to produce its decisions. Indeed, developers of these sys-
tems emphasize that there is typically no direct connection 
between the features that cause the black-box system to 
make its decision and those mentioned in the justification 
[18]. Rather, the AI explanation systems have to infer, i.e., 
indirectly work out, the black-box model’s rationale. And 
indeed, as Rudin [53] puts it,3 

[i]f the explanation was completely faithful to what the 
original model computes, the explanation would equal 
the original model, and one would not need the origi-
nal model in the first place, only the explanation. […] 
This leads to the danger that any explanation method 
for a black box model can be an inaccurate representa-
tion of the original model in parts of the feature space. 
(p. 207)

Moreover, since the original model’s processing is 
opaque to human agents, people cannot check the explana-
tion’s accuracy. This makes the trustworthiness of AI expla-
nation systems and, more generally, the legitimacy of ADM 
questionable [14, 42].

3  Dealing with the opacity of ADM

There are different approaches. Many researchers in the field 
of explainable AI (XAI) focus on trying to increase the fidel-
ity of AI explanation systems by changing their algorithmic 
designs (e.g., by moving from sparse linear models to gener-
alized additive explanation models [1]). Others hold that the 
explanation models will remain incomplete in their fidelity 
and so the focus should instead be on designing models that 
are interpretable, i.e., not in need for an additional system 
that explains their processing, in the first place [54], and 
on developing policies to ensure AI operators state their 
choices, values, and operational goals in designing, build-
ing, and fielding ADM systems [32, 58].

2 Post hoc explanations are one of several explanatory methods with 
which some AI systems have been equipped. For others, see [38].

3 Rudin [53] advocates using interpretable models, not black boxes 
combined with AI explanation systems, because (she thinks) inter-
pretable models are more transparent and may not always be less 
accurate than black boxes. She would also reject the equal opacity 
argument. I’m sympathetic to her view. But unlike Rudin, to explore 
the consequences, I will here grant advocates of the equal opacity 
argument that high algorithmic accuracy is inevitably linked to opac-
ity. On Rudin’s view, if we used interpretable models, we could per-
haps check these models through forms of regulative reasoning not 
of algorithms alone but of hybrid systems comprising interpretable 
algorithms and human reasoners. These cases would not undermine 
my argument below to the effect that ADM and HDM are fundamen-
tally different in that the latter involves a regulative dimension but 
not the former. This is because my argument only concerns a single 
HDM system compared with a single ADM system, not hybrid sys-
tem cases.
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The focus here will be on yet another common approach. 
It holds that black-box systems are less epistemically prob-
lematic than typically assumed. Different views fall within 
this approach (for examples see [3, 12, 16]). On the one rel-
evant here, even if ADM is opaque and AI systems’ post hoc 
explanations are only inferred and not completely faithful, 
these explanations are good enough because they correspond 
to the “intentional explanations” (i.e., explanations citing 
practical reasons including beliefs and desires) that humans 
themselves produce and generally view as sufficient for jus-
tifying HDM outputs [43]. In fact, many researchers hold 
that ADM systems should provide such explanations and not 
accounts that present the architectural innards (i.e., all the 
technical details) of a network’s causal processing because 
people tend to better understand and trust them [14, 65].

For instance, Zerilli [66] argues that intentional explana-
tions are sufficient because they “enable us to predict, at 
a level of accuracy significantly better than chance, what 
outputs a system will yield from specified inputs” (p. 9). 
In specifying what “at a level of accuracy significantly 
better than chance” amounts to when the explanandum is 
ADM, Zerilli proposes to “insist that the predictive accuracy 
of these explanations fare no worse than the accuracy of 
explanations provided by human decision-makers to deci-
sion subjects” ([66], p. 10). And he continues that there is 
“no basis for thinking that the ‘reasons’ of a supervised ML 
system would be even less faithful guides to its behavior 
than human reasons are to human behaviour” (ibid). This 
approach thus rests partly on the assumption of the equal 
opacity argument.

4  The equal opacity argument

It has been argued that requiring that ADM systems pro-
vide exhaustive, fully faithful, and intelligible insights into 
how they produce their outputs is overly demanding because 
human decision-makers, too, are equally unable to (gain and) 
offer full insights into all the factors causally determining 
their decisions [4, 10, 65]. This argument is frequently sup-
ported with reference to psychological studies. For example, 
citing empirical findings, Zerilli et al. [65] hold that the.

cognitive processes underlying human choices, espe-
cially in areas in which a crucial element of intuition, 
personal impression, and unarticulated hunches are 
driving much of the deliberation, are in fact far from 
transparent. […] [H]uman agents are also frequently 
mistaken about their real (internal) motivations and 
processing logic, a fact that is often obscured by the 
ability of human decision-makers to invent post hoc 
rationalizations. (pp. 665, 666)

The assumption that “human decisions are comparatively 
more transparent than algorithmic decisions because they 
can be inspected at a depth to which AI is not presently 
amenable” is “false”, Zerilli et al. ([65], p. 680) conclude. 
Notice the shift from the claim that humans are ‘frequently 
mistaken’ about their motivations (etc.) to the strong conclu-
sion that it is false that HDM can be more transparent than 
ADM (i.e., if HDM and ADM are compared, there is no case 
when the former is more transparent than the latter).

Buckner [4] adopts a similar kind of strong claim, arguing 
that, just as the decision-making by AI systems such as deep 
learning neural networks (DNN), “[h]uman decision-mak-
ing is also opaque”: While AI post hoc explanation systems 
do not directly track all causally determinative factors of 
DNN outputs, psychology also “finds a disconnect between 
human rationalizations and the factors that actually caused 
the actions so rationalized” ([4], pp. 28, 32). Buckner men-
tions, for example, “choice blindness” studies by Johansson 
et al. [28]. In one of them, participants were asked to select 
the more attractive human face from two pictures shown to 
them. Shortly afterward, by the experimenter’s sleight of 
hand, participants were presented with the picture they had 
not chosen and asked to justify their choice. Most partici-
pants did not notice the manipulation and sincerely provided 
reasons for choices that they did not actually make. This sug-
gests that (just as AI explanation systems lack direct access 
to a DNN’s decision factors) people, too, lack direct access 
to the factors that determine their decisions and need to indi-
rectly infer them, Buckner holds. After mentioning further 
psychological evidence of such unwitting confabulations in 
explanations of HDM, he concludes that “unbiased assess-
ments would score humans similarly to DNNs” regarding 
their lack of transparency ([4], p. 36).

This line of reasoning, i.e., the equal opacity argument, 
enjoys popularity in comparative research, and a version of it 
has even been traced back to Alan Turing ([36]).4 However, I 
shall show that the equal opacity argument overlooks an 
important difference between the way people and AI systems 
are related to their own reason-giving explanations. To sup-
port this point, a brief discussion of human self-knowledge 
and mindshaping is required.

4 Maclure [36] objects to the equal opacity argument by holding that 
HDM but not ADM is governed by institutionalized forms of social 
reasoning (judicial norms, social checks, etc.) that may neutralize 
individuals’ cognitive limitations and make HDM more transpar-
ent and reliable than ADM. While Maclure is right to emphasize the 
social, institutional dimension of HDM, he, too, still seems to assume 
that psychological evidence of (e.g.) confabulations in explanations 
of HDM suggests that the decision-making of individual humans 
unsupported by social, institutional structures and that of AI systems 
are equally opaque (see [36], p. 8). I shall argue against this.
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5  Knowledge of one’s own reasons, 
and the impact of mindshaping

When it comes to one’s own ability to identify why one 
has made a particular decision, this is a question about 
knowledge of one’s own mind. For AI researchers who aim 
to compare HDM and ADM with respect to their opacity, 
it is thus important to be aware of work on human self-
knowledge. Philosophers have written much on the topic 
[22]. This section offers a short primer to here relevant 
aspects of this work that I will then (in Sect. 6) relate to 
ADM.

5.1  Two approaches to self‑knowledge

In the philosophical research, self-knowledge is generally 
thought to amount to an epistemic capacity to detect pre-
existing mental states that, according to some theorists, 
involves a non-inferential process of introspection that pro-
vides direct access to one’s own mental states ([23, 47]). 
Others argue that it relies on an inferential method ([7]), or 
an interpretive faculty that is no different from the capac-
ity that we use to work out other people’s mental states 
and that only provides indirect access to one’s own mental 
states through inferences from one’s own overt or covert 
(e.g., inner speech) behavior [8, 9]. These different propos-
als share an epistemic focus on the detection of one’s own 
pre-existing mental states.

But several philosophers have called for a revision to 
this approach to self-knowledge. They have emphasized 
that ascriptions of mental states and reasons to oneself 
often do not only serve an epistemic but also a “regulative” 
[39, 45] or “mindshaping” function [13, 64], which can 
indirectly provide self-knowledge. The thought is that in 
ascribing a mental state to oneself, one often does not just 
describe what one detects in one’s own mind (e.g., through 
introspection or interpretation), but one commits oneself 
to thinking and acting in ways that confirm the ascriptions 
and make oneself more predictable by other people [39]. 
Call this the mindshaping view of self-ascriptions.

To flesh it out, consider the self-ascription ‘I believe 
that p’. On the mindshaping view, to hold that one believes 
that p involves adopting the social role of a believer-that-
p, where this role is defined by the commitments, enti-
tlements, and obligations to think and act in ways that 
one’s interlocutors attribute to individuals with that mental 
state [64]. These commitments and obligations include, for 
instance, that one affirms that p if one is asked whether p, 
denies that not-p, and so. In uttering the self-ascription, 
one then opens oneself up to potential social sanctioning 
should one fail to act accordingly.

These points matter epistemically, advocates of the 
mindshaping view hold (for discussion, see [49]). This is 
because when people ensure a fit between their self-ascrip-
tions and the acts that their self-ascribed mental states are 
meant to predict and explain, their self-ascriptions have 
“forward-looking” truth conditions: they become increas-
ingly more accurate characterizations, as people are, dur-
ing their development, trained to take on the responsibility 
for suiting their words to their actions and their actions to 
their words so that social coordination with them becomes 
easier ([39], p. 508). Mindshaping can thus provide a 
forward-looking insight into one’s own mental states that 
need not involve a detection of pre-existing states. But is 
it reliable?

5.2  The mindshaping account of confabulations

Do people in fact commonly conform to the social roles 
related to their reported mental states and reasons? The 
choice-blindness studies [28] mentioned earlier seem to 
indicate otherwise. The findings suggest that (some) par-
ticipants unwittingly confabulated reasons for a choice that 
they did not make. And so they did not act in line with their 
initial decisions.

However, notice that in these studies, participants do not 
actually offer any reasons for (nor explicit self-ascriptions 
of) their initial choice. And the findings in fact only suggest 
that (the relevant) participants did not notice that they were 
presented with an item, i.e., a picture of a face, that they had 
not actually chosen. The data do indicate that these study 
participants failed to detect that there was a difference or 
gap between their choices and their choice self-ascriptions. 
But crucially, the studies do not address the question as to 
whether and to what extent these participants are able and 
willing to “bridge this gap” by adjusting their thinking and 
behavior to align them with their self-ascriptions of choices 
and reasons ([13], p. 5).

In fact, some choice-blindness studies found that the atti-
tudes that participants had self-ascribed and supported with 
reasons reliably matched their future behavior. For instance, 
in follow-up studies, when they were asked again to choose 
between the same face pictures at a later time, participants 
in the manipulation condition kept selecting the one they 
had offered reasons for choosing, not the picture that they 
had initially picked [29]. Similarly, Strandberg et al. [59] 
asked their participants to rate a particular policy statement 
and afterward gave some of them the false feedback that 
their positive rating of the statement applied to the opposite 
claim. Many participants did not notice this, incorrectly self-
ascribed a choice different from the one they initially made, 
and (unwittingly) confabulated reasons. Interestingly, how-
ever, especially among participants who had justified their 
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choices with reasons, this attitude change persisted when 
they were asked about their choices even a week later, sug-
gesting that reason-giving solidified their attitudes.

Turning from self-ascribed choices to self-ascribed rea-
sons, the fact that social criticism will often ensue when 
agents do not align their thinking or acting with their 
reported reasons also supports the mindshaping view of self-
ascriptions of reasons. Consider a case in which a human 
decision-maker D in a job recruitment scenario reports that 
she has decided to reject a job applicant A because (she 
thinks) A’s CV shows a lack of relevant work experience. 
Suppose that briefly afterward (without having considered 
new evidence) D defends claims or makes further decisions 
that are at odds with taking a lack of relevant work experi-
ence on an applicant’s CV to be the basis for a rejection. It 
seems clear that people who learn about D’s conduct will 
usually not just readily update their views on her reasons for 
her decision-making and assume that sometimes the feature 
at issue is a reason for her to reject applicants and sometimes 
it is not. Rather, they will tend to criticize D for inconsistent 
decision-making. If reports of reasons did not involve any 
commitment, agency, and processes that can bring about 
the reports’ confirmation, the existence of such criticism 
becomes hard to explain.

Moreover, while the just envisaged kind of social criti-
cism does sometimes occur (affecting some individuals 
more than others), it is typically not pervasive within social 
groups. This indirectly suggests that people are unlikely to 
be routinely wrong about the causes of their decisions (why 
they want something) and right about the decisions (what 
they want). After all, living up to one’s reason and choice 
reports requires thorough knowledge about one’s own dis-
positions and if one’s understanding of the causes of one’s 
decisions and actions were generally unreliable, this should 
negatively affect one’s ability to self-regulate, which in turn 
should routinely trigger social criticism (calls to be more 
consistent, make oneself more predictable, etc. [13], p. 
6). Since the occurrence of the inconsistencies and social 
criticism at issue is limited, there is ground to believe that, 
overall, reason self-ascriptions capture causally determina-
tive decision factors reliably, although cases of akrasia also 
suggest that their reliability is not perfect [60]. There is thus 
a mechanism involved in human reason-giving explanations 
of HDM that sustains and promotes these explanations’ pre-
dictive accuracy, i.e., their accuracy in allowing us to predict 
what decisions a decision-maker will produce in response to 
specific inputs moving forward.

6  Revisiting the opacity of ADM

The considerations on self-directed mindshaping just out-
lined point to an important difference between ADM and 
HDM that has been overlooked in comparative research and 
challenges the equal opacity argument. This is because they 
provide a basis for holding that human reason-giving expla-
nations of HDM can sometimes be significantly more trans-
parent than AI systems’ reason-giving explanations of ADM. 
The remainder will support this and then make explicit some 
normative implications.

6.1  The absence of mindshaping in ADM

As noted in Sect. 4, the equal opacity argument rests partly 
on the assumption that because people’s explanations of 
HDM have been found to be subject to unwitting confabula-
tions, HDM is (just as ADM) likely to involve a disconnec-
tion between the factors reported for explaining decisions 
and the factors that causally determine the decisions. Since 
this disconnection is a feature of both ADM and HDM, both 
are thought to be equally opaque (e.g., [4, 65]).

The preceding section suggest otherwise. It indicates 
that when human decision-makers report particular reasons 
for their decisions, even if there is a disconnection between 
these reasons and the factors that gave rise to the decisions, 
in reporting these reasons, people tend to commit themselves 
to thinking and acting in line with their reports. To the extent 
that this commitment is robust and people govern their own 
thinking and action accordingly, the reported reasons are no 
longer wholly disconnected from factors causally determin-
ing their decisions. This is not because people can change 
the past and alter the cause of their decisions. It is because 
their commitment has causal force that can merge with (or 
contradict) that of the original, causally determinative deci-
sion factor(s) and ensures that, moving forward, the indi-
viduals’ thinking and acting is consistent with the reason 
self-report [13]. This can turn the self-ascribed reasons into 
determinative, accurately reported decision factors, and so, 
moving forward, make the reason-reporter’s HDM more 
transparent to other people.

Compare this with a situation in which a black-box sys-
tem is the decision-maker and an AI explanation system 
provides a post hoc rationalization for its output. Crucially, 
the processing of the AI explanation system remains purely 
epistemic in nature: unlike in the case of human reason 
reports, in the case of ADM that is made intelligible by 
AI explanation models, there is no feedback between the 
rationalizing system and the decision-making system such 
that the former can alter the processing of the latter. AI 
explanation systems do not have future-directed, regulative 
effects on the black-box systems whose outputs they are to 
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rationalize. They (currently) cannot manipulate the black-
box system’s processing so that it aligns with the content of 
the rationalization.

The reason for this is not difficult to see. In many cases, 
such top-down interventions and feedback would defeat the 
purpose of employing the black-box system in the first place. 
After all, these systems are used because of their computa-
tional power, which generally comes with higher complex-
ity and so opacity [2]. If the explanation systems shaped, 
i.e., constrained, the more complex black-box systems’ pro-
cessing by pre-setting the factors causally determinative of 
their outputs then, assuming that higher accuracy implies 
increased opacity, this would reduce the black-box systems’ 
accuracy. In fact, the explanation models would then be all 
we need for producing the black-box models’ decision output 
in the first place because they would already lay out the rules 
that the black-box AI follows in relating inputs to outputs 
[53], making the use of the opaque systems redundant. The 
absence of top-down processing that regulates black-box 
models in the outlined way is thus part and parcel of pre-
serving their superior accuracy, which, in turn, is one of the 
very points of using them.

6.2  Revisiting the predictive accuracy of ADM 
and HDM

Does the argument just outlined mean that the predictive 
accuracy of human reason-giving explanations of HDM is 
overall higher than that of AI systems’ reason-giving expla-
nations of ADM? It might seem that this is not the case. 
For example, it may seem that AI explanation systems do 
not need to regulate black-box systems to produce highly 
predictively accurate explanations of ADM because they are 
epistemically superior to humans in their explanatory tasks. 
Indeed, some researchers have suggested that AI explana-
tion systems may be more accurate than humans with their 
accounts of HDM because, unlike human minds, black-box 
AI systems do not have deceptive motivations, and their pro-
cessing is (still) much less complex than that of the human 
brain [66].

However, there are several points to note. First, as advo-
cates of the mindshaping view have argued, it is precisely 
one of the key developmental and evolutionary functions 
of the socially regulative feature of human ascriptions of 
beliefs, desires, intentions, etc. and reason-giving explana-
tions of HDM to mitigate the potential threat to the reliability 
of behavior interpretations and explanations of HDM posed 
by (e.g.) deceptive motivations and computational complex-
ity [41, 63, 64]. Correspondingly, even if black-box systems 
do not have deceptive motivations and are less complex than 
human brains, this does not mean that AI explanations of 
their processing are likely more predictively accurate than 
human reason-giving explanations of HDM because human 

reason-giving explanations are also supported by mindshap-
ing that makes people more predictable.

Second, one might have the intuition that AI rational-
izing explanations are more predictively accurate because 
black-box systems cannot deceive and are not as complex 
as human brains. But it seems equally intuitively plausible 
to hold that exactly because human brains are more complex 
and human cognition is more sophisticated, human explana-
tions of HDM are much more accurate. As of now, to the 
best of my knowledge, there is no empirical study that has 
pitted the two kinds of explanations against each other to 
compare their predictive accuracy. There is thus currently 
no empirical test to adjudicate between these two intuitions.

But notice that the regulative dimension of human rea-
son-giving explanations highlighted above does provide 
good independent grounds to hold that these explanations 
are often significantly more predictively accurate than AI 
explanations of ADM in the following sense. Even though 
self-regulation, promoted by social norms, upbringing, edu-
cation, etc., does not guarantee perfect predictive accuracy 
of human reason-giving explanations (e.g., due to akrasia), 
it does have the crucial feature of helping agents to correct 
predictive inaccuracy that will in many cases persist with AI 
systems’ explanations of ADM.

To make this explicit, consider as an example a black-box 
system used for predicting recidivism (i.e., a convict’s re-
offending following prison release) [53]. Suppose that crimi-
nal history, age, and ethnicity are all correlated in the exist-
ing records. A relatively accurate explanation model of the 
black-box system may then output ‘This person is likely to 
be detained because of their age’ even if the opaque system 
does not in fact use age but ethnicity as a key decision factor. 
Given the mentioned correlations, the AI explanations would 
retain some predictive accuracy in that we could use them 
to produce reliable conclusions about how the system will 
respond (i.e., whether it will predict that a given individual 
will be arrested). However, since the system does not use 
age, the AI’s explanation ‘This model predicts that person 
X will likely be detained based on X’s age’ would be inaccu-
rate, and it would stay so (unless human programmers detect 
and correct the error). That is, the explanation would not 
capture what the opaque model is actually doing and so there 
would be many cases in which the generalizations about how 
the black-box system will respond turn out to be false, as age 
is not a causally determinative factor in its ADM.

In contrast, if a human agent produced the kind of deci-
sion and reason report at hand, regulative agency can ensure 
that the reported decision factor does subsequently become 
partly causally determinative in future HDM: to the extent 
that self-regulation is effective, agents will tend to make it 
the case that they think and act based on the specific reasons 
they report. There is thus a crucial difference between human 
reason-giving explanations of HDM and AI reason-giving 
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explanations of ADM regarding their predictive accuracy. 
Initial predictive inaccuracy tied to the former kind of expla-
nations can become corrected over time because of top-down 
control by the explaining system but not that of the latter 
kind of explanations, which (by assumption) are produced by 
systems that are causally inert with respect to the decision-
making models. Thus, to the extent that human reason-givers 
live up to the social expectations of aligning their thinking 
and behavior with their reason-giving explanations, there 
is ground to hold that human reason-giving explanations of 
HDM can be significantly more predictively accurate and 
transparent than AI explanations of ADM.

This is not to say that human explanations of HDM are 
always more predictively accurate. As emphasized, akrasia 
and other factors may interfere with a human reason-giver’s 
commitments to conform to their reason reports. The point 
here is that given their regulative dimension, human reason-
giving explanations can be and, especially in HDM domains 
where social cross-validation is strong (e.g., in medical or 
judicial decision-making), likely often are more transparent 
than AI systems’ explanations. This is because cases such as 
the one in the recidivism example—in which AI explanation 
systems track and cite excluded features, not only proxies 
that actually determined a model’s prediction—are known 
to be common in explanations of opaque ML systems’ out-
puts [53]. In these cases, the equivalent human reason-giving 
explanations can be more transparent to decision subjects 
because these subjects can count on human (but not AI) 
reason-givers to make efforts to guide their own thinking and 
acting to conform to their reported reasons moving forward. 
And human reason-givers, in turn, frequently succeed in 
their efforts and so become predictable, as indicated by the 
fact that charges of inconsistency and disbelief in people’s 
reason-giving explanations are rare. Since AI explanations 
of ADM involve a disconnection between the reported deci-
sion factors and the causally determinative ones that is in 
human explanations of HDM often bridged via mindshaping, 
HDM is not as opaque as ADM. The equal opacity argu-
ment, which involves the claim that there is no case in which 
HDM is more transparent than ADM, can thus be rejected, 
as the points made above provide reasons to believe that 
there sometimes are such cases.

6.3  The opaque structures underlying HDM can 
have transparent sources

There is another important difference between the opacity 
found in ADM and HDM that is related to mindshaping and 
can make HDM less ethically and epistemically problem-
atic than ADM. Notice first that the opacity found in ADM 
and HDM is generally thought to be problematic because it 
is assumed that opaque (i.e., unconscious, only indirectly 
accessible) processing is not based on critical reflection and 

a proper weighing of reasons but on uncontrolled, potentially 
irrelevant factors (e.g., biases [33]). This assumption may 
indeed seem hard to deny. However, I shall now argue that 
while this assumption is correct when it comes to ADM, 
the opacity of a human mental process such a HDM does 
not exclude it from also being a rational process based on 
conscious reasons.

To unpack this, the opaque parts of the mind that deter-
mine HDM outcomes include intuitions, fast automatic 
response tendencies, and heuristics. They are commonly (in 
psychology) referred to as “System 1” processes, which are 
contrasted with deliberate, slow, and conscious operations, 
aka “System 2” processes ([30]). Many researchers have 
argued that the former partly result from “habitualization”, 
which consists in a “migration” of controlled and effortful 
cognitive processes into an individual’s effortless, percep-
tion-like intuitive system ([62], p. 843). As Kahneman and 
Fredrick [31] put it, “complex cognitive operations eventu-
ally migrate from System 2 to System 1 as proficiency and 
skill are acquired” (p. 51).

Applying this to human expert domains, during socializa-
tion, education, and professional training as, for instance, a 
medical expert, one learns about the rational grounds and 
epistemic and social norms governing particular instances 
of System 2 HDM in medical domains. One then acts con-
sistently accordingly and, through repetition, reinforcement, 
selective exposure, social criticism, etc., internalizes the rel-
evant social norms to facilitate norm-consistent System 1 
processing [51]. In this way, prior controlled processes and 
explicit or tacit socially endorsed norms can partly deter-
mine which fast, unconscious, and automatic intuitions 
emerge and how HDM will eventually proceed [50].

To illustrate this with respect to automatic unconscious 
cognition more generally, through repeated exposure to, for 
instance, counter-stereotypical information [55], people can 
“educate” their intuitive, often stereotype-driven System 1 
judgments and restructure their opaque cognition to make 
it conform to rational (e.g.) moral norms ([57], p. 268). 
Similarly, through conscious “shifts in cognitive appraisal” 
([50], p. 194), or the use of “implementation intentions” 
(i.e., action plans of the form ‘if X, then I will do Y’) to 
automatically react in certain ways to certain stimuli, people 
can produce “instant habits” ([24], p. 499) and exert top-
down control, thus determining the operation and kinds of 
output produced by their System 1 operations. These strate-
gies have been found to be effective (some more than others 
[20]), indicating that opaque HDM processing can be based 
on critical reflection and proper evaluation of reasons.

Returning to expert decision-making, for instance, in 
medical or judicial contexts, human experts’ habits, intui-
tions, and dispositions that form the opaque structures of 
their HDM do not only often result from internalizing pro-
cesses that were socially validated in critical reflection and 
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proper weighing of reasons and then encountered during 
professional (e.g., medical or judicial) training. They may 
subsequently also lead to situations in which an expert is cer-
tain about a particular professional decision but has forgot-
ten and can no longer introspect and articulate the relevant 
reasons [35]. This would be an instance of opacity perhaps 
familiar enough to anyone who ever gradually acquired a 
skill through explicit instructions (e.g., doing maths). How 
does the ethical and epistemic status of this kind of opacity 
fare if it is compared with that of the opacity found in ADM?

Consider a situation in which an expert ADM system 
produces the same professional decision just envisaged and 
the AI explanation model involved also cannot provide a 
reason for it. On the face of it, we would be dealing with the 
same kind of opacity as before, and it might seem equally 
ethically and epistemically problematic in both cases. Impor-
tantly, however, the ADM system’s opaque processing is not 
based on internalized, socially endorsed responses grounded 
in critical reflection and proper evaluation of reasons. It is 
based on ML in which an AI trains itself on vast amounts 
of data to find correlations between inputs and desired out-
puts on its own. In many cases, no social structures pre-
set the ML parameters within which the AI operates [5]. 
This marks a key difference between ADM and HDM: to 
the extent that the opaque operations of HDM run within 
the tracks of internalized, initially reflective and socially 
validated structures, these operations can be less ethically 
and epistemically problematic than the corresponding ADM 
because the opaque HDM structures involved are then based 
on rational evaluation and reasons. This does not hold for the 
opaque ADM structures.

To clarify, the internalization of external structures may 
also produce unconscious processes that make HDM more 
problematic than ADM. This is because pernicious stereo-
types, tacit discriminatory practices, unjust social inequali-
ties, etc. may also become internalized and subsequently 
bias expert HDM. The thought here is not that opaque 
HDM structures are always based on critical reflection and 
a weighing of reasons, but that they can be and often are, for 
instance, when experts follow professional norms including 
those to keep biases in check. Opaque ADM structures have 
a different source, namely largely autonomous ML. This 
changes the nature of the opacity of HDM compared to that 
of ADM and can reduce the potential ethical and epistemic 
risks related to the former.

7  Normative implications

The preceding discussion has several ethically relevant 
upshots. One implication of the outlined differences between 
HDM and ADM is that human reason-giving explanations 

of HDM and experts’ professional decisions can be viewed 
as in some cases more trustworthy especially in domains 
where social feedback on individuals’ HDM is common and 
promotes the regulative impact of the explanations. This is 
because (as noted) in these cases the reason-giving explana-
tions involve an efficacious self-corrective element that is 
missing in AI explanations of ADM and originally transpar-
ent and validated processes support human experts’ opaque 
HDM.

There is another, related normative implication. Recall 
that many researchers hold that ADM systems should be 
designed such that they provide the same kind of reason-
giving explanations that humans offer [14, 43, 65]. The pre-
ceding arguments provide grounds to believe that this view 
comes with risks for human decision subjects that are unap-
preciated so far. Notice first that designed in the way just 
mentioned, AI explanation systems would produce explana-
tions that, during their development, people have learned to 
accept as justifications for decisions. For instance, people 
learn that a GP’s decision to prescribe a flu medication is 
justified by her explaining that the patient sneezes, has head-
ache, and so on. People partly accept this as an explanation 
because they assume that the GP is taking on the social role 
of someone with the reported reasons and so will govern 
herself so as to think and act in the ways that someone with 
these reasons would do [64]. That people indeed make this 
assumption is supported by the fact that social criticism 
will commonly ensue if the reason-giver subsequently acts 
in ways inconsistent with their reported reason(s). Such 
criticism suggests that reason-givers are assumed to govern 
themselves accordingly. This assumption is typically war-
ranted because the reason-givers that people usually deal 
with do generally govern themselves accordingly or at least 
have the ability to do so.

Problems arise, however, when AI explanation systems 
are the agents that offer the explanations and there is no 
indication that the normative link that typically ensures the 
explanations’ reliability via regulative mechanisms is absent. 
In these cases, it is only to be expected that people who 
receive reason-giving explanations from such agents will, 
just as in the case of human explanations of HDM, display 
a default disposition to trust them. In fact, it is precisely 
because people are more trusting toward and expect these 
kinds of explanations that many AI researchers are rec-
ommending that explainable AI be designed to produce 
them ([14, 15, 43]. The problem that has gone unnoticed 
is that if people do partly trust AI systems’ explanations 
more because they implicitly assume that  the regulative 
feature known from human explanations is present then 
their trust allocation is partly unwarranted. For these sys-
tems currently cannot play the social role that their expla-
nations suggest that they are taking up. They cannot align 
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their processing with their reason reports in the way human 
reason-giver can do it. The proposal to design ADM systems 
that produce reason-giving explanations may thus lead to the 
development of AI systems that create a false impression of 
transparency and trustworthiness by co-opting an often war-
ranted pre-existing human tendency to assume reason-givers 
are self-regulators. This can be epistemically harmful to the 
decision subjects of ADM because it prompts them to form 
false, overestimating beliefs about epistemic features and 
capacities of ADM systems.

To avoid this potential harm, decision subjects should be 
made aware of the absence of regulative feedback between 
AI explanation systems and the black-box models whose 
outputs  they explain. Such awareness, however, is also 
likely to reduce people’s tendency to perceive ADM sys-
tems’ explanations as trustworthy because it undercuts part 
of the basis for their allocation of trust to them in the first 
place. This can be problematic because opaque AI systems 
are often highly accurate and thus hold great potential for 
people to maximize their formation of true beliefs about the 
world. If people’s trust in these systems is undermined, this 
might itself create significant epistemic costs (i.e., failures 
to accept true propositions). There may therefore be a need 
for a significant normative trade-off that should be explored 
in future research on the risks posed by explainable AI.

8  Conclusion

Some ADM systems are opaque due to their computational 
complexity. This raises questions about their trustworthi-
ness. Several AI theorists and philosophers have responded 
that HDM is equally opaque and so we should design ADM 
systems such that they provide the same kind of explanations 
for decisions that humans provide for HDM. Here, I chal-
lenged this argument by relating it to research on mindshap-
ing. This research provides grounds to believe that HDM can 
often be significantly more transparent and trustworthy than 
ADM because when human decision-makers self-ascribe 
reasons, regulative effects occur that promote conformity 
with the self-ascriptions. ADM systems lack such effects. 
Furthermore, due to mindshaping, opaque HDM structures 
can be based on critical reflection and reasons, meaning that 
trust in opaque HDM may often be more warranted than 
trust in opaque ADM. Relatedly, while many researchers 
hold that ADM systems should be designed so as to provide 
rationalizing reasons for their decisions as this can increase 
people trust in their outputs, this can result in the develop-
ment of deceptive AI. Because when AI systems provide 
such explanations, unlike in the case of explanations of 
HDM, there is no regulative mechanism that can contribute 
to a correction of their potential inaccuracy. Yet, people are 
likely to implicitly assume so. Finally and more generally, 

if the regulative function of human explanations of HDM 
is overlooked, there is a high risk that the transparency of 
HDM is significantly underestimated, and one might be led 
to the mistaken view that people’s stronger trust in HDM 
than in ADM is unwarranted. This may incline AI devel-
opers, researchers, or the public to more willingly accept 
opacity in ADM even when efforts to tackle it are justified. 
The arguments developed here should thus be taken into 
account in comparative research on the transparency of AI 
and human cognition.
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