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Abstract 

Most forms of human papillomavirus can create alterations on a woman's cervix that can lead 

to cervical cancer in the long run, while others can produce genital or epidermal tumors. 

Cervical cancer is a leading cause of morbidity and mortality among women in low- and 

middle-income countries. The prediction of cervical cancer still remains an open challenge as 

there are several risk factors affecting the cervix of the women. By considering the above, the 

cervical cancer risk factor dataset from KAGGLE data warehouse is executed for predicting 

the cervical cancer risk classes.  The cervical cancer data set is normalised with incomplete 

data and Pattern Calibration. Secondly, the interpretive data analysis is carried out, and the 

target feature's dispersion of the cervical cancer risk is visualised. Thirdly, several classifiers 

are fitted to the unprocessed data set, and the performance is measured with pre and post 

feature scaling. Fourth, oversampling methodologies are applied to the pre - processed data 

set. Fifth, the oversampled dataset by differment methods are applied to all the classifiers and 

the performance is compared with pre and post feature scaling. Sixth, Precision, recall, F-

score, accuracy, and running time are some of the metrics used in performance analysis. The 

code is written in Python and executed with Anaconda Navigator on the Spyder framework. 

The findings of the experiments reveal that the Random forest classifier tends to sustain 96% 

accuracy pre and post scaling for unporocessed dataset. Similarly the same classifier tends to 

sustain 98% accuracy for all the oversampling techniques. 
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Introduction 

In the world, cervical cancer is the main cause of mortality among women. The lack of 

awareness of socio-contextual variables of access to screening and prevention opportunities 

contributes to the high prevalence of cervical cancer. Comprehensive cervical cancer 

prevention programmes, which include protective factors through human papillomavirus 

(HPV) immunisation and preventive services through successful therapy of cervical cancer 

precursors, are largely preventable. Women even now face additional barriers to participating 

in current cervical cancer screening programmes. Weak health systems, insufficient funding 

and staff to establish routine screening programmes, high screening expenses, a lack of 

awareness and education about current programmes, and late presentation and diagnosis are 

only a few of them. 

 

Related works 

Background 

 

The data given in this work highlight the importance of individual, familial, communal, and 

structural factors that might help or impede women at risk in the study group's access to 

cervical cancer screening. These factors should be taken into account when developing plans 

to improve women's access to cervical cancer screening in Cameroon and other low-income 

countries [1]. Due to its imbalance and large number of missing values, the dataset requires 

extensive data pre-processing. The performance of classification strategies was assessed 

using 10-fold cross validation, using accuracy, precision, and recall as assessment metrics. 

The efficiency strength of all classification methods was determined using a correlation 

coefficient [2]. This research examines cervical cancer prediction utilising data mining 

approaches such as decision tree, decision forest, and decision jungle algorithms, as well as 

performance assessment using the AOC curve, accuracy, specificity, and sensitivity. The 

results were authenticated using a 10-fold cross-validation procedure, and the decision tree 

provided excellent outcome [3]. This study present a strategy for systematically analysing 

costs and effectiveness in order to translate clinical trial findings into screening programme 

implementation guidelines that optimise benefits in the real world. Evaluating total screening 

costs can be misleading because the resources spent on certain programme activities could 

have a direct influence towards numerous parameters and features [4]. However, depending 

on the degree of economic development and associated social and lifestyle factors, the most 

often diagnosed cancer and the primary cause of cancer death differ significantly across 
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countries and within each country. It is important that elevated cancer registry information, 

which is used to design and implement scientific proof cancer control initiatives, is really not 

available [5]. Data mining has the potential to improve the efficiency and effectiveness of 

healthcare systems by allowing them to utilise data more effectively. As a result,  It improves 

health and lowers costs. This article examines a variety of data sources.  Techniques like 

classification and clustering are used in data mining.  In the health domain, there is a 

connection and a regression. It also emphasizes  Information Retrieval applications, 

problems, and current challenges in  healthcare [6]. This study conveys that individuals are 

likely to experience recurrent occurrences with contemporaneous variables, two data mining 

strategies were investigated. After adjusting for the four most relevant prognostic markers, 

including pStage, Pathologic T, cell type, and RT target Summary. Finally, patients should be 

categorised by these prognostic markers in treatment trials, and precise measurement of status 

could improve result [7]. Given risk patterns from individual medical data, we describe a 

computationally automated technique for predicting the result of a patient biopsy. We present 

a machine learning strategy for optimising dimensionality reduction and classification models 

simultaneously and completely supervised.  

To make the lesson easier, create a model that highlights relevant qualities in a low-

dimensional space [8].  This paper explain a software suite we created to construct and make 

freely accessible several of these prediction methods, as well as a computational strategy 

based on Latent Semantic Indexing (LSI), which searches for semantically comparable genes 

using both inferred and available annotations. BioAnnotationPredictor is a computer 

programme that forecasts specific gene functionalities [9]. Those who might have a 

hysterectomy no longer need to be screened unless they have high-grade dysplasia. Although 

the value of clinical exam in women with symptoms related to the upper reproductive tract is 

undisputed, several professional organizations have endorsed less than yearly cervical 

screening in healthy women, raising the question of whether yearly abdominal examination is 

beneficial to asymptomatic individuals [10]. İn this work, Powerful Data Mining methods are 

used in this study to predict if a cervix is normal or cancerous. Data mining is critical for 

prediction, particularly in the medical field. This approach is used to introduce the 

Classification and Regression Tree method, the Random Forest Tree algorithm, and RFT with 

K-means learning for predicting if a cervix is benign or cancerous [11]. 

 

 

 



Overhead Cross Section Sampling Machine Learning based Cervical Cancer Risk  Factors Prediction 
 

7700 

Proposed Work 

 

For the implementation, the Cervical cancer risk dataset with 35 independent factors and 1 

dependent variable was employed [12]. The following contributions are used to predict 

cervical cancer. The systematic flow of the work is shown in figure.1. 

 

Figure 1. Overall Workflow of the system 

(i) The cervical cancer data set is normalised with incomplete data and Pattern 

Calibration.  

(ii) Secondly, the interpretive data analysis is carried out, and the target feature's 

dispersion of the cervical cancer risk is visualised.  

(iii) Thirdly, several classifiers are fitted to the unprocessed data set, and the performance 

is measured with pre and post feature scaling.  

(iv) The target “Biopsy” feature is found to be imbalanced by having 93.6% of healthy 

people and 6.4% of cervical cancer people. This imbalanced target feature is proposed 

to be balanced with oversampling methods like random oversampling, SMOTE, 

SVMSMOTE, Borderline 1,2 and ADASYN techniques. 

(v) Fourth, oversampling methodologies are applied to the pre - processed data set.  

Cervical Cancer Risk Factor Dataset 

Partition of dependent and independent attribute 

 Encoding, Missing Values Processing 

Feature Scaling 

Analysis of Precision, Recall, FScore, Accuracy and Running Time  

Cervical Cancer Risk Prediction 

Fitting to logistic, KNN, Kernel SVM, Guassian NBayes, Decision Tree, Extra Tree, 

Random Forest, Ada Boost, Ridge, RidgeCV, SGD, Passive Aggressive and Bagging 

Apply Oversampling like Random Oversampler, SMOTE, Borderline1, 

2 SMOTE, SVMSMOTE and ADASYN 
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(vi) Fifth, the oversampled dataset by differment methods are applied to all the classifiers 

and the performance is compared with pre and post feature scaling.  

(vii) Sixth, Precision, recall, F-score, accuracy, and running time are some of the metrics 

used in performance analysis.  

 

Exploratory Data Analysis 

The Cervical cancer risk dataset with 35 independent factors and 1 dependent variable is used 

for implementation [13-14]. The dataset conatins of 858 patients clinical details with 36 

features (Age, Number of sexual partners, First sexual intercourse, Num of pregnancies, 

Smokes, Smokes (years), Smokes (packs/year), Hormonal Contraceptives, Hormonal 

Contraceptives (years), IUD, IUD (years), STDs, STDs (number), STDs:condylomatosis, 

STDs: cervical condylomatosis, STDs:vaginal condylomatosis, STDs:vulvo-perineal, 

condylomatosis, STDs:syphilis,STDs:pelvic inflammatory disease, STDs:genital herpes, 

STDs:molluscum contagiosum, STDs:AIDS, STDs:HIV, STDs:Hepatitis B, STDs:HPV, 

STDs: Number of diagnosis, STDs: Time since first diagnosis, STDs: Time since last 

diagnosis, Dx:Cancer, Dx:CIN, Dx:HPV, Dx, Hinselmann, Schiller, Citology) and 1 Target 

“Biopsy”[15-16]. The code is written in Python and evaluated using Anaconda Navigator 

with the Spyder Interface. The data set is separated into two parts: training with 80% of raw 

dataset and testing with 20% of raw datase[17-18]t. Figure. 2. shows the target feature 

analysis and Figure. 3 shows the target distribution and found to be non-sampled with 93.6% 

of healthy people and 6.4% of cervical cancer people [19-21].  

 

Figure 2. Correlation Analysis of Cervical Cancer Dataset 
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Figure 3. Target Feature Analysis of Dataset 

 

Implementation and Discussion 

 

The unprocessed dataset is applied to all the classifiers and the efficiency metrics is compared 

pre and post feature scaling and is shown in Table 1 and Table 2, the accuracy and running 

time comparison is shown in Figure. 4. 

  

 
Figure 4. Run Time and Accuacry analysis pre and post scaling  of unprocessed dataset 
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Table 1 

Efficiency metrics of unprocessed dataset pre scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.94 0.95 0.94 0.95 0.09 

KNN 0.91 0.95 0.93 0.95 0.02 

KSVM  0.91 0.95 0.93 0.95 0.02 

GNBayes 0.96 0.07 0.05 0.07 0.01 

DTree  0.97 0.97 0.97 0.97 0.01 

ETree 0.94 0.93 0.93 0.93 0.01 

RForest  0.96 0.97 0.96 0.97 0.04 

AdaBoost 0.96 0.96 0.96 0.96 0.03 

Ridge 0.93 0.94 0.93 0.94 0.05 

RidgeCV 0.91 0.95 0.93 0.95 0.01 

SGD 0.93 0.94 0.94 0.94 0.01 

PAggress  0.98 0.98 0.98 0.98 0.08 

 Bagging 0.94 0.95 0.94 0.95 0.09 
 

 Table 2 

Efficiency metrics of unprocessed dataset post scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.96 0.96 0.96 0.96 0.02 

KNN 0.91 0.94 0.92 0.94 0.01 

KSVM  0.93 0.95 0.94 0.95 0.01 

GNBayes 0.96 0.06 0.04 0.06 0.00 

DTree  0.97 0.97 0.97 0.97 0.00 

ETree 0.94 0.93 0.93 0.93 0.00 

RForest  0.95 0.96 0.95 0.96 0.03 

AdaBoost 0.96 0.96 0.96 0.96 0.00 

Ridge 0.96 0.96 0.96 0.96 0.01 

RidgeCV 0.94 0.95 0.94 0.95 0.00 

SGD 0.97 0.97 0.97 0.97 0.00 

PAggress  0.95 0.96 0.95 0.96 0.04 

 Bagging 0.96 0.96 0.96 0.96 0.02 

 

Quantative Analysis with oversampling 

The target “Biopsy” feature is found to be imbalanced by having 93.6% of healthy people and 

6.4% of cervical cancer people. This imbalanced target feature is proposed to be balanced 

with oversampling methods like random oversampling, SMOTE, SVMSMOTE, Borderline 

1,2 and ADASYN techniques. The oversampled dataset distribution after all the 

oversampling methods are shown in Figure.5. The unprocessed dataset is processed with 

random o versampling and then passed to all classifiers to examine the metrics and is shown 

in Figure. 6. The comparison of the efficiency metrics re and post scaling is shown in Table. 

3 and Table. 4. 
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Figure 5. Data distribution after undersampling methods 

 

Table 3 

Random oversampling Metrics pre feature scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.94 0.94 0.94 0.94 0.06 

KNN 0.91 0.89 0.89 0.89 0.03 

KSVM  0.84 0.84 0.84 0.84 0.11 

GNBayes 0.75 0.50 0.34 0.50 0.01 

DTree  0.97 0.97 0.97 0.97 0.01 

ETree 0.97 0.97 0.97 0.97 0.01 

RForest  0.98 0.98 0.98 0.98 0.05 

AdaBoost 0.97 0.97 0.97 0.97 0.68 

Ridge 0.95 0.95 0.95 0.95 0.01 

RidgeCV 0.95 0.95 0.95 0.95 0.01 

SGD 0.95 0.95 0.95 0.95 0.02 

PAggress  0.93 0.92 0.92 0.92 0.02 

 Bagging 0.98 0.98 0.98 0.98 0.17 
 

 Table 4 

Random oversampling Metrics post feature scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.94 0.94 0.94 0.94 0.03 

KNN 0.96 0.96 0.96 0.96 0.04 

KSVM  0.95 0.95 0.95 0.95 0.02 

GNBayes 0.75 0.50 0.34 0.50 0.00 

DTree  0.97 0.97 0.97 0.97 0.00 

ETree 0.97 0.97 0.97 0.97 0.00 

RForest  0.98 0.98 0.98 0.98 0.04 

AdaBoost 0.97 0.97 0.97 0.97 0.11 

Ridge 0.95 0.95 0.95 0.95 0.00 

RidgeCV 0.95 0.95 0.95 0.95 0.01 

SGD 0.94 0.93 0.93 0.93 0.01 

PAggress  0.94 0.94 0.94 0.94 0.00 

 Bagging 0.98 0.98 0.98 0.98 0.04 
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Figure 6. Random Oversampling Accuracy and Time Analysis pre and post feature scaling 
 

The unprocessed dataset is processed with SMOTE oversampling and then passed to all 

classifiers to examine the metrics and is shown in Figure. 7. The comparison of the efficiency 

metrics re and post scaling is shown in Table. 5 and Table. 6. 

Table 5 

SMOTE oversampling metrics pre feature scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.84 0.83 0.83 0.83 0.06 

KNN 0.85 0.83 0.82 0.83 0.03 

KSVM  0.76 0.72 0.71 0.72 0.11 

GNBayes 0.75 0.50 0.34 0.50 0.01 

DTree  0.95 0.95 0.95 0.95 0.01 

ETree 0.93 0.93 0.93 0.93 0.01 

RForest  0.97 0.97 0.97 0.97 0.05 

AdaBoost 0.96 0.96 0.96 0.96 0.23 

Ridge 0.85 0.83 0.83 0.83 0.01 

RidgeCV 0.85 0.83 0.83 0.83 0.01 

SGD 0.84 0.82 0.82 0.82 0.02 

PAggress  0.85 0.83 0.83 0.83 0.02 

 Bagging 0.96 0.96 0.96 0.96 0.09 
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Figure 7. SMOTE Oversampling Accuracy and Time Analysis pre and post feature scaling 
 

 Table 6 

SMOTE oversampling metrics post feature scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.91 0.91 0.91 0.91 0.03 

KNN 0.94 0.94 0.94 0.94 0.04 

KSVM  0.92 0.92 0.92 0.92 0.03 

GNBayes 0.75 0.50 0.34 0.50 0.00 

DTree  0.96 0.96 0.96 0.96 0.01 

ETree 0.96 0.96 0.96 0.96 0.00 

RForest  0.98 0.98 0.98 0.98 0.04 

AdaBoost 0.96 0.96 0.96 0.96 0.12 

Ridge 0.92 0.92 0.92 0.92 0.00 

RidgeCV 0.92 0.92 0.92 0.92 0.00 

SGD 0.94 0.93 0.93 0.93 0.01 

PAggress  0.95 0.94 0.94 0.94 0.00 

 Bagging 0.97 0.97 0.97 0.97 0.06 

 

The unprocessed dataset is processed with SVM SMOTE oversampling and then passed to all 

classifiers to examine the metrics and is shown in Figure. 8. The comparison of the efficiency 

metrics re and post scaling is shown in Table. 7 and Table. 8. 
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Figure 8. SVM SMOTE Oversampling Accuracy and Time Analysis pre and post scaling 

 

Table 7 

SVM SMOTE oversampling metrics pre feature scaling  

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.88 0.87 0.87 0.87 0.05 

KNN 0.90 0.90 0.90 0.90 0.02 

KSVM  0.75 0.67 0.61 0.67 0.06 

GNBayes 0.76 0.43 0.28 0.43 0.00 

DTree  0.96 0.96 0.96 0.96 0.01 

ETree 0.95 0.95 0.95 0.95 0.01 

RForest  0.96 0.96 0.96 0.96 0.04 

AdaBoost 0.94 0.93 0.93 0.93 0.18 

Ridge 0.88 0.88 0.88 0.88 0.01 

RidgeCV 0.89 0.89 0.88 0.89 0.01 

SGD 0.88 0.89 0.88 0.89 0.02 

PAggress  0.88 0.88 0.88 0.88 0.01 

 Bagging 0.96 0.96 0.96 0.96 0.06 
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 Table 8 

SVM SMOTE oversampling metrics post feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.96 0.96 0.96 0.96 0.03 

KNN 0.95 0.95 0.95 0.95 0.04 

KSVM  0.97 0.97 0.97 0.97 0.02 

GNBayes 0.75 0.50 0.34 0.50 0.00 

DTree  0.98 0.98 0.98 0.98 0.01 

ETree 0.98 0.98 0.98 0.98 0.00 

RForest  0.98 0.98 0.98 0.98 0.04 

AdaBoost 0.98 0.98 0.98 0.98 0.12 

Ridge 0.95 0.95 0.95 0.95 0.00 

RidgeCV 0.95 0.95 0.95 0.95 0.00 

SGD 0.95 0.95 0.95 0.95 0.01 

PAggress  0.93 0.93 0.93 0.93 0.01 

 Bagging 0.98 0.98 0.98 0.98 0.07 

 

The unprocessed dataset is processed with Borderline 1 oversampling and then passed to all 

classifiers to examine the metrics and is shown in Figure. 9. The comparison of the efficiency 

metrics re and post scaling is shown in Table. 9 and Table. 10. 

 

 
Figure 9 Border line 1 Oversampling Accuracy and Time Analysis pre and post scaling 
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Table 9 

Borderline 1 oversampling metrics pre feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.90 0.90 0.90 0.90 0.05 

KNN 0.89 0.88 0.88 0.88 0.03 

KSVM  0.83 0.81 0.81 0.81 0.10 

GNBayes 0.75 0.50 0.35 0.50 0.01 

DTree  0.95 0.95 0.95 0.95 0.01 

ETree 0.95 0.94 0.94 0.94 0.01 

RForest  0.97 0.97 0.97 0.97 0.05 

AdaBoost 0.96 0.96 0.96 0.96 0.23 

Ridge 0.91 0.90 0.90 0.90 0.01 

RidgeCV 0.91 0.90 0.90 0.90 0.01 

SGD 0.77 0.55 0.44 0.55 0.02 

PAggress  0.90 0.90 0.90 0.90 0.01 

 Bagging 0.97 0.97 0.97 0.97 0.07 
 

 Table 10 

Borderline 1 oversampling metrics post feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.96 0.96 0.96 0.96 0.03 

KNN 0.95 0.95 0.95 0.95 0.04 

KSVM  0.97 0.97 0.97 0.97 0.02 

GNBayes 0.75 0.50 0.34 0.50 0.00 

DTree  0.98 0.98 0.98 0.98 0.01 

ETree 0.98 0.98 0.98 0.98 0.00 

RForest  0.98 0.98 0.98 0.98 0.04 

AdaBoost 0.98 0.98 0.98 0.98 0.13 

Ridge 0.95 0.95 0.95 0.95 0.00 

RidgeCV 0.95 0.95 0.95 0.95 0.00 

SGD 0.95 0.95 0.95 0.95 0.00 

PAggress  0.95 0.95 0.95 0.95 0.00 

 Bagging 0.98 0.98 0.98 0.98 0.06 

 

The unprocessed dataset is processed with Borderline 2 oversampling and then passed to all 

classifiers to examine the metrics and is shown in Figure. 10. The comparison of the 

efficiency metrics re and post scaling is shown in Table. 11 and Table. 12. 
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Figure 10. Borderline 2 Oversampling Accuracy and Time Analysis pre and post scaling 

 

Table 11 

Borderline 2 oversampling metrics pre feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.84 0.84 0.84 0.84 0.05 

KNN 0.86 0.85 0.85 0.85 0.03 

KSVM  0.72 0.70 0.69 0.70 0.09 

GNBayes 0.61 0.49 0.35 0.49 0.01 

DTree  0.95 0.95 0.95 0.95 0.01 

ETree 0.92 0.92 0.92 0.92 0.01 

RForest  0.98 0.98 0.98 0.98 0.05 

AdaBoost 0.97 0.97 0.97 0.97 0.23 

Ridge 0.83 0.82 0.82 0.82 0.01 

RidgeCV 0.83 0.82 0.82 0.82 0.01 

SGD 0.77 0.69 0.67 0.69 0.02 

PAggress  0.23 0.48 0.32 0.48 0.01 

 Bagging 0.97 0.97 0.97 0.97 0.09 
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 Table 12 

Borderline 2 oversampling metrics post feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.96 0.96 0.96 0.96 0.03 

KNN 0.95 0.95 0.95 0.95 0.04 

KSVM  0.97 0.97 0.97 0.97 0.02 

GNBayes 0.75 0.50 0.34 0.50 0.00 

DTree  0.98 0.98 0.98 0.98 0.01 

ETree 0.98 0.98 0.98 0.98 0.00 

RForest  0.98 0.98 0.98 0.98 0.04 

AdaBoost 0.98 0.98 0.98 0.98 0.12 

Ridge 0.95 0.95 0.95 0.95 0.00 

RidgeCV 0.95 0.95 0.95 0.95 0.00 

SGD 0.96 0.96 0.96 0.96 0.01 

PAggress  0.96 0.96 0.96 0.96 0.00 

Bagging 0.98 0.98 0.98 0.98 0.06 
 

  

Figure 10. Accuracy analysis of AllKNN dataset before and after feature scaling 
 

The unprocessed dataset is processed with ADASYN oversampling and then passed to all 

classifiers to examine the metrics and is shown in Figure. 11. The comparison of the 

efficiency metrics re and post scaling is shown in Table. 13 and Table. 14. 

    

 
Figure 11. ADASYN Oversampling Accuracy and Time Analysis pre and post scaling 
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Table 13 

ADASYN oversampling metrics pre feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.88 0.86 0.85 0.86 0.05 

KNN 0.87 0.85 0.85 0.85 0.03 

KSVM  0.78 0.74 0.73 0.74 0.11 

GNBayes 0.76 0.55 0.40 0.55 0.01 

DTree  0.96 0.96 0.96 0.96 0.01 

ETree 0.93 0.93 0.93 0.93 0.01 

RForest  0.98 0.98 0.98 0.98 0.05 

AdaBoost 0.96 0.96 0.96 0.96 0.24 

Ridge 0.88 0.86 0.86 0.86 0.01 

RidgeCV 0.88 0.86 0.86 0.86 0.01 

SGD 0.84 0.83 0.83 0.83 0.02 

PAggress  0.77 0.61 0.52 0.61 0.02 

 Bagging 0.98 0.98 0.98 0.98 0.08 
 

 Table 14 

ADASYN oversampling metrics post feature scaling 

Classifier Precision Recall FScore Accuracy Running Time (ms) 

Logistic 0.92 0.92 0.92 0.92 0.03 

KNN 0.95 0.94 0.94 0.94 0.04 

KSVM  0.93 0.93 0.93 0.93 0.03 

GNBayes 0.75 0.52 0.37 0.52 0.00 

DTree  0.97 0.97 0.97 0.97 0.01 

ETree 0.97 0.97 0.97 0.97 0.00 

RForest  0.97 0.97 0.97 0.97 0.04 

AdaBoost 0.96 0.96 0.96 0.96 0.13 

Ridge 0.91 0.91 0.91 0.91 0.00 

RidgeCV 0.91 0.91 0.91 0.91 0.00 

SGD 0.93 0.93 0.93 0.93 0.01 

PAggress  0.88 0.87 0.87 0.87 0.00 

Bagging 0.97 0.97 0.97 0.97 0.08 
 

 

Conclusion 

 

This work sought to analyze the implementation of non-sampled target characteristics using 

tested data. The target biospy is found be non-sampled with 93.6% of health and 6.4% of 

cervical cancer patients. So this workflow aims to oversample the healthy and cervical cancer 

classes to be equalized to 93.6% inorder to improvise the accuracy of the cervical cancer 

prediction. The unprocessed dataset is applied with all the oversampling methods and the 
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oversampled dataset is executed with all the classifiers to examine the performance metrics 

along with the execution time. The findings of the experiments reveal that the Random forest 

classifier tends to sustain 96% accuracy pre and post scaling for unporocessed dataset. 

Similarly the same classifier tends to sustain 98% accuracy for all the oversampling 

techniques. 
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