
Phenomenology and functional analysis. A
functionalist reading of Husserlian phenomenology

Marek Pokropski1

# The Author(s) 2020

Abstract
In the article I discuss functionalist interpretations of Husserlian phenomenology. The
first one was coined in the discussion between Hubert Dreyfus and Ronald McIntyre.
They argue that Husserl’s phenomenology shares similarities with computational
functionalism, and the key similarity is between the concept of noema and the concept
of mental representation. I show the weaknesses of that reading and argue that there is
another available functionalist reading of Husserlian phenomenology. I propose to shift
perspective and approach the relation between phenomenology and functionalism from
a methodological perspective, specifically taking into account the functionalist explan-
atory strategy called functional analysis. I discuss the notion of function in Husserl’s
works and Husserl’s idea of functional phenomenology. The key argument I develop is
that in functional phenomenology we can find an explanatory strategy which is
analogous to the strategy of functional decomposition used in functional analysis. I
conclude that the proposed functionalist reading of phenomenology opens a new
approach to the integration of phenomenology with cognitive sciences.

Keywords Phenomenology . Functionalism . Functional analysis . Decomposition .

Functional explanation

1 Introduction

Functionalism is recognized as one of the most influential approaches to mind and
cognition, usually perceived as incongruent with phenomenological approaches de-
scending from the Husserlian tradition. I think this is misleading, and there are
arguments for connections and similarities between these traditions. In philosophy of
mind, functionalism may be approached from a number of different perspectives (for an
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overview see e.g. Block 1980). First, as a metaphysical theory of mental states, which
argues that to be a mental state is to be a functional state individuated by causal
relations to other mental states and inputs and outputs. There are different types of such
functionalist theories of mind, including the most popular one: computation-
representation functionalism. The key idea behind this version of functionalism is that
mental states can be understood as Turing machine table states (Putnam 1960) and the
mind as a sort of computer program. In this fashion, Dreyfus (Dreyfus and Hall 1982)
and McIntyre (1986) proposed computational-functionalist readings of Husserl.

Second, functionalism can be approached as an explanatory strategy called
functional analysis, which is applied in psychology and the cognitive sciences.
Functional analysis relies on decomposing a cognitive system into component
processes and capacities and describing its functional organization (Fodor 1968;
Cummins 1975). Functional analysis may differ depending on what type of
functionalism one is committed to, and it does not have to necessarily entail
computationalism (Piccinini 2010). A proponent of computation-representation
functionalism will decompose a target system into a set of specialized computa-
tional modules processing input information and returning outputs, and will give
an explanation in terms of program execution and data manipulation. But
Cummins-style functional analysis, which relies on a more general notion of
function as a causal-role, will decompose the system into a set of sub-capacities,
which contribute to the system’s functioning. These sub-capacities are then de-
scribed in dispositional-behavioral terms, and not in computational terms.

In the next section, I critically discuss the cognitivist reading of Husserl proposed by
Dreyfus and McIntyre, which takes mental representation as the key category. I argue
that although there are similarities between computational functionalism and Husserlian
phenomenology, they are largely superficial. I outline the deficiencies of Dreyfus’ and
McIntyre’s proposals, one of which is not addressing the notion of function in Husserl.
My approach is different and takes the notion of function as a key category. In section
3, I discuss the notion of function in Husserlian phenomenology together with his idea
of functional phenomenology. In section 4, I propose a novel functionalist reading of
Husserlian phenomenology. My approach is methodological and takes functionalism
primarily as an explanatory strategy. Methodological similarities were already indicated
by McIntyre (1986). More recently, Livingston (2005) has argued that there is conti-
nuity between the phenomenological and functional methods of conceptual and logical
analysis of our experience. My argument is different. The key argument is that in
Husserlian “functional phenomenology”, as introduced in the first book of Ideas, we
find an original notion of intentional function as well as a method of decomposition,
which can be understood as analogous to the explanatory strategy of functional
analysis. Finally, in section 5, I consider the consequences of my proposal for the
naturalization of phenomenology.

2 Husserlian phenomenology and computational functionalism

One of the most important insights of phenomenological analyses is that conscious
experience is intentional, i.e. it refers to something, it is about something. In
contemporary philosophy of mind, the intentional property of mental states is
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often understood in terms of mental representation. In short, a mental state is
intentional if and only of it has representational content. The representational
interpretation of Husserlian phenomenology was coined in the debate between
Hubert Dreyfus (Dreyfus and Hall 1982; Dreyfus 1988) and Ronald McIntyre
(1986). Three points are especially important in this representational interpretation
of Husserl. First, according to Dreyfus, Husserl’s theory of noemata is a prede-
cessor of contemporary computationalism, such as Fodor’s representational theory
of mind (RTM) (e.g. Fodor 1975). McIntyre disagrees with such a strong
computationalist reading, but he acknowledges that there are striking points of
agreement between Husserlian phenomenology and contemporary representation-
alism. Second, the key similarity is that cognition has a mediated character – in
Fodor by mental representations, in Husserl by noemata. Third, that in both
approaches the theory of mental representations and their role in cognitive pro-
cesses do not require reference to a mind’s physical realization. They are, so to
speak, “ontologically neutral”.

Arguing that Husserl was a precursor of a sort of representational theory of mind
requires the introduction and clarification of some phenomenological terminology
including such notions as noema, noematic sense, and noesis.

Husserl introduced the notion of noema in the first book of Ideas (Husserl
1982; especially paragraphs: 87–127). After deploying phenomenological reduc-
tion, he considers the nature of the intentionality of consciousness, i.e. how
consciousness is directed towards worldly objects, and constates that intentional
experience consists of correlated noetic and noematic moments, which he calls, in
short, a noesis and noema. It is important to notice that we are not aware of these
noetic and noematic moments in the “natural attitude”, which is the default mode
of our everyday activities. They are components of mental processes in virtue of
which consciousness refers to objects, and can be distinguished only by applying
phenomenological reduction and attaining the phenomenological attitude. Husserl
also emphasizes (Husserl 1982, par. 98) that both types of contents, noetic and
noematic, are non-self-sufficient; they belong to each other in the unity of lived
experience. This, however, does not mean that the science of noemata is impos-
sible. Husserl clearly states that in virtue of phenomenological reduction and
analysis, we can study types of noemata as well as different noetic functions,
and ultimately create a general formal theory of noemata. The theory would cover
the typology of noetic functions and their noematic correlates, as well as the
eidetic laws governing these correlations and building a unity of mental processes
(Husserl 1982, par. 93).

In his interpretation of noema, Dreyfus draws from the seminal paper by Dagfinn
Føllesdal entitled Husserl’s Notion of Noema, where Føllesdal argues that noema
should be understood as an abstract unit of sense, i.e. as “an intensional entity, a
generalization of the notion of meaning (Sinn, Bedeutung)” (Føllesdal 1969, p.
681). According to Føllesdal, “the noematic Sinn is that in virtue of which con-
sciousness relates to the object” (Føllesdal 1969, p. 682). Therefore, noema is
ontologically different from the object to which it refers; it is the conceptual
structure through which consciousness can apprehend objects. Another important
claim is that noemata are abstract, i.e. they are pure meanings which cannot be
perceived as such. Noema is also not a kind of “internal image” of an intended thing
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(this was already ruled out by Husserl in his critique of internal image theory; see
Husserl 1982, par. 90). In short, according to this reading, noema is an abstract
meaning, which mediates between consciousness and external objects, and in virtue
of which cognitive acts have reference.1

Understanding noemata as abstract structures mediating cognition is crucial for a
representational reading of phenomenology. McIntyre writes: “Husserl’s noematic
Sinne can be seen – up to a point – as a version of what Fodor calls ‘mental
representations’, having both formal (or ‘syntactic’) and representational (or ‘seman-
tic’) properties and so forming a kind of ‘language of thought’” (McIntyre 1986, p.
101). But Fodor also believes that the semantic properties of representations can be
reduced to their syntax. Here lies the bone of the contention between Dreyfus and
McIntyre. Dreyfus claims that for Husserl noemata play mediating role but he adds that
they are “formal structures”, i.e. “strict rules for possible syntheses” of simple compo-
nents (Dreyfus and Hall 1982, p. 10–11). If that is the case, then noemata can be
considered a result of syntactical operations. In short, noemata are computed similarly
to mental representations, and Husserl can be thought to be a formalist who believed in
“a mathesis of experience” (Dreyfus 1988, p. 101) and anticipated the computational
approach to the mind. McIntyre disagrees on this point and argues that although
Husserl acknowledges that noemata have both semantic and syntactic properties, it
does not follow that the former are reducible to the later (McIntyre 1986, p. 111).
McIntyre is right, and as we will see later, there are more arguments to the effect that
Husserl’s thinking about mental operations as mathematical was only a loose analogy.

The last point in a representational-functionalist reading of Husserl is “ontological
neutrality”. Generally speaking, functionalism does not answer the ontological question
of what there is. Functionalism answers only the metaphysical question of how mental
states are individuated, namely by their function, and functional states are defined by
their causal relations to one another and inputs and outputs (Block 2007, p. 19).
However, causality is understood in abstraction here, i.e. they are not any specific
causal relations, such as those between neurons. Thus, functionalists argue that there
can be multiple physical realizations of the same functional state.

McIntyre sees in both Husserl and Fodor opponents of naturalistic psychology.
Fodor (1980) adopts a position of “methodological solipsism”, which states that in
pursuing a theory of mind we should not presuppose anything about the natural setting
of the mind or any specific causal relations between mental and physical states.
According to McIntyre: “like the functionalists and the computationalists, then, Husserl
seeks abstract accounts that would capture what is common to various mental capac-
ities, no matter how different in their natural make-up the entities having these
capacities may be” (p. 104). In other words, functionalists, such as Fodor and
phenomenologists such as Husserl believe that a theory of mental capacities is
independent of their physical realization. Mental states understood as functional
states can be physically realized in multiple ways; therefore, to explain the mental

1 This is not the only possible interpretation of Husserl’s noema (for an overview, see Drummond 1997). For
example, a different reading of noema was proposed by Gurwitsch (2009), who argues for perceptual noema.
Perceptual noema, in short, is an adumbration of a thing seen from a certain perspective. Gurwitsch’s noema is
not abstract and imperceivable, but, on the contrary, is concrete and perceivable. Thus, perception could be
conceived as more direct. However, some argue (e.g. Dreyfus 1982) that it is an extension of Husserl’s notion
of noema, rather than Husserl’s original idea.
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functioning of a system, we do not have to refer to its physical realization. Thus, theory
of mind, which according to Fodor (1974) is a special science, is autonomous from
natural sciences such as biology or physics.

Husserl was also critical of reductive naturalistic explanations of consciousness (e.g.
Husserl 1964, 2002), because he believed they are based on an erroneous application of
the methods of natural science to explain conscious phenomena. Phenomenology, as
designed by Husserl, is thought to fill this gap by delivering a method of investigating
consciousness and, ultimately, an autonomous and strict science of consciousness, i.e. a
science of the general structures of consciousness. According to McIntyre, phenome-
nological reduction (understood by him as transcendental reduction) plays a similar role
to the principle of methodological solipsism. Phenomenological reduction, as a sus-
pension of common beliefs about physical nature and mental phenomena, leads us to a
change in attitude from natural to phenomenological. After reduction, our descriptions
of mental activities are, in principle, restricted to what is actually experienced. Such
purified descriptions of experience are then analyzed in order to discover the structure
of a specific experience. Noemata, here understood as a sort of mental representation,
can be disclosed only after reduction, and creating a formal theory of noemata does not
require reference to brain activity, etc.

Now let us consider the credibility of such a representational reading. Next to the
abovementioned similarities there are also differences, some of which might be deci-
sive for the plausibility of such a functionalist reading of Husserl. McIntyre himself
indicates several important differences. For example, he acknowledges Husserl’s
transcendental phenomenology to be in opposition to the psychological level of Fodor’s
special science of the mind. However, whether this tension is genuine or merely
apparent is highly dependent upon our reading of Husserl and his so-called “transcen-
dental turn” (see e.g. Zahavi 2003). It seems to me, that transcendental phenomenology
is not the only face of Husserl’s phenomenological project, and, furthermore, transcen-
dental phenomenology is not the only way to study consciousness (even if for some
phenomenologists it is the most important one). Husserl was aware of that and,
although critical of the naturalization of consciousness, acknowledged the importance
of experimental psychology. As he writes in the introduction to the first book of Ideas:
“My criticism of psychological method did not at all deny the value of modern
psychology, did not at all disparage the experimental work done by eminent men.
Rather it laid bare certain, in the literal sense, radical defects of method upon the
removal of which, in my opinion, must depend an elevation of psychology to a higher
scientific level” (Husserl 1982, p. XVIII).

In the lectures entitled Phenomenological Psychology (1977), Husserl shows how to
elevate psychology to a phenomenological level. He introduces the idea of eidetic
psychology, which was to be a science mediating between transcendental phenome-
nology and experimental psychology. Eidetic (or phenomenological) psychology is
thought to provide experimental psychology with “scientific concepts of internality”
(1977, p. 166), which cannot be acquired in an inductive and naturalistic approach, i.e.
concepts such as intentionality, noesis and noema, etc.

Husserl characterizes phenomenological psychology as: a priori, eidetic, grounded
in intuition or pure description, focusing on intentionality (Husserl 1977, p. 33–34).
Phenomenological psychology is a priori science because it is primarily interested in
“all those essential universalities and necessities, without which psychological being
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and living are simply inconceivable.” It is eidetic because it indicates that “subsequent-
ly does it proceed to the explanation of psychological facts, to theory, precisely their
eidetic explanation” (p. 33). Intuition designates the source of the a priori. Finally,
intentionality states that consciousness is always a consciousness of something. Thus,
investigations under the heading of phenomenological psychology concern a twofold
aspect: acts of consciousness and related objects of experience, or, to put it in
phenomenological terminology, the noetic and the noematic.

Importantly, phenomenological psychology applies a reduction that is different from
the transcendental reduction of transcendental phenomenology. Husserl calls it “eidetic
reduction” (Husserl 1971) or “phenomenological reduction” (Husserl 1977). Eidetic
reduction relies on excluding (suspending) all reference to the physical basis of the
mental and all scientific prejudices concerning the physical and the mental. In this way
the reduction opens the sphere of the purely psychological to intentional analyses and
imaginative variation. The results of these methods are then described, conceptualized,
and applied in empirical psychology. According to Kockelmans, phenomenological
psychology, although it employs the reduction, remains in the natural attitude
(Kockelmans 1987, p. 20), and he maintains that “the purpose of the
phenomenological-psychological reduction is not to bring the transcendental subjec-
tivity to light. Phenomenological psychology hopes to expose only the foundations of
empirical psychology” (Kockelmans 1987, p. 21). Eidetic reduction makes it possible
to see and describe the structures of experience, such as noesis and noema (mental
representation), which in the normal attitude are hidden. It can be applied to psycho-
logical research, and it does not have to lead to transcendentalism. Phenomenological
analysis is therefore theoretical work preceding experimental research. Husserl also
suggests that psychological experiments can be useful for phenomenology, thus the
relation is mutual (1980, p. 44–45). When we acknowledge this phenomenological
middle ground, phenomenology appears to be complementary to psychology rather
than opposed to it. As we will see, the difference between transcendental and eidetic
reduction is also of key importance for considering the integration of phenomenology
with contemporary cognitive science.

Neither Dreyfus nor McIntyre acknowledge the distinction between transcendental
phenomenology and phenomenological psychology and the two related types of reduc-
tion, thus they stress the opposition between the psychological level and the transcen-
dental level. But McIntyre is also skeptical about the consistency of the phenomeno-
logical eidetic approach in general with contemporary cognitive science. He claims that
Husserl “takes this phenomenological reflection to be indubitably reliable, and the
pronouncements issuing from it are not supposed to be mere speculative or inductive
generalizations but necessary or ‘eidetic’ truths about consciousness. Claims such as
these mark radical differences between the methods Husserl characterizes as uniquely
phenomenological and those employed by contemporary cognitivists” (McIntyre 1986,
p. 103). This seems like a superficial reading of Husserl. The aim of Husserlian
phenomenology was to search for certain and apodictic truths about consciousness,
but they are not ready to hand. Our access to the structural features of experiences comes
in degrees of clarity, and the task of phenomenology is to develop the method and
elaborate experiential insights (Husserl 1982, par. 67). For Husserl, such apodictic
knowledge is rather an ideal of self-knowledge beyond our capacities, and building a
phenomenological science of subjectivity is an infinite task (see e.g. Husserl 1971).

M. Pokropski



Phenomenology is not infallible. Already Føllesdal (1988) noticed that Husserl
offers an account of the corrigibility of phenomenological observations and statements.
As was argued recently, phenomenological eidetic claims can be falsified in at least
three ways. First, through intersubjective corroboration (Gallagher and Zahavi 2012, p.
30–31), i.e. a phenomenological description of an experience of a specific type can be
compared with others’ descriptions of the same type of experience. The result of such
corroboration can be either positive, which means that the description captures univer-
sal structures of experience, or negative and the description is rejected as erroneous or
inconsistent with other descriptions. Second, as Sowa (2012) argues, phenomenological
eidetic claims can be falsified in the process of imaginary variation, i.e. by construing in
phantasy possible variants of the object of experience, or by reference to “facts of
scientific or prescientific experience”. If the procedure of variation does not falsify the
target claim, then it is acknowledged as a sort of eidetic law “until further notice”
(Sowa 2012, p. 259). Third, phenomenological descriptions are, whether we like it or
not, confronted with the results of scientific research. For some phenomenologists,
scientific experiments may be sufficient evidence to falsify phenomenological claims
(e.g. Gallagher and Brøsted Sørensen 2006).

To sum up, both Dreyfus and McIntyre agree that there are striking similarities
between Husserlian phenomenology and representational theory of mind as proposed
by Fodor. They disagree, however, over the extent of the similarities. Whereas Dreyfus
writes that Husserl’s theory of intentionality “corresponds exactly” (Dreyfus and Hall
1982, p. 3) to Fodor’s RTM, McIntyre is much more reserved and also stresses
essential differences. I agree with McIntyre that Husserl was not a formalist in regard
to mental representations and that a strong computationalist reading of his phenome-
nology is implausible. Both McIntyre and Dreyfus also fail to recognize that there is a
further level below the phenomenological transcendental level, that of the eidetic
analysis of phenomenological psychology. This distinction is crucial for the function-
alist reading of phenomenology and the possibility of integrating it with cognitive
science. But there is another issue, which McIntyre and Dreyfus do not address, and it
is perhaps the most important one, which every functionalist reading of Husserl should
face, concerning the difference in how the notion of function is understood between
Husserl and contemporary functionalists.

3 The notion of function and the idea of functional phenomenology
in Husserl

In this and the following section I develop an alternative functionalist reading of Husserl-
ian phenomenology. I take functionalism primarily as an explanatory strategy. The notion
of function is at the center of this approach. My argument is twofold: first, that Husserl
used functional terminology and that he introduced an original notion of intentional
function responsible for the production of intentional experience. Phenomenology aimed
at investigating intentional functions and, more generally, any processes which play a role
in constituting experience is referred to as functional phenomenology by Husserl. Second,
I argue that functional phenomenology shares similarities with the functionalist explana-
tory strategy known as functional analysis, which relies on decomposing the system’s
capacity (explanandum) into a set of functions (explanans) responsible for the capacity.
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In functionalism, a function of system’s component is usually understood as the
causal role it plays in the system. For example, a mental state of a belief type, e.g. “This
cake looks delicious”, is in causal relation with other mental states, say a desire (“I want
to eat that cake”), and contributes to behavior (eating the cake) assuming that there are
no other conflicting states. Causal-role functionalists believe that identifying mental
states functionally will allow for formulating law-like generalizations about interactions
between them. But as McIntyre rightly states: “Husserl cannot himself be a function-
alist of the standard ‘causal-role’ sort, i.e., he cannot explicate mental states in terms of
their causal relations to one another and to the world, for causality (in any naturalistic
sense) is ‘bracketed’ by phenomenological epoché” (McIntyre 1986, p. 104). Physical
causality is not something phenomenology investigates. That is why Husserl introduces
the notion of motivation to explicate quasi-causal relations between mental states.
Motivation is a specific type of mental causation (e.g. Husserl 1977, p. 108). Mental
states of different sorts are in motivational relations, which means they can affect each
other. For example, a belief can motivate a subject to have a specific emotional state or
to perform a particular cognitive act. But the relation of motivation as mental causality
is weaker than physical causality. There is no certainty that a mental state will always
motivate the same set of other mental states, because the relation depends on a great
number of other mental states, their meaning, as well as the context of their occurrence.
To put it simply, our mental life is too complex and context dependent to explicate it in
strict causal or formal laws, which makes any reading of Husserl as a computational
functionalist or causal-role functionalist implausible.

Let us now examine how Husserl was using the concept of function. It is important
to notice that the notion of function appears in Husserl’s works very early. Before his
phenomenological period, in Philosophy of Arithmetic (Husserl 1891/2012) he was
especially interested in methods of constructing numerical systems and discussed
arithmetical operations concerning both the numerical construction of complex expres-
sions as well as the reduction of complex expressions to normal form. According to
Stefania Centrone (2010, p. 316, 330), in this period Husserl used the procedural notion
of function, i.e. function as a numeric procedure, as a rule, prescription or an algorithm
in a general sense. For example, a numeric procedure takes one or more arguments and
returns a numeric product, i.e. a complex term.

In the first book of Ideas, Husserl proposes his own original notion of intentional
function understood as a mental operation of constitution, i.e. production of object
experience, and introduces the idea of functional phenomenology. In paragraph 86 of
Ideas I, he writes:

“Nonetheless, the greatest problems of all are the functional problems, or those of
the ‘constitution of consciousness-objectivities’. These problems concern the way
in which noeses, e.g. with respect to Nature, by animating stuff and combining it
into manifold-unitary continua and syntheses bring about consciousness of some-
thing such that the Objective unity of the objectivity allows of being harmoni-
ously ‘made known’, ‘legitimated’ and ‘rationally’ determined.

In this sense ‘function’ (in an entirely different sense in contrast to the
mathematical one) is something wholly unique, grounded in the pure essence
of noesis. Consciousness is precisely consciousness ‘of’ something; it is of its
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essence to bear in itself ‘sense’, so to speak, the quintessence of ‘soul’, ‘spirit’,
‘reason’. Consciousness is not a name for ‘psychological complexes’, for ‘con-
tents’ fused together, for ‘bundles’ or streams of ‘sensations’ which, without
sense in themselves also cannot lend any ‘sense to whatever mixture;”

and he adds at the end of the paragraph:

“Not only with regard to the difficulties which it arrives at, but also with
regard to the ranking of problems from the standpoint of the idea of an
absolute cognition, [pure hyletic phenomenology] obviously stands far below
the noetic and functional phenomenology (both of which, moreover, are
properly not to be separated).” (Husserl 1982, par. 86)

In this rich passage we see that Husserl identifies functional problems with problems of
object constitution or, to use the language of early Husserl, object construction. An
object experience is a product of functions Husserl called noeses and their noematic
correlates. The “stuff” here is understood as hyle or sense-data, which is formed by the
noetic functions. Noetic functions take the data on the one hand and noematic repre-
sentations on the other and produce an object experience. The concept of noetic
function might seem similar, to some extent, with the procedural understanding of
function Husserl considered in the context of numeric systems. If that is the case, then
the computational reading of phenomenology would gain a new argument. However,
Husserl explicitly states that his concept of function is completely different than the
mathematical one. In the cited paragraph, we do not see any justification for why he
rejects the mathematical meaning of function in the phenomenological domain, but
there are at least two good reasons for doing so.

First, already in the Philosophy of Arithmetic, Husserl notices that calculations
operate on signs not on meanings, and therefore we can distinguish two separate but
connected structures: a conceptual one and a signitive one (Centrone 2010, pp.
330–331). Arithmetical operations, i.e. computations, concern the latter – they are
operations on signs, which can be considered without reference to their meaning.
They are syntactical operations of putting together signs and constructing complex
terms or, conversely, deconstructing complex terms into simple ones. But, as
Husserl states in the cited paragraph, consciousness bears itself a ‘sense’, meaning,
or, in other words, semantics, and thus reducing mental functions to arithmetic-
syntactic functions is implausible.

Second, Husserl sees the limitations of using a mathematical analogy in a phenom-
enological context. Phenomenology is not a mathematics of consciousness, because it
is a different type of exact science. Furthermore, applying mathematical methods to
consciousness is a “misleading prejudice” (Husserl 1982, p. 169–170), which results in
the crisis of scientific reason (Husserl 1970). According to Husserl, phenomenology is,
similarly to mathematics, an eidetic science, but contrary to mathematics, which
investigates “formal essences”, it investigates “material essences”, i.e. essences
apprehended in intuition, which in the Logical Investigations Husserl calls “inexact
essences” (Husserl 2001, Investigation III, par. 9). These “inexact essences” require a
different methodology and conceptual apparatus. In order to explicate these essences,
phenomenology uses descriptive notions that differ from the idealized notions of
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mathematics. What is more, the laws that phenomenology discovers are of a different
nature than the strict laws of mathematics. Husserl also doubts that we can recognize
phenomenological axioms, analogous to geometric axioms, because the variety of the
forms of mental phenomena is potentially infinite (Husserl 1982, par. 72–73). It seems,
therefore, that although the mathematical understanding of function was Husserl’s
initial inspiration, it was ultimately abandoned in pursuit of phenomenology.

Interestingly, Husserl also seems to reject the psychological notion of function
understood here as the procedure of synthesizing sensations into “psychological com-
plexes”. Although in a footnote Husserl remarks that such a notion of psychological
function is used in Carl Stumpf’s “hyletic phenomenology” (Husserl 1982, p. 210), it
can also be attributed to experimental psychology, which Husserl criticized. Experi-
mental psychology cannot explain intentionality and has to be grounded in phenome-
nological psychology. As Husserl writes: “All uniting takes place here by means of the
functions of apprehension which make of the sense-data appearances of”(Husserl 1977,
p. 126). These are intentional functions and their noematic correlates, which make an
adumbration an adumbration of something. Functional phenomenology, which em-
ploys analysis of intentional structures, can be conceived as part of the abovementioned
phenomenological eidetic psychology, which precedes empirical psychology and pro-
vides it with a genuine analysis of intentionality. In the following, I will argue that
functional phenomenology shares similarities with the explanatory strategy called
functional analysis.

4 Functional analysis and phenomenological decomposition

Functional analysis, in the broadest sense, is a method of explaining a system’s
capacities in functional terms. It relies on the decomposition of the target system’s
capacities into a set of sub-capacities (functions), and is usually followed with a sketch
of the system’s functional architecture. There are different types of functional analysis
depending on the type of functionalism. For instance, Piccinini and Craver (2011)
distinguish three types of such analysis: functional analysis by internal states, so-called
boxology and task analysis. Computational functionalism’s preferred form of explana-
tion is functional analysis by internal states, since it explains the target capacity using a
set of internal states and their relations to each other and to inputs and outputs. Internal
states can be described in representational terms and their manipulation as computa-
tions. The form of analysis called boxology is associated with Fodor’s idea of the
mind’s modularity. It encapsulates cognitive functions and subfunctions in specialized
modules. According to Fodor, modules are a system’s components; however, they are
distinguished through functional rather than structural description. In the complete
explanation, the target system is represented in a schematic form of boxes and arrows,
in which boxes represent specific functional modules and arrows depict relations
between them.

Finally, there is functional analysis as task analysis (Cummins 1975, 2000).
Cummins not only describes the explanatory strategy, but he also argues that the nature
of psychological explanation is functional. This type of functional analysis can be
divided roughly into three steps. First, we identify the explanandum phenomenon,
which in the case of cognitive psychology is one of the target system’s cognitive
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capacities. Then we define the capacity in dispositional terms, i.e. the system’s
cognitive capacity φ is a complex dispositional property D, which means that the
system exhibits a law-like regularity in its behavior. According to Cummins, the best
way to explain this kind of dispositional property is decomposition of the disposition D
into a set of sub-dispositions d1, d2, …, dn. The final step is representing the system’s
target capacity decomposed in functional analysis in a form of functional design. The
functional design represents the system’s functional architecture, which, according to
Cummins, explains the target phenomenon.

Now considering Husserl’s functional phenomenology, one could ask whether it
employs any of these types of functional analysis. Boxology seems not to have much in
common with the phenomenological approach. Proponents of a computational-
functionalist reading, such as Dreyfus, would see in Husserlian phenomenology the
analysis by internal states expressed in representational terms, i.e. as noemata, which
are then computed. But as I argued above, a strong computationalist reading of Husserl
seems implausible.

At first glance, the main difference between phenomenology and functional task
analysis is also the understanding of function. In Husserl, the central notion is inten-
tional function, i.e. functions responsible for different sorts of intentional unity of
experience. For Cummins (1975), something has a function in the system if it contrib-
utes to the system’s capacity. But on a certain level of abstraction, these approaches
seem quite similar. For example, a perceptual apprehension of an object, which is a
paradigmatic case of perceptual intentionality for Husserl, can also be considered a
capacity. Furthermore, both approaches identify functions with relevancy for the target
capacity, so, for instance, following Husserl one can argue that functions of bodily
motility contribute to the constitution of the experience of spatial orientation (Husserl
1997). The difference is found, however, in a deeper understanding of this relevancy.
For Cummins, it would be causal relevancy; for Husserl, as I argued above, causal
relations are replaced by motivational relations. Motivational relations are law-like;
however, they differ from causal or strict formal laws. Rather than focusing on one
particular type of relevance, I propose to instead rely on the more general notion of
constitutive relevancy. A function is constitutively relevant to the target phenomenon (a
capacity), if it contributes to its occurrence. We abstract, however, from establishing the
specific nature of this relevancy.

The key similarity between functional analysis and functional phenomenology is
that they both employs decomposition explanatory strategy. Functional phenomenolo-
gy employs its own type of decomposition strategy, i.e. decomposition of unitary
experience into its contents and constitutive functions. On the one hand, it fragments
and categorize the contents of experience; on the other hand, it identifies representa-
tional functions.

4.1 Phenomenological decomposition

One of the key ideas in phenomenology is that in the naïve attitude we encounter
objects in the world, which are, so to speak, ready-made. The task of phenomenol-
ogy is to break down this naivety and explain how objects of experience are
constituted in the activity of consciousness. Applying the reductive method is the
first step. What is next is the process of analyzing an experience in order to extract
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its structures. Taking into account the idea of functional phenomenology, I argue
that it employs a method which relies on decomposing an experience into its
noematic contents and related functions involved in the production of experience.
I call this type of decomposition static, since it is closely related to the idea of static
phenomenology, later developed into the genetic approach.

Static decomposition is, relatively speaking, the simplest and most intuitive way to
analyze experience, and it is already present in Husserl’s early works, where he
employs the procedure of fragmenting objects of experience. In Logical Investigations,
he writes: “The division of a whole into a plurality of mutually exclusive pieces we call
a piecing or fragmentation (Zerstückung) of the same” (Husserl 2001, p. 29). In the
third investigation, he develops a general mereological theory of wholes and parts, and
specifically he discusses piecing experiences, i.e. phenomenological contents.

There is no space here for a detailed discussion of this complex mereological theory,
so I will mention only its main ideas. The key distinction introduced at the beginning of
the investigation is the distinction between independent and “non-independent” parts.
A part is anything that can be distinguished in an object (Husserl 2001, p. 5, 29). An
independent part can also be called a piece (or portion), since it can be a separate object
of analysis. A dependent part is tied to other contents and cannot be separated in reality,
only in abstraction. Sometimes Husserl also calls a dependent part a moment or an
abstract part. Moreover, each part can be composed of other parts, thus it can also be
decomposed; the whole procedure of decomposition is iterative and assumes the
existence of different levels of decomposition. Husserl also introduces the relation of
foundation: “A content of the species A is founded upon a content of the species B, if
an A can by its essence (i.e. legally, in virtue of its specific nature) not exist, unless a B
also exists…” (Husserl 2001, p. 34). The relation of foundation is important because it
expresses the necessary (a priori necessity based on “material essences”) relations
between parts and wholes.

Let us consider an example of the perception of an apple tree. First, we see the tree’s
shape, the colors of its trunk, leaves and fruits. When we touch its bark, we experience
shapes, texture and temperature. We can also sense the smell of the fruits and hear the
leaves rustle in the wind. All these sensory contents are parts of the unitary experience
of an apple tree. Some of them are independent parts and can be analyzed as separate
pieces, others are non-independent (or abstract parts) because they need to be analyzed
in reference to one another. For instance, we can consider the shape of a leaf separately,
but a color cannot exist without a shape, and the tactile experience of texture without
extension. When we move around the object, the shape, the size of the parts and the
colors vary – these are partial moments of the perceptual experience. The whole
experience of the tree can be thus divided into different aspects containing different
sensory as well as representational contents.

Amore recent example of the decomposition of the contents of experience can be found
in the micro-phenomenological studies of first-person experience by Petitmengin et al.
(2019). The first-person descriptions from micro-phenomenological interviews are ana-
lyzed and decomposed in order to extract the structure of the studied experience. The
structural features are of two dimensions: synchronic (configuration of experiential contents
at a given moment) and diachronic (evolution of the experiential contents over time).

What is especially interesting for us here is that the decomposition of contents is
supplemented in Husserl with the decomposition of noetic functions. Units of
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meaning, or noemata in Husserlian terminology, identified in the decomposition of
contents are related to noetic functions. Thanks to noetic functions, sensory con-
tents are correlated with noematic (e.g. conceptual) contents, which can then be
expressed in the form of judgements. To put it differently, noetic functions play the
role of representational functions, which give meaning to sense-data by correlating
it with mental representations.

But Husserl was not satisfied with static decomposition. It was too formal and blind
to other than conceptual yet essential processes, which contributes to the experience.
Husserl saw that the simple dichotomy of sensory matter and noetic form did not cover
the whole process of the production of experience. He recognized that the level of
intentional functions related to the ego’s activity is just one amongst several levels of
constitution, including the level of passive synthesis. In order to explain the active as
well as passive synthesis of experience, Husserl develops the idea of genetic phenom-
enology, which aims to explain the genesis of the very process of constitution. As he
writes in a short essay entitled Static and Genetic Phenomenological Method:

“In a certain way, we can therefore distinguish ‘explanatory’ phenomenology as a
phenomenology of regulated genesis, and ‘descriptive’ phenomenology as a
phenomenology of possible, essential shapes (no matter how they have come to
pass) in pure consciousness and their teleological ordering in the realm of
possible reason under the headings, ‘object’ and ‘sense.’ In my lectures, I did
not say ‘descriptive,’ but rather ‘static’ phenomenology. The latter offers an
understanding of intentional accomplishment, especially of the accomplishment
of reason and its negata. It reveals to us the graduated levels of intentional objects
that emerge in founded apperceptions of a higher level as objective senses and in
functions of sense giving, and it reveals to us how they function in them, etc.”
(Husserl 1998, p. 629)

According to Husserl, the static approach, which describes the constitution of an
intentional object as “the product of an objectivating operation of the ego” (Husserl
1973, p. 72), should be supplemented by a genetic investigation which explains the
passive processes accompanying and influencing the acts of the ego. By active level of
constitution, Husserl understands all processes which are related to cognitive activities
and are accessible to awareness, so, for example, all contents which are attentively
intended in perception and expressed in acts of judgement. Noemata understood as
linguistic meanings, or as mental representations, are part of this active synthesis. The
passive level of constitution concerns processes which are not related to cognitive acts
but that still influence the contents of experience. For example, that includes the
processes of different sorts of associations: affectivity, kinesthesis and previous expe-
riences, which motivationally effect occurrent lived experience (see e.g. Welton 1982).
So genetic phenomenology enriches the static picture of hyletic content shaped by the
noetic activity. It discloses that under noetic functions there are motivational and
associative functions, which also contribute to our experience.

The shift from static to genetic analysis in Husserl’s work can be seen in the
development of his model of time-consciousness (Husserl 1991; for an overview see
e.g. Kortooms 2002; Landgrebe 1981; Warren 2009). A simple static model of time-
consciousness consists of intentional functions engaged in the production of a unitary
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experience of a temporal object (e.g. a melody). The general cognitive capacity to
produce the experience can be divided into three subfunctions, which are retention
(retaining in consciousness parts of the object which are no longer present), protention
(anticipating the parts of the object which are not yet present) and primal-impression
(sensory receptivity in the present moment). According to Husserl, we do not experi-
ence the momentary “now” of a temporal object as sensorially stimulating, but the
experience of “now” is a product of all these functions, which means that the sensory
core of “now” is always accompanied by retentional-protentional formations. Husserl
also divides the retentional function into two subfunctions: the so-called longitudinal
retention and transverse retention. The former is directed towards the “how” of the
stream of consciousness, namely, into succeeding phases synthesized into a non-
objectified continuity. The latter is directed towards what appears in the flow, i.e., a
temporal object.

The static model was later developed by Husserl and supplemented with the genetic
approach (Kortooms 2002, p. 175–284). For instance, Husserl includes different
functions of affectivity and embodiment in his considerations of the structure of
time-consciousness and shows that “the functions of corporeality belong to the func-
tions of the passive pre-constitution” (Landgrebe 1981, p. 56). Another addition to the
model were associative functions, i.e. associations with past experiences influencing
occurrent experience. Thus, the retentional function as described above was called
“near retention”, because it is involved with the production of our experience of the
living present, it retains the fading phases of perception, e.g. the phases of visual
adumbrations of perceptual objects; and for the associative process, Husserl introduced
a new term: “far retention” (Rodemeyer 2006, pp. 88–90). Far retention is not limited to
the current experience and reaches back to past experiences. It is a form of passive
association concerning a given perceived object. Far retention plays an important role
in object recognition, i.e. when we recognize an object, it’s meaning is enriched by
associations with previous experiences of that object.

To sum up, Husserlian phenomenology, as well as some of its contemporary
developments, apply an explanatory strategy of decomposition which shares similari-
ties with functional decomposition as applied in functionalism. Phenomenological
decomposition has two main levels: the decomposition of experiential contents and
related functions. But as Husserl argues, this is merely a descriptive method and it
should be supplemented with the explanatory genetic approach. The genetic approach
decomposes the passive processes (such as affectivity, embodiment, associations)
accompanying the activities of the ego.

5 Towards functionalist naturalization

If I am right and functional phenomenology can be read as similar to the functionalist
explanatory strategy, it is worth considering the consequences of such a claim for the
naturalization of phenomenology. Functionalist naturalization is addressed concisely in
the editors’ introduction to the volume Naturalizing Phenomenology as a plausible way
of non-reductively integrating phenomenology with cognitive science (Roy et al. 1999,
pp. 71–72). Two ways of applying functionalist naturalization to Husserlian phenom-
enology are mentioned. The first one consists in developing Husserlian terminology in
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the direction of functional computationalism. Such interpretations of Husserl were
proposed, as we have seen, by Dreyfus and McIntyre. Is the representational reading
of phenomenology a plausible approach to naturalization, as Roy et al. hypothesize?
McIntyre claims that “neither Fodor nor Husserl - neither cognitive science nor
transcendental phenomenology - claims to offer a naturalistic theory about how mental
processing actually takes place in human minds or brains” (McIntyre 1986, p. 103).
The reason for that is that both positions acknowledge “ontological neutrality”. Fur-
thermore, as McIntyre rightly argues, the strong computationalist reading of Husserl is
incorrect, because the semantic properties of intentional contents are irreducible to
syntactic ones. It seems therefore that another weaker notion of representation is needed
to pursue this approach to naturalization.

The second path towards functionalist naturalization is “based on the idea that
Husserlian phenomenological descriptions have an intrinsically functional dimension,
although not of a computational and causal nature” (Roy et al. 1999, p. 72). The editors
of the volume do not develop this idea further and quickly conclude: “the problem is,
therefore, to estimate to what extent such a functional dimension of phenomenology
can really open the doors to an integration of phenomenological descriptions into a
naturalist framework” (p. 72). In this section, I argue that the functional reading of
phenomenology proposed above reveals its “functional dimension” and opens a new
approach to naturalization.

The idea of functional phenomenology and the method of phenomenological de-
composition reveal that there is a functional dimension in phenomenological descrip-
tions. Putting it concisely, functional phenomenology describes and analyzes processes
which contribute to experiences of a certain type. Functional phenomenology can be
located at the same level as phenomenological psychology, which is different from the
transcendental level. In this way we avoid problems with naturalizing of the transcen-
dental and acknowledge the mutual relation between phenomenological theory and
empirical research.

But it is still not clear how description of that functional dimension is conducive to
naturalization, and how such naturalization should proceed. A short review of the
ongoing discussion about the theoretical integration of the cognitive sciences might
help in finding an answer (see e.g. Kaplan 2017). By theoretical integration of two or
more fields of study, I understand the integration of research from these fields without
eliminating or reducing any one of them (Darden and Maull 1977). Theoretical
integration is different from the idea of the unification of science (Oppenheim and
Putnam 1958); instead of inter-level reduction of one scientific level to another,
integrations seeks to create a multi-level pluralistic explanation. An example of such
a multilevel approach in cognitive science is the mechanistic model of explanation,
according to which different fields of research are integrated if they deliver constraints
on the space of possible mechanisms (Craver 2007).

It is a subject of ongoing debate what the status of integrated fields of research is, i.e.
whether they are integral parts of one multi-level explanation or if they are distinct yet
mutually constraining explanations. Roth and Cummins (2017) argue that functional
analysis is a distinct and autonomous explanatory strategy that delivers a functional
design of a target system’s capacity. The design does not entail structural decomposi-
tion, i.e. it does not say anything about how specific functions might map onto the
components of a possible physical mechanism. However, as Roth and Cummins
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conclude, the autonomy of functional explanation does not exclude that both functional
analysis and mechanism can constrain each other’s hypotheses (Roth and Cummins
2017, p. 40). On the contrary, Piccinini and Craver (2011) argue that functional
explanations are neither autonomous nor distinct because they lack explanatory power.
They can be perceived as incomplete mechanistic explanations. Accordingly, function-
al analysis delivers a functional sketch of the hypothetical mechanism responsible for
the target capacity.

They key notion in this discussion is explanatory autonomy. At first glance,
explanatory autonomy seems to be the inverse of reducibility, i.e. properties of one
level, say, psychological, are irreducible to properties of another level, say, neurobio-
logical, and thus the psychological level is autonomous. But this notion of autonomy
was invented at a time when the covering-law model of explanation was dominant
together with the idea of nomological reduction and the unification of science. A
different definition of autonomy has been proposed in the discourse surrounding the
explanatory integration of cognitive science: autonomy can be understood as the
independence of a scientific discipline in several domains. “One scientific enterprise
may be called autonomous from another if the former can choose (i) which phenomena
to explain, (ii) which observational and experimental techniques to use, (iii) which
vocabulary to adopt, and (iv) the precise way in which evidence from the other field
constrains its explanations” (Piccinini and Craver 2011, p. 288). The last domain is
crucial for integration.

Kaplan argues that explanatory autonomy can have degrees (Kaplan 2017, p. 3).
Accordingly, a scientific discipline can be completely or partially autonomous. For
instance, disciplines that investigate the same phenomenon from different points of
view are not completely independent in (i) choosing the phenomenon, therefore
they are not fully autonomous. Furthermore, it is often the case that the results of
one discipline investigating a phenomenon are relevant for another discipline
investigating the same phenomenon, and the relevancy can come in the form of
mutual constraints. However, their autonomy is maintained in the methods of
investigation they choose and the terminology in which their explanations are
formulated. For example, chronobiology and computational cognitive science study
circadian rhythms using different methods and analytical tools. The former model is
grounded in empirical observation and formulated in terms of dynamic systems
theory. The latter uses computational modelling in order to propose a hypothetical
mechanism responsible for particular behavior. However, by observing mutual
constraints, an integrated dynamic-mechanistic model can be achieved (Bechtel
and Abrahamsen 2010). Another example comes from explaining mental maladies,
such as schizophrenia, which are often informed by research from various fields of
research including psychiatry (also phenomenological psychiatry), psychology,
sociology, anthropology and, last but not least, neurobiology (e.g. Engel 1977;
Kendler et al. 2011). In this respect, these fields of research are not fully indepen-
dent from one another, but they mutually constrain each other.

Now, let us consider how functional phenomenology could fit into the theoretical
integration of cognitive science. First, let us notice that functional phenomenology as
an eidetic study of the structures of consciousness is not fully autonomous because
there are other fields of research on consciousness and the results from these fields can
constrain phenomenology, and vice versa. It is autonomous, however, in choosing its
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own methods of investigating and analyzing mental phenomena, such as decomposi-
tion and descriptive terminology. That being said, I do not believe that functional
phenomenology can deliver a complete explanation of cognitive capacities on its own.
It is unable to address causal relations or the structural organization of underlying
mechanisms. It is also limited in terms of experimental research and testing of
hypotheses. The key point is, however, the nature of cognitive phenomena, which
are complex and multifaced. In order to explain this class of phenomena, an integration
of different research fields including phenomenology is required. Phenomenology can
significantly contribute to an integrative explanation.

If the integrative framework does not aim to eliminate the descriptions and expla-
nations of the target phenomena proposed by other disciplines but rather seeks multi-
level integration of research fields, which constrain each other, then it can be conceived
as a non-reductionist strategy for naturalizing phenomenology. The idea of “mutual
constraints” (Varela 1996) or “mutual enlightenment” (Gallagher and Brøsted Sørensen
2006) is not new. But the possibility of naturalizing phenomenology depends on what
kind of constraints they are.

First, let us notice that a structural description of a target phenomenon already
constrains further research. As I argued above, phenomenology in its historical as well
as contemporary form can deliver structural (both synchronic and diachronic) descrip-
tions of the explanandum phenomenon. The most persuasive examples come from
phenomenological psychiatry, especially from studies of depression (Ratcliffe 2014)
and schizophrenia (e.g. Sass 2014). In these cases, phenomenological studies, often
supplemented by qualitative methods, managed to deliver descriptions of the maladies
that focus on their invariant structures. Such descriptions are not only informative for
explanatory purposes but also for therapeutic and diagnostic practice (e.g. Moskalewicz
et al. 2018; Parnas et al. 2005).

But my argument goes further. I propose to think of functional phenomenology as
an explanatory strategy similar to functional explanations in psychology. Phenomeno-
logical decomposition, in an analogous manner to functional decomposition, breaks
down the target capacity into a set of functions responsible for producing the experi-
ence under study. Let us consider visual perception as a brief example, and then how
phenomenological analysis can constrain a functional model of this capacity.

First of all, Husserl notices that although we see material objects, what is actually
perceived are an object’s adumbrations (Husserl 1982, p. 94). On the one hand, we
perceive and recognize the object of perception, and the object’s meaning (the noematic
core) remains constant. But, on the other, the flow of adumbrations changes in
accordance with bodily movements. Importantly, Husserl remarks that the co-
perceived adumbrations of an object are, to some extent, undetermined, but the
indeterminacy can also be reduced by bodily movements, i.e. bodily movements
generate new adumbrations, for instance, revealing a side of the object which was
previously not in view.

For Husserl, the body is “the organ of perception and is necessarily involved in all
perception” (Husserl 1989, p. 61). Visual perception is therefore an embodied process,
which is characterized by bodily spatial orientation and constitutes the visual perspec-
tive. As Husserl writes, “each thing that appears has eo ipso an orienting relation to the
Body, and this refers not only to what actually appears but to each thing that is
supposed to be able to appear” (Husserl 1989, p. 61). Another aspect of embodied
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perception is motility. The body is moving and thus it determines (in a motivational
sense) the successive adumbrations of a perceived object. At the same time, we feel our
body in movement in kinesthetic experience. As Husserl concludes, “we constantly
find here this two-fold articulation: kinesthetic sensations on the one side, the motivat-
ing; and the sensations of features on the other, the motivated. The like holds,
obviously, for touch and, similarly, everywhere. Perception is without exception a
unitary accomplishment which arises essentially out of the playing together of two
correlatively related functions” (Husserl 1989, p. 63). These two functions constitute an
“if-then” system of perception and action, i.e. if my body moves over there, then I will
see an object so and so.

Finally, visual perception is, for Husserl, an essentially temporal process (Husserl
1991), i.e. to see a material thing requires, on the one hand, retention of adumbrations
already past and, on the other hand, protention of adumbrations which are expected to
appear with respect to movement. If the protentional intentionality is fulfilled, i.e. the
objects continue to appear as expected, then the perception of objects goes on. When
the intention is not fulfilled, then the expectation is not satisfied and the process of
perception is interrupted, which can lead, for example, to modification of the meaning
of a perceptual object or change in bodily action.

To sum up, the Husserlian analysis of visual experience identifies several key
features of visual perception (adumbrations, spatial perspective, temporality) as well
as functions involved in the production of experience (sensory receptivity coupled with
bodily activity; retention and protention, which constitute a perceptual object in time).

What kind of constraints can we derive from this phenomenological analysis for the
cognitive science of vision? On a general level, phenomenology conceives visual
perception as an embodied and active process, thus perception should be conceived
as coupled with bodily action and dynamic spatial perspective. A more specific
constraint concerns the role of retention and protention, which suggest that visual
perception consists of cognitive functions of retaining the past content of visual
experience and anticipating it in the near future. It was recently argued that these
phenomenological constraints are best satisfied by the anticipation-fulfillment (AF)
model of visual perception (Madary 2017). The AF model assumes that vision includes
constant anticipation and fulfillment (or disappointment) of sensory content as a
consequence of self-generated movement (or its neural simulation in the case of an
inability to move). On a functional level, the AF model can be described in the
Bayesian predictive processing approach (Clark 2013, 2015). Accordingly, anticipation
is cashed out in terms of subpersonal inference based on a hierarchical probabilistic
model of the world. In short, the system computes the perceptual state that is most
likely to be next on the basis of prior probability, the likelihood of the hypothesis, and
the input data. The search for the neural mechanisms underlying predictive coding is
still at a very early stage, but there are hypotheses concerning cortical processing in
feedback connections (e.g. Madary 2017, pp. 123–128).

From the point of view of integrating phenomenology with cognitive science, it is
important to establish what kind of constraints phenomenological analysis can provide.
The Husserlian account of visual perception is not only a description of the
explanandum phenomenon, but it also includes an analysis of the capacity in order to
identify relevant cognitive functions. Thus, the constraints which phenomenological
analysis provides can be conceived as constraints concerning functionality, which a
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system has to implement in order to exhibit the studied capacity. The example of
predictive coding shows that phenomenological constraints can be satisfied by a
systemic-functional model. But let me stress that I am not claiming that the predictive
processing model corresponds exactly to the phenomenological model. Some authors
even contrast these approaches (Zahavi 2017; see Piekarski 2017 for a reply). I only
claim that it satisfies some of the functional constraints and shows how perceptual
anticipation can possibly be realized at a subpersonal level.

6 Conclusions

In the paper I considered two different functionalist interpretations of Husserlian
phenomenology. I argued that a strong computational reading of phenomenology is
implausible for several reasons. Another functionalist reading of phenomenology, one
which I argued for, adopts a methodological perspective and points to the similarities
between the explanatory strategy of functional analysis and the phenomenological
method of decomposition. I argued that Husserl developed an original notion of
intentional function and applied it to decompose experiences and identify the functions
responsible for the production of those experiences. According to this interpretation,
phenomenological descriptions of the intentional structure of experience can be read as
functional descriptions. Finally, I considered the implications of such a functionalist
reading for the project of naturalization. I argued that non-reductive naturalization
should be understood in terms of providing constraints and that functional phenome-
nological analyses can fulfil this demand by providing functional constraints on
possible functional and mechanical models of underlying mechanisms.
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