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Abstract
We present a novel model of individual people, online posts, and media plat-
forms to explain the online spread of epistemically toxic content such as fake 
news and suggest possible responses. We argue that a combination of techni-
cal features, such as the algorithmically curated feed structure, and social 
features, such as the absence of stable social-epistemic norms of posting and 
sharing in social media, is largely responsible for the unchecked spread of 
epistemically toxic content online. Sharing constitutes a distinctive commu-
nicative act, governed by a dedicated norm and motivated to a large extent 
by social identity maintenance. But confusion about this norm and its lack 
of inherent epistemic checks lead readers to misunderstand posts, attribute 
excess or insufficient credibility to posts, and allow posters to evade epis-
temic accountability—all contributing to the spread of epistemically toxic 
content online. This spread can be effectively addressed if (1) people and 
platforms add significantly more context to shared posts and (2) platforms 
nudge people to develop and follow recognized epistemic norms of posting 
and sharing.

Keywords Social epistemology · Testimony · New media · Sharing · Norm of 
assertion · Technological possibility

The unchecked spread of epistemically toxic content online has seen a surge of hand-
wringing attention from journalists and scholars (including philosophers) in the last 
decade, especially since the 2016 US presidential election. Often discussed under the 
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banners of “misinformation” or “fake news,”1 we adopt the general term “epistemi-
cally toxic content” to highlight the purported problematic feature of such content: it 
damages our epistemic environment.2 This damage has been supposed to be at the root 
of crises for democracy, news media, culture, and so on. However, as we will argue, 
neither the prominence nor the worst effects of epistemically toxic content are inevi-
table: they are consequences of the specific social and technical systems currently in 
operation. We present a novel three-part model of individual people, online posts, and 
media platforms. We argue that online sharing constitutes a distinctive communicative 
act, governed by a dedicated non-epistemic norm. We identify several causes for the 
lack of a stable norm of sharing, most prominently online context collapse. We argue 
that an unstable and unclear norm of sharing, which lacks inherent epistemic checks, 
contributes to the spread of epistemically toxic content. It also leads readers to misun-
derstand posts or attribute excess or insufficient credibility to posts, and it allows post-
ers to evade epistemic accountability for harmful posts.

We argue that the spread of epistemically toxic content online can be effectively 
addressed if (1) people and platforms significantly add more contextual information 
to shared posts and (2) platforms nudge people to develop and adhere to recognized 
epistemic norms for posting.

1  People, posts, and platforms

This section proposes a threefold model of the media environment. First, the media 
environment consists of people, who create, interpret, and interact with posts using 
operations the platform affords and a corresponding conceptual idea of how and why 
to use the platform. Second, it consists of posts, the atomic units of content, which 
may be self-contained or refer to other content. People create and interpret posts 
according to their motivations and their beliefs about the media, and decide which 
platform-provisioned operation(s) to perform. Third, it consists of platforms, which 
supply people with content in the form of a set of posts, and afford people operations 
to perform on those posts, such as reporting, “reactions” like “likes” or smiley faces, 
reposting, replying, making a new post, or simply scrolling.

We understand the connection between people, posts, and platform in terms of 
“technological possibility” (Record, 2013; Miller and Record, 2013; Record and 
Miller, 2018) or “affordance” (Davis, 2020; Kiran and Verbeek 2010), which 
depends on access to both the conceptual and material means to carry out a 
course of action, and its cousin, practicability. Where technological possibility 
sets a theoretical limit for what can be accomplished given access to technol-
ogy, in practice, our range of activities is narrowed to those we consider practi-
cable given our goals. New technology makes previously impracticable actions 

2 Phillips and Milner (2021) and Frost-Arnold (2021a) fruitfully explore the metaphor of a polluted 
media landscape.

1 Anderau (2021) provides a thorough review of definitions of “fake news”; Coady (2019; 2021) criti-
cizes the term fake news as serving the function of silencing views that are inconvenient to the hegem-
ony.
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practicable. Such enlivened possibilities effectively change existing standards of 
moral and epistemic responsibility since our normative expectations for responsible 
conduct are tied to what a subject can do in practice to bring about desirable results 
or prevent undesirable ones (Record, 2013; Miller and Record, 2013).

Social media platforms provide users with a limited set of constantly changing opera-
tions to create, read, and engage with posts. Six material properties of posts are espe-
cially relevant for understanding people’s engagement: modularity, algorithmic surfac-
ing, adjacency, archivability, modifiability, and accessibility.3 The first four properties 
help determine what platform users see when they log on. Many platforms divide content 
into modules called posts. Modularity contributes to the problem of context collapse dis-
cussed in Sect. 3. The largest platforms surface posts algorithmically. The detailed opera-
tion of these algorithms is secret (cf. Miller and Record, 2013), but it appears that in 
pursuit of “engagement” or attention, they amplify some content to the point it becomes 
epistemically toxic.4 The algorithm’s fixation on engagement leads to unintended con-
sequences for other dimensions of the media landscape, such as truth. While platforms 
allow threading or connecting related content, each thread is placed adjacent to unre-
lated partners. Where many traditional media publications distinguish different kinds of 
content, separating commentary from news, for example, social media treats all content 
impartially, algorithmically flattening them to one preeminent dimension: engagement 
scores.5 Posts are also archivable, meaning they can be resurfaced and shown out of time.

The other two properties of social media platforms help shape what people can do 
on the platform. Posts are accessible and modifiable: nearly anyone can participate in 
light or heavy ways. In addition to reading and creating posts, people can report a post, 
apply a “reaction” like “like” or a smiley face, repost, or reply. Modifiability is a key 
feature of Web 2.0, which allows participatory culture to scale. Participatory culture 
assumes that the audience has a great deal of autonomy to act within the media space, 
unlike some traditional media forms, where the audience has been assumed to be pas-
sive.6 Some of these ways of engaging with content are extremely lightweight as com-
pared to the relatively heavyweight correctives some critics suggest, which makes an 
important difference in which activities are practicable, as we will see in Sect. 5.

2  Media ideologies

In addition to the material means of peoples’ interactions with social media plat-
forms, conceptual means of engaging also shape which activities are more or 
less practicable for a particular person. Conceptual means center on what Ilana 

3 Marwick (2018), Phillips and Milner (2018), and Ben Thompson of stratechery.com were important 
influences for this list.
4 There is not universal agreement on this point. But see Alfano et al. (2021) for a recent discussion of 
the mechanisms involved.
5 Thanks to a reviewer for helping us moderate this claim. As Coady (2019) discusses, the distinction 
between “traditional” and “online” or “social” media are often overblown. Nevertheless, we think the 
short feedback loop of social media algorithms does make an important difference.
6 See Marwick (2018) for further discussion of participatory culture.
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Gershon (2010) calls a “media ideology”: a person’s system of beliefs about how 
a medium communicates and structures communication. People conceive of Twit-
ter, text messages, voice calls, and video chats differently partly for the differ-
ent actions they afford. But media ideology is not just about material differences. 
People use video conferencing differently with friends than colleagues, or may 
use personal and work email accounts differently. People use identical technolo-
gies differently in different contexts because they have different media ideologies 
about their use within those contexts.

Gershon identifies several dimensions on which people evaluate media, 
including formality—for example, young people think of email as formal, 
while older people think of email as informal—and similarity to other media 
or face-to-face conversation. Media ideology helps us understand the difference 
between asking someone for coffee on Facebook (a request for a date) versus 
LinkedIn (a request for an informational interview). Media ideologies must be 
at least partially shared for communication to succeed. Media ideologies can 
also be highly personal:

The Break: Halle and Doug have been dating for a few weeks. They have 
been texting jokes to each other. Suddenly Doug texts Halle a serious break-
ing-up message. Halle does not interpret Doug’s message correctly, because 
it violates their shared media ideology about texting and contradicts her sec-
ond-order information (Gershon 2010, 20–21).

Gershon writes that there is nothing materially inherent in a medium to make 
a certain media ideology about it more correct (2010, 21). Gershon is right to 
credit people with autonomy in meaning-making. Twitter users created hashtags 
as an informal but searchable tag for their posts (using an octothorpe, “#,” to sig-
nify the tag) before the platform adopted them into the official feature set. Twitter 
and SMS users escape the character limit by threading multiple posts together. 
It is said, disparagingly, “you just can’t be formal in 140 characters.” This is not 
true: telegrams and certain newsprint stories, such as death notices, have a long 
tradition of formality and brevity. Nevertheless, current shared media ideologies 
may well preclude formality in brief media.

That said, unlike Gershon, we think that a medium’s technological features 
such as message length do restrict possible media ideologies. For example, when 
the only possible reaction to a Facebook post was like, users felt unease “liking” 
a sad post, such as a death announcement. The introduction of the “sad” reaction 
solved this problem and settled as the appropriate reaction to a mourning post. 
We stress this because our solution to the spread of epistemically toxic content 
makes use of platforms’ ability to restrict users’ possible media ideologies.

Through qualitative research, Gershon has found that new-media ideologies 
significantly differ between people and are not shared among people of the same 
class, generation, race, or other demographic groupings. One reason for this vari-
ability is that new media are constantly changing feature sets, not allowing media 
ideologies to stabilize. Furthermore, a change to the conceptual idea about a 
medium or its material properties can disrupt the equilibrium, triggering a new 
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round of conceptual and material adjustments.7 Importantly, people are unaware 
that other people do not share their media ideologies.8

3  Context collapse

In the previous sections, we characterized the interrelations between people, plat-
forms, and posts using the concepts of technological possibility and media ideolo-
gies. We argued that technological possibilities partly shape practicable actions 
and the normative standards associated with them, as well as users’ media ideolo-
gies. One such novel possibility afforded by social media is posting to wide, mul-
tiple audiences, including strangers. Social media also allows members of different 
audiences to mutually interact in the same post. Media technology currently does 
not allow people to effectively distinguish or separate between different audiences 
or identify which person belongs to which crowd. In this section, we discuss these 
novel possibilities and in the next section their implications to the spread of epis-
temically toxic content.

Alice Marwick and danah boyd (2011) introduce the term “context collapse” to 
describe the collapse of multiple conversation contexts into one context on social 
media:

We present ourselves differently based on who we are talking to and where the 
conversation takes place – social contexts like a job interview, trivia night at a 
bar, or dinner with a partner differ in their norms and expectations. The same 
goes for socializing online. Participants have a sense of audience in every 
mediated conversation, whether on instant messenger or through blog com-
ments. This audience is often imagined and constructed by an individual in 
order to present themselves appropriately, based on technological affordances 
and immediate social context (2011, 114–115). 

On Facebook and Twitter, a single post has multiple audiences. Some of its read-
ers may know the poster personally outside the platforms, some may know her only 
from the platform, and some may not know her at all. Audience members may come 

7 This pattern is reminiscent of one described by social constructivists of technology in terms of “inter-
pretive flexibility” and “closure” (Bijker et al., 1987).
8 Gershon conducted her original research in 2008, when she studied undergraduate students’ romantic 
breakups on social media. In 2018, she followed up on her research, and found out that media ideologies 
among undergraduate students have largely stabilized. One factor responsible for this stabilization is a 
coming of age of the media. Specifically, different platforms (Snapchat, Instagram, etc.) provide simi-
lar affordances, which allow for a shared interpretation of the meaning of the messages sent through 
them. On the other hand, when different media provide different affordances, a sender’s deliberate choice 
of one medium over another provides the receiver further contextual information that helps her better 
interpret the message (Gershon 2020). It seems that in 2018, Gershon is less committed than in 2008 
to the view that media ideologies are largely detached from the material capacities of a medium, which 
are exemplified in the action possibilities it affords. We see her revised stance as supporting our general 
approach in this paper.
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from different geographical locations, speak different languages, and belong to 
social circles and clusters (work, family, neighborhood) that do not mix offline.

To correctly understand a post, its audience must fill in information gaps. What 
is this post about? Is it serious or a joke? Is the poster’s stance toward the post pos-
itive, negative, or neutral? To answer such questions, audience members draw on 
their own knowledge of the poster and the post’s subject matter, their background 
assumptions, and experience. Context collapse means that audiences with different 
media ideologies, background knowledge, assumptions, and expectations find them-
selves in the same media context, reading the same post and mutually interacting.

When context collapses, a post may become scandalous. The people who posted 
it or appear in it lose control of its interpretation and spread. Ordinary people, who 
have allegedly violated a social norm, may become the target of disproportional 
shaming.

In Joke: In 2013, a British PR woman, who had about 170 followers, tweeted 
“Going to Africa, Hope I don’t get AIDS. Just kidding, I’m white!” just before 
she boarded a flight from London to Cape Town. She intended this tweet as a 
private joke among her friends about her white privilege. She counted on the 
followers not to interpret the joke as racist. But by the time she landed, she had 
become the target of mass shaming, to the extent people were stalking her in 
the airport. Her tweet became viral. It was shared by millions, who denounced 
her as racist. She was fired, and could not find another job, because her tweet 
continued to appear when people Googled her name (Ronson 2015, 63–74). 
This is just one example of many with a similar pattern.9

In Joke illustrates how context collapse may cause a joke to go horribly wrong 
when it escapes its intended context. Context collapse may also work the other way 
by allowing posters to evade epistemic and moral responsibility for their posts, by 
pretending that their post was a misunderstood joke:

Waldorf Astoria: In August 2020, Shimon Riklin, an Israeli right-wing jour-
nalist, tweeted that he was denied access to the Waldorf Astoria Jerusalem 
Hotel because he was not part of the protests against PM Netanyahu in Jeru-
salem at that time. His tweet was widely shared. Several hours later, the hotel 
spokesman tweeted that the hotel CCTV footage revealed that Riklin had not 
tried to enter the hotel. In response, Riklin tweeted that his original tweet was 
a “joke,” and accused the hotel management of lacking a sense of humor. Rik-
lin later deleted his original tweet.10

Requiring posters to completely specify their meaning in total detail is not prac-
tical, because much of what we communicate is not in what we say. According to 
Paul Grice (1989), many of the things we learn from what other people say is not 

10 Screenshots of the correspondence are available at twitter.com/aradboaz/ status/ 129039 1598 7910 00071.

9 Frost-Arnold (2021b) has independently developed a similar analysis of the epistemic pitfalls of con-
text collapse. For more cases, see Ronson (2015), Detel (2013), and Poerksen & Detel (2014).
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explicitly said by them. Rather, we legitimately infer things (“conversational impli-
catures”) according to conventional maxims. Consider the following exchange:

Pit Stop:
Passenger: “I’m hungry.”
Driver: “There’s a gas station two kilometers ahead.”

The passenger would be warranted inferring that they will stop at that gas station, 
where food will be available. Spelling this out in fine detail would feel pedantic, 
even insulting, to the passenger.

In different contexts, people need to be more or less certain of the information 
they share, more or less detailed, hew more or less to the agreed upon topic, etc. 
When context collapses, the clues for assessing implicatures are gone, raising the 
likelihood of mistakes. This collapse of known implicatures occurs online in part 
because of the structuring of content into atomic posts that are placed adjacent to 
one another in a feed, in part because of the behaviors of posters online, and in part 
because the content of posts themselves rarely conveys the details of its originating 
context.

4  The norm of sharing

After having introduced the theoretical framework, in this section, we discuss toxic 
content spread through posting and sharing, which we address as norm-governed 
actions.

Many actions are norm-guided. Dress norms dictate what people wear to an aca-
demic conference, a business meeting, or the beach. Norms determine the order in 
which customers are served at the supermarket checkout or board a bus. Conversa-
tional norms determine the appropriate tone of voice and choice of words in differ-
ent circumstances. Norms vary between periods, cultures, places, groups, and even 
households. Norms can be violated. One may violate a norm intentionally, to attract 
attention, to protest against it, or just because one cannot be bothered to follow it, or 
unintentionally, not knowing that it prevails.

What kind of norm governs sharing? A plausible starting point is to look to ordi-
nary conversational norms. For example, we acquire many beliefs from others’ say-
so. Assertion, the speech act of telling, informing, or offering testimony,11 is guided 
by an epistemic norm, namely, a norm that pertains to the truth, validity, or certainty 
of the assertion. This norm is evident when we expect people to tell the truth, or 
qualify their claims when they are unsure. Non-epistemic norms, such as politeness, 
also govern assertion.

According to Timothy Williamson (2000, Ch. 11), knowledge is the norm 
of assertion: one should assert only what she knows. Williamson’s argument is 
straightforward: knowledge is the norm of assertion because assertion is the speech 

11 There is a debate whether telling covers all cases of testimony, and whether technologies can give tes-
timony or only humans. See Freiman and Miller (2020).
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act whose function is to transmit knowledge. This is why an assertion is challenged 
by “how do you know?.”

But there are problems with Williamson’s hypothesis. Sometimes people legit-
imately assert although they do not know, apparently without violating the norm. 
Such assertions may be demanded or encouraged by a norm. The literature is now 
filled with cases in which people seem to legitimately assert claims that fall short 
of knowledge, and with alternative suggested formulations of the norm of assertion 
(Benton, 2020). The norm of assertion has also been studied empirically, and the 
results seem inconclusive.12

A possible explanation of the plurality of such cases is that the norm of assertion 
is contextual. Making this case, Goldberg (2015. Ch. 9) notes that philosophers nor-
mally assert things they do not know, do not take themselves to know, and are not 
taken by their audience to know. So it is in politics and religion, and as Dang and 
Bright (2021) argue, in science.

In this paper, we endorse the view that the norm of assertion is contextual, or at 
least, if there is a general norm of assertion, it is overridable in specific contexts. 
Taking a cue from Goldberg (2015, Ch. 10), we roughly characterize a contextual 
norm of assertion as follows:

Contextual-norm-of-assertion: assert that p only if p satisfies your audience’s 
information needs in terms of quality.

If the norm of assertion is contextual, context collapse and media ideologies 
explain its instability. Context collapse means there is no single audience with a 
distinctive set of information needs. Epistemic expectations may vary significantly 
among readers interpreting the same assertion made in the same post. When users’ 
perception about the correct norms that operate in a context are affected by the 
medium in which the assertion (or other communicative act) is made, then the norm 
of assertion, or beliefs about it, are part of users’ media ideologies.

The following example illustrates how the absence of stable epistemic norms 
allows users to evade responsibility for their posts:

Election photo: On September 19, 2019, Israeli election day, Yair Netanyahu, 
son of PM Benjamin Netanyahu, retweeted a post that urged Netanyahu sup-
porters to vote, claiming that voting rates in the Arab sector were unusually 
high (Israeli-Arab voters typically oppose PM Netanyahu). The post was 
accompanied with a photo of Arab-looking people standing in line for ballots. 
It turned out, however, that the photo was taken in Turkey. Because the photo 
is not related to the claim, some may regard this post as deceptive. But Net-
anyahu Jr. might argue that the photo was an illustration photo, which did not 
purport to show actual Israeli-Arab voters. While in established printed and 
online media, there is a clear norm that illustration photos should be labeled as 
such, there is no such norm in social media. Additionally, it was unclear who 
stood behind the account of the original post that Netanyahu Jr. retweeted; 

12 See Kneer (2018) versus Turri (2020).
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thus, he could claim he was not personally responsible for the truth of the 
post.13

Unstable norms not only allow posters to evade responsibility, but also may nega-
tively affect readers’ belief formation. Regina Rini (2017) argues that the cumulative 
weight of many likes and users’ repeated exposure to comforting views lower their 
skeptical defenses and make them believe fake news. She characterizes online post-
ing as bent testimony. Rini writes:

The epistemic relationship between testifier and testimony [online] is ambigu-
ous, as we haven’t yet settled on a norm whereby sharing entails assertion. 
Nevertheless, many of us treat social media sharing as if it were ordinary testi-
mony, at least until something goes wrong (2017, E48).

Rini’s analysis is on the right track, but Rini wrongly treats all online posts and 
shares as testimony.14 Posting is not a distinct communicative act and cannot be ana-
lyzed according to a single standard. Online posts consist of a variety of communi-
cative acts: assertive acts, directive acts; commissive acts, such as offering, promis-
ing, refusing, vowing and volunteering; expressive acts, such as congratulations; and 
declarative acts (Banikalef & Bataineh 2017). Only some of these types of posts 
admit of the analysis Rini provides.15

By contrast, as Emanuele Arielli (2018) argues, sharing, i.e., reposting or retweet-
ing someone else’s post, where the original post or tweet is embedded within a new 
post, is a distinct communicative act:

while publicly posting a link to a content simply means to show that content 
to other viewers, explicitly sharing that link […] is a directive calling for other 
people’s attention and, at the same time, an assertion about the relevance or 
“shareworthiness” of what is pointed to […] An act of sharing is therefore a 
speech act whose aim is to direct the attention of other people to a content, 
stating (or expressing) its shareworthiness (Arielli, 2018, 253, emphasis is the 
origin).

We may thus formulate the norm of sharing as something like this:

Norm-of-sharing: share post x only if x is worthy of attention.16

This formulation is almost trivial, but nevertheless allows us to see why the norm 
is unstable. What is “worthy of attention” will depend on the particularities of the 
context, which, as noted, is rarely clear online. Indeed, it is often unclear why peo-
ple want to draw others’ attention to a post. They may mean to communicate “I 
believe this,” “I don’t believe this!,” or “What do you think of this?.” We can add 

13 Screenshots of the post and the revelation that the photo is from Turkey are available at twitter.com/ Sr
ugimNews/ status/ 1173924299704590336.
14 In a footnote, Rini (2017, E60, fn. 10) acknowledges this difficulty.
15 Cf. Marin: “For users, the norms for sharing are clearly different than those of posting, yet what these 
norms are is hard to tell” (2021, 365).
16 We thank Sandy Goldberg for helping us reach this formulation.
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a meta-level: “I want you to believe this,” “I want you to believe I believe this,” “I 
want you to believe I am in the know,” and then the meta-meta: “I am trolling you” 
and “I want you to believe this, but not blame me for it.” The latter is arguably the 
case when former President Trump says or tweets “people are saying X” for some 
outrageous X.

Social identity maintenance is a prominent motivation for sharing. Sometimes a 
user shares a post because she has an overriding desire to be credited as the first 
who shared a piece of information in a group, in case it proves true (Gelfert, 2013). 
Another purpose of sharing, which explains why some people share posts without 
even reading beyond their title, is to maintain their reputation: to signal to seemingly 
like-minded people that they hold the same views, and reinforce their membership 
in the same group (Origgi, 2018, Ch. 3). People also share to appear helpful or gain 
social currency, namely, appear trendy, cool, and in the loop (Berger, 2013; Chakra-
barti et al., 2018).

As in testimony, context collapse leads to an unstable norm of sharing, because 
different audiences have different standards for shareworthiness, and this in turn 
may lead to the spread of epistemically toxic content due to confusion about what 
makes the post worthy of attention. The norm of sharing, however, unlike the norm 
of testimony, is not epistemic, as it lacks checks on the epistemic standing of the 
content being shared. This lack may further facilitate the spread of epistemically 
toxic content.

While the norm of sharing is not epistemic, applying it to a specific context may 
have epistemic dimensions, around which there may be confusion and ambiguity, 
which may foster the spread of epistemically toxic content. If the original post (the 
one shared) consists of an assertion, the epistemic norm of assertion and users’ nor-
mative epistemic expectations that follow from it may transfer to the act of sharing. 
Namely, posters’ and readers’ judgment of its shareworthiness may depend on its 
perceived truth or validity.

Empirical research suggests that there are two competing norms of shar-
ing (fake) news stories: a non-epistemic norm and an epistemic norm. The non-
epistemic norm is something like “regardless whether post x is actually true or 
false, share x only if x would be interesting if x were in fact true.” The prevalence 
of this norm is backed by experiments that show that while people identify fake 
news as fake, they still share it if they judge it to be interesting if it is nevertheless 
true (Altay et al., 2021; cf. Pennycook et al., 2020). The second, competing epis-
temic norm is something like “share post x only if two conditions obtain: (1) x is 
true (or known or justified)17; (2) x is interesting.” In the second formulation, but 
not in the first, the post’s having a positive epistemic standing is a necessary con-
dition for its being considered shareworthy. The prevalence of the second norm is 
backed by empirical research that shows that users are generally reluctant to share 
fake news because they—correctly—fear harming their online reputation (Altay 
et al., 2020).

17 We hypothesize that the exact condition is derivable from the norm of assertion that operates in that 
context.
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Another epistemic dimension of the application of the norm of sharing to fac-
tive posts is ambiguity about who bears epistemic responsibility for it (recall 
Election Photo and see Twitter Favoritism below). As Wright (2021, 250) writes:

Re-posting without comment does not disambiguate the purpose of sharing. 
If the content of the re-posted article turns out to be false, the re-poster can 
deny responsibility [...] Regardless of the poster’s intention, re-posting puts 
audience members in touch with a source, and it provides the audience with 
at least some evidence that the re-poster trusts the site.

Empirical research suggests that here also two competing norms exist. One is 
“sharing is an endorsement”, while the other is “sharing is not an endorsement.” 
Which of these norms is correct and when is hotly debated in the courtroom in 
online defamation cases and outside it (Allen, 2014; Arielli, 2018; Marsili, 2021; 
Perry, 2021). Many people include the line “RT ≠ endorsement” (“retweets do not 
equal endorsement”) in their Twitter profile as a sort of blanket self-exculpation.

So far, we discussed sharing seemingly informative posts, and argued that peo-
ple simultaneously apply two competing norms to them, a non-epistemic norm 
and an epistemic one. When people share, however, they “are not necessarily 
looking to inform others: they share stories (and pictures, and videos) to express 
themselves and broadcast their identity, affiliations, values, and norms” (Mar-
wick, 2018, 505). Unfortunately, truth and validation may be a resource deployed 
in pursuit of these goals, but it is not the whole ballgame.

Much online behavior is best understood as seeking to produce a coherent 
story—whether true or not. Introne et  al. (2018) recount an online community 
dedicated to the reality of Stargates, alien artifacts that create wormholes to other 
worlds. People in this community employ “unconventional epistemic strategies” 
to weave various pieces of evidence together into a coherent narrative. These 
strategies include “extrapolating from unconventional sources of evidence” 
including fictional accounts of Stargates; “rejection of rigorous research” that is 
not compatible with the group’s central dogma; and “unwarranted use of conven-
tional knowledge,” such as deploying popular accounts of quantum mechanical 
effects as evidence of the plausibility of Stargates (2018, 2). Such epistemic strat-
egies exist not just in fringe Internet communities. “Close reading,” a strategy 
familiar in religious studies, is sometimes applied to news, quotes or tweets from 
political figures, or legislation, to find evidence of deep truths or of partisan “fake 
news” (Marwick, 2018).

Introne et  al. and Marwick argue that these strategies do not aim to assess 
the veracity of claims, but to produce verisimilitude with an existing worldview. 
People engage with social media to construct a predetermined narrative. Readers 
engage in motivated reasoning, taking advantage of the polysemy of posts, and 
employing strategies like the above to integrate the post into their understanding 
of the world, as in the following example.

Twitter favoritism: A Twitter post from President Donald Trump reshares and 
extends content originating a post that describes favoritism toward one candidate for 
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President by Twitter (Fig. 1). The link leads to the website The Babylon Bee, 
which looks like a legitimate news site. This post, however, is a satirical joke. 
To get the joke, the reader must correctly identify the context, namely, know 
or infer that The Babylon Bee is a satirical website. Many of the reactions and 
replies suggest that many in the audience, perhaps including the President, are 
unaware of the satire.

Twitter favoritism is illustrative. Lynch (2019, Ch. 2) singles out “outrage” as 
a primary driver of sharing. Indeed, some empirical evidence supports that high-
arousal emotions, especially negative ones, are among six causes of virality (Berger 
2013, Ch. 3).18 However, Twitter favoritism shows that outrage itself is not always 
the driver of virality; rather, outrage is sometimes a symptom of norm instability. 
That is, a reader’s outrage in this case is a result of her misunderstanding the claim 
as true. Moreover, people commented on Trump’s tweet noting that the story was a 
satirical fake, but their comments did not prevent others from expressing anger or 
sharing it as if it were true. This fact is consistent with the finding that many peo-
ple share posts without reading beyond their title (Gabielkov et  al., 2016), which 
Lynch explains as an expression of outrage, while Origgi (2018, Ch. 3) and Gan-
apini (2021) explain as a signal to like-minded people intended to reinforce their 
membership in the same social group. In any case, visible contextual information 
which would make clear that the post is satire, or enforceable norms which would 
require someone who shares a post in error to retract it could mitigate the spread of 
such a post (we expand about these suggestions in Sect. 5).

To conclude, the confusion around and instability of the norms of posting and 
sharing, which contribute to the spread of epistemically toxic content, are multilay-
ered. Context collapse and diverse media ideologies among users are two contribut-
ing factors to this instability and confusion. Additionally, unlike the norm of asser-
tion, the norm of sharing is non-epistemic. The lack of inherent epistemic checks in 
the norm contributes to the ease with which falsehoods and unsubstantiated claims 
spread online. Even when epistemic considerations play a role in users’ judgments 
of whether a post is shareworthy, they do so inconsistently.

This layered confusion and instability also result in users’ miscalibrated expecta-
tions about the truth and validity of the shared information, which in turn causes 
users to misevaluate posts’ and posters’ credibility, which in turn affects their belief 
formation and decision whether to reshare the post. It also creates uncertainty as to 

18 Berger’s theory, however, cannot explain all cases of viral content. For example, in 2019, a photo of 
an ordinary egg with the caption “Let’s set a world record together and get the most liked post on Insta-
gram” received 18.4 million likes within 10 days, and became most-liked Instagram post of all time. An 
alternative theory that can potentially explain this case is Nahon and Hemsley (2013) gatekeeping theory 
of virality. A gatekeeper is an agent who can transfer information to others or block it. According to this 
theory, content becomes viral when it triggers a chain reaction among gatekeepers of two kinds: (1) a 
gatekeeper with many followers and (2) a gatekeeper with diverse followers in separate social clusters 
(2013, Ch. 3). While certain attributes of the content, such as its being remarkable or outrageous, are 
a catalyst of virality, they are neither necessary nor sufficient for its becoming viral (2013, 61–67). The 
primary factor that makes content viral is who spreads it. Moreover, a gatekeeper’s perceived trustworthi-
ness on a given message is relevant to users’ decision to pass it on (2013, 49).
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who is responsible for the shared post, which may allow posters to evade responsi-
bility for information they share.

This is all a result of the interplay between users, platforms, and posts through 
technological and conceptual possibilities. These possibilities can be changed for 
the better through technology design and construction. A workable response to the 
challenges outlined above would need to address the warring incentives of sharing 
identity (for people), platform fixation on engagement crowding out truth, context 
collapse that derives from unstable media ideologies, the modular structure of the 
feed, and the ambiguous influence of the norm of sharing.

5  Proposed solutions

A solution to the spread of epistemically toxic content online should address the 
arms race between sharing identity and platform engagement, context collapse, 
unstable media ideology, and the ambiguous influence of the norm of sharing. 
To be successful, a solution should acknowledge the autonomy of platform users 

Fig. 1  A Twitter post from US 
President Donald Trump reshar-
ing satirical content (October 
16, 2020)
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to reinterpret platform-provisioned operations, and at the same time should resist 
silencing marginal voices. In this section, we hypothesize about possible interven-
tions that should prove effective if our theoretical argument in this paper is right.19 
Our proposed interventions involve both people and the platform.

An advantage of our proposed solution is that they do not involve content moni-
toring and censorship by platform providers, for which some scholars call (Gillespie, 
2018; O’Conor & Weatherall 2019, 184). While we think that providers bear epis-
temic responsibility for the content that appears on their platforms, and we have 
elsewhere even argued that in some cases they should block certain kinds of con-
tent (Miller and Record, 2017); we also think that giving monopolistic mega-cor-
porations the license to filter content for truth, hence the de facto power to deter-
mine what is true and false, should not be the first resort in addressing the problem. 
Another consideration against content monitoring is that Internet platforms have an 
inauspicious track record in transparently monitoring posts for offensive content or 
in giving users proper channels to appeal their decisions (Schwarz, 2019; Vaccaro 
et al., 2020). States similarly do not have a good track record regulating free flow of 
politically inconvenient information, and they may be even less trustworthy than pri-
vate corporations (Coady, 2019; Origgi, 2013; Tufekci, 2017). Our approach nudges 
users towards epistemically responsible online sharing, and we think it should be 
generally preferred over top-down filtering-based solutions.20

While our approach is based on content monitoring by Internet platforms, it does 
require them to make changes in their interface that may result in decreased traf-
fic, hence be against their commercial interests. We are not naive to think that all 
platforms will happily and voluntarily do so, but we think that they may cave in to 
public or regulatory pressure to do so, as they have done in the past.

5.1  Set explicit norms

People can set explicit norms for spaces they have influence over, such as Facebook 
Groups, communities, or their own “walls.” Collectively, people can extend this idea 

19 Empirical tests of our hypotheses are in progress. Several experiments that test the efficacy of con-
crete interventions derived from the theoretical framework developed in this paper have been conducted. 
Their results seem promising. They are being prepared for publication.
20 Another approach is to outsource content monitoring to independent fact-checking organizations. We 
think that this approach may be effective against certain types of posts, such as widely-shared scams 
or blunt falsehoods, but it has its limitations. First, it has been argued that fact-checking organizations 
unjustifiably claim to conclusively verify statements that are inherently uncertain and to make decisive 
judgments regarding claims that involve legitimate semantic ambiguity (Uscinski & Butler 2013; for 
rejoinder, see Amazeen 2015). Second, heavy reliance on fact-checking reverts new media to epistemic 
gatekeeping practices of old media, which may silence legitimate voices of members of underrepresented 
and marginalized groups. Third, and most important for this paper, fact checking is mostly effective 
against widely shared posts or posts in widely followed pages, but fact-checking organizations do not 
have the resources to monitor the vast amount of toxic posts made and shared by regular users, which our 
approach specifically targets. Last, some think that fact-checking and content-filtering can be automated. 
We remain skeptic, but addressing this issue exceeds the scope of this paper. For some critical discus-
sion, see Gelfert (2021).
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to the single-context spaces of Twitter and Facebook, by modeling preferred behav-
ior and coaching others.

WhatsApp campaign: This idea is captured in an advertisement campaign 
that Meta-owned WhatsApp launched on radio, television, and YouTube 
in India in 2018. WhatsApp is the most commonly used instant-messaging 
platform in India. The campaign included three short video advertisements, 
in which an ordinary user sees a post shared by another user, which con-
tains a rumor. For example, a young woman is active in her family’s What-
sApp group. Her uncle shares an unsubstantiated rumor to the group, and 
she intervenes by calling him and asking him whether he had proof or just 
forwarded it. He says he does not, and that he is only sharing a post shared 
with him. She explains the potential violent consequences of sharing epis-
temically toxic posts and convinces him to leave the group that spread it to 
him. Other ads also mention the group admin’s possibility to block a user 
who shares epistemically toxic content, and individual users’ possibility to 
individually block such a user. According to WhatsApp, the scenarios in the 
videos were based on real use cases (Upadhyay, 2018).

WhatsApp released this campaign following several events in India in which peo-
ple were lynched following widely shared WhatsApp posts accused them sex crimes, 
and after the Indian government demanded that WhatsApp take action. What-
sApp also changed its interface in India such that forwarded posts would be clearly 
marked as such, and a user could share a post to no more than five groups. While 
these measures can be criticized as being too little too late, setting explicit norms of 
use, specifically norms that debunk users’ common justifications or excuses for shar-
ing harmful posts, encouraging users to follow and enforce them, and affording them 
technological possibilities to do so, are still right measures to take to mitigate the 
spread of epistemically toxic content.21 Groups and online communities can simi-
larly be encouraged to set appropriate local norms against sharing harmful posts.

Gershon notes that people evaluate media based on similarity to other media 
or face-to-face conversation. People transfer expectations from one medium to 
another, so conditioning good behavior in well-defined contexts is likely to influ-
ence peoples’ behavior outside of those contexts as well. Another example is:

Hearts and thumbs: in the pivot to online work during the coronavirus out-
break in 2020, a workplace adopts Microsoft Teams, which includes a chat 
function with two reactions, heart and thumbs-up. The meanings are ambigu-
ous: does heart mean love or support? Does it refer to the content of the post 
or the poster? A team member sends a message to the entire team: “Let’s agree 
that thumbs up means you have read the message. Heart means you endorse 
the contents.”22

22 As a reviewer has pointed out, formal norms like this are susceptible to dissent or trolling. Neverthe-
less, we think a suitably empowered community can enforce norms even in the face of opposition. Our 
intention is to suggest changes to both norms and the platform-provisioned operations that can work in 
concert to address this concern.

21 Unpublished experimental results suggest that such measures are indeed effective.
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Creating stable norms around responsibility for the content of posts (WhatsApp 
campaign) and the meaning of ambiguous interface elements (Hearts and thumbs) 
can help fight epistemically toxic content. There is a lot platforms can do to help. 
They can add new reactions and provision managers of groups with tools to moder-
ate activities within the community. As Lynch (2019, 48) suggests, they can add 
reactions that consist of normative epistemic evaluation of the post, such as “justi-
fied by the evidence,” “not justified by the evidence,” and “need more information.” 
(We are not naive to think, however, that they will do so enthusiastically.) On Red-
dit, each channel has its own norms, allowing different communities to establish dif-
ferent media ideologies and norms.

5.2  Solution 2: context, context, and more context

Platforms can change posts and operations in ways that will nudge people toward 
preferred behaviors. They can make it easier to report bad behavior, change default 
behaviors, or they can add friction to operations associated with problematic behav-
ior online. Platforms could modify the algorithm to place related posts adjacent to 
one another in the feed, thus adding some context back into the modular feed.

Platforms can build easier ways for people to add context to their posts, especially 
reposts. For example, the sharing interface could make it as easy to signal agree-
ment or support as to simply reshare. In its early days, Facebook had one reaction 
button: “like.” People have long asked for additional reactions, such as “dislike” and 
“sarcasm.” In February 2016, it added five new reactions: love, haha, wow, sad, and 
angry. These represent some of the most popular reactions people use, but it is only 
a fraction of the many reactions that would be needed to capture a fuller range of 
human emotion. In April 2020, with the first wave of COVID-19, Facebook added a 
seventh reaction: “care” (Stinson, 2016; Lyles, 2020).

The default behavior of the share interface on Facebook is to share the origi-
nal post with no place for the sharer to add her thoughts about it or her reasons to 
share. To add such context, the user must reedit the post on her profile. When a post 
includes an external link, sometimes (depending on its visibility settings) only the 
link is shared, without the original poster’s comments, which may be the very con-
tent the sharer wants to share. Facebook should take an opposite approach. It should 
nudge, even require, users to write some words contextualizing the share. Even just 
embedding a date in a post can prevent obsolete news stories from resurfacing as 
relevant to current events.23

A more ambitious approach is bringing community governance to social media. 
Platforms provide means for marginal voices of finding an audience, but they are 
centrally administered. With an algorithmic feed designed for “engagement,” the 
result is a media environment that favors extremes, not diversity. The apparent 
choice is whether we want to hear all the voices but have no common ground, or 

23 In the lead up to the 2020 US election, Twitter changed from a choice of retweet and quote-tweet to 
a default of quote-tweet, making it one click easier to add context to a share. At the time of this writing, 
Twitter offers retweet and quote-tweet as options. We are cautiously optimistic that interventions such as 
this will continue to nudge users toward more thoughtful interactions.
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return to a common ground selected by elites (or worse, algorithms). But this is a 
false dilemma. The problem with social media is not that algorithms are worse cura-
tors than elites, but that we are delegating curation in the first place. Platforms have 
a significant role to play in helping people curate their own information environ-
ments. Platforms can slow the feedback loop enough to let people react with more 
consideration, and platforms can provide tools for users to govern their own commu-
nities, their own feed, and how their own posts appear to others.

6  Conclusion

The circulation of epistemically toxic content online has been widely misunderstood. 
Close attention to the media environment as a whole, including people’s behaviors, 
posts’ content, and the operations platforms afford, has allowed us to diagnose the 
problem and construct workable responses. Context collapse and unstable media 
ideologies are significant obstacles to the successful fulfillment of an epistemic 
norm, and to recipients’ making correct inferences from other people’s posts. Shar-
ing is a highly under-regulated speech act, which leads to faulty belief formation 
and credibility assignment, and allows posters to evade responsibility for harmful 
posts. These are all catalysts for the spread of epistemically toxic context online. 
This spread can be effectively fought by making norms of sharing more explicit, and 
by encouraging or requiring users to add context to their posts.

It might be thought that attending too closely to the details of a specific technology 
or behavior is a waste, since they change so quickly. We disagree. Changes in technol-
ogy and behavior have always changed our epistemic landscape. A central lesson of our 
analysis is that there is no escaping the need to attend closely to what actually happens.

 Acknowledgements The authors wish to express their gratitude for helpful comments on prior versions
 of this paper from audience members at the Beyond Fake News: Mitigating the Spread of Epistemically
Toxic Content Workshop by Zefat Academic College and University of Haifa, April 2021 and a work in 
progress talk with the socially engaged philosophy of science group at Michigan State University, March 
2021. In addition, we thank Arnon Keren, Aviv Baranoy, Sandy Goldberg, Eleanor Louson and stef 
shuster for helpful conversations about the paper. Finally, we thank anonymous referees at a prior journal 
and the Asian Journal of Philosophy for their helpful advice.

Funding (ISF) Grant 650/18 “Skepticism about Testimony”. Lyman Briggs College, Michigan State Uni-
versity for travel and publication support. Center for Advanced Internet Studies Visiting Fellowship.

Data availability Data sharing not applicable to this article as no datasets were generated or analyzed dur-
ing the current study.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as 
you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is 
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen 
ses/ by/4. 0/.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


 Asian Journal of Philosophy            (2022) 1:41 

1 3

   41  Page 18 of 19

References

Alfano, M., Fard, A. E., Adam Carter, J., Clutton, P., & Klein, C. (2021). Technologically scaffolded 
atypical cognition: The case of YouTube’s recommender system. Synthese, 199(1), 835–858.

Allen, A. A. (2014). Twibel retweeted: Twitter libel and the single publication rule. Journal of High 
Technology Law, 15(1), 63–96.

Altay, S., de Araujo, E., & Mercier, H. (2021). “If This account is True, It is Most Enormously Wonder-
ful”: Interestingness-if-true and the sharing of true and false news. Digital Journalism, in Press. 
https:// doi. org/ 10. 1080/ 21670 811. 2021. 19411 63

Altay, S., Hacquin, A-S, and Mercier, H. (2020). Why do so few people share fake news? It hurts their 
reputation. New Media and Society, in press, https:// doi. org/ 10. 1177/ 14614 44820 969893

Amazeen, M. A. (2015). Revisiting the epistemology of fact-checking. Critical Review, 27(1), 1–22.
Anderau, G. (2021). Defining fake news. Kriterion, 35(3), 197–215.
Arielli, E. (2018). Sharing as speech act. Versus, 127(2), 243–258.
Banikalef, A. A. A., & Bataineh, K. B. (2017). A sociolinguistic study of speech act realization patterns 

in Jordanians’ Facebook status updates. International Journal of Linguistics, 9(3), 264–283.
Benton, M. A. (2020). Knowledge norms. Internet Encyclopedia of Philosophy, iep. utm. edu/ kn- 

norms/. Accessed 11 August 2022.
Berger, J. (2013). Contagious: Why things catch on. Simon & Schuster.
Chakrabarti, S., Rooney, C., and Kweon, M. (2018). Verification, duty, credibility: Fake news and ordi-

nary citizens in Kenya and Nigeria. London: BBC News, downl oads. bbc.  co. uk/  media centre/ bbc- 
fake- news- resea rch- paper- niger ia- kenya. pdf. Accessed 11 August 2022.

Coady, D. (2019). The trouble with “fake news.” Social Epistemology Review and Reply Collective, 
8(10), 40–52.

Coady, D. (2021). The fake news about fake news. In S. Bernecker et al. (Eds.), The epistemology of fake 
news (pp. 68–81). Oxford University Press.

Dang, H., & Bright, L. K. (2021). Scientific conclusions need not be accurate, justified, or believed by 
their authors. Synthese, 199(3–4), 8187–8203.

Davis, J. L. (2020). How artifacts afford: The power and politics of everyday things. MIT Press.
Detel, H. (2013). Disclosure and public shaming in the age of new visibility. In J. Petley (Ed.), Media and 

Public Shaming: Drawing the Boundaries of Disclosure (pp. 77–96). I.B. Tauris.
Freiman, O., & Miller, B. (2020). Can artificial entities assert? In S. C. Goldberg (Ed.), The Oxford 

Handbook of Assertion (pp. 415–436). Oxford University Press.
Frost-Arnold, K. (2021b). The epistemic dangers of context collapse online. In J. Lackey (Ed.), Applied 

Epistemology (pp. 437–456). Oxford University Press.
Frost-Arnold, K. (2021a). Epistemic trash and toxic content. Invited virtual keynote at Beyond Fake 

News: Mitigating the Spread of Epistemically Toxic Content Workshop by Zefat Academic College 
and University of Haifa, April 2021a. youtu.be/LZFBeFkGt68

Gabielkov, M., Ramachandran, A., Chaintreau, A., and Legout, A. (2016). Social clicks: what and who 
gets read on Twitter? In Proceedings of the 2016 ACM SIGMETRICS International Conference on 
Measurement and Modeling of Computer Science (SIGMETRICS ’16) (pp. 179–192.). New York, 
NY: Association for Computing Machinery. https:// doi. org/ 10. 1145/ 28963 77. 29014 62

Ganapini, M. B. (2021). The signaling function of sharing fake stories. Mind and Language, in Press. 
https:// doi. org/ 10. 1111/ mila. 12373

Gelfert, A. (2013). Coverage-reliability, epistemic dependence, and the problem of rumor-based belief. 
Philosophia, 41(3), 763–786.

Gelfert, A. (2021). Fake news, false beliefs, and the fallible art of knowledge maintenance.  In S. Ber-
necker et al. (Eds.), The epistemology of fake news (pp. 310-333). Oxford University Press.

Gershon, I. (2020). The Breakup 2.1: The ten-year update. The Information Society, 36(5), 279–289.
Gershon, I. (2010). The Breakup 2.0: Disconnection over new media. Ithaca: Cornell University Press
Gillespie, T. (2018). Custodians of the Internet: Platforms, content moderation, and the hidden decisions 

that shape social media. Yale University Press.
Goldberg, S. (2015). Assertion: On the philosophical significance of assertoric speech. Oxford University Press.
Grice, P. (1989). Studies in the way of words. Harvard University Press.
Introne, Joshua, Yildirim, Irem Gokce, Iandoli, Luca, DeCook, Julia, and Elzeini, Shaima. (2018). How 

people weave online information into pseudoknowledge. Social Media+Society, https:// doi. org/ 10. 
1177/ 20563 05118 785639

https://doi.org/10.1080/21670811.2021.1941163
https://doi.org/10.1177/1461444820969893
https://iep.utm.edu/kn-norms/
https://iep.utm.edu/kn-norms/
https://downloads.bbc.co.uk/mediacentre/bbc-fake-news-research-paper-nigeria-kenya.pdf
https://downloads.bbc.co.uk/mediacentre/bbc-fake-news-research-paper-nigeria-kenya.pdf
https://doi.org/10.1145/2896377.2901462
https://doi.org/10.1111/mila.12373
https://doi.org/10.1177/2056305118785639
https://doi.org/10.1177/2056305118785639


1 3

Asian Journal of Philosophy            (2022) 1:41  Page 19 of 19    41 

Kiran, A. H., & Verbeek, P.-P. (2010). Trusting our selves to technology. Knowledge, Technology & Pol-
icy, 23(3–4), 409–427.

Kneer, M. (2018). The norm of assertion: Empirical data. Cognition, 177, 165–171.
Lyles, Taylor. (2020). Facebook adds a “care” reaction to the like button. The Verge, (April 17), www. theve rge. 

com/ 2020/4/ 17/ 21224 805/ faceb ook- care- react ion- like- button- messe nger- app. Accessed 11 August 2022.
Lynch, M. P. (2019). Know-it-all society: Truth and arrogance in political culture. Liveright.
Marin, L. (2021). Sharing (Mis) information on social networking sites: An exploration of the norms 

for distributing content authored by others. Ethics and Information Technology, 2021(23), 363–372.
Marsili, N. (2021). Retweeting: Its linguistic and epistemic value. Synthese, 198(11), 10457–10483.
Marwick, A. E. (2018). Why do people share fake news? A sociotechnical model of media effects. 

Georgetown Law Technology Review, 474, 474–512.
Marwick, A. E., & boyd, d. (2011). I Tweet Honestly, I Tweet Passionately: Twitter users, context col-

lapse, and the imagined audience. New Media & Society, 13(1), 114–133.
Miller, B., & Record, I. (2013). Justified belief in a digital age: on the epistemic implications of secret 

internet technologies. Episteme, 10(2), 117–134. https:// doi. org/ 10. 1017/ epi. 2013. 11
Miller, B., & Record, I. (2017). Responsible epistemic technologies: A social-epistemological analysis 

of autocompleted web search. New Media & Society, 19(12), 1945–1963. https:// doi. org/ 10. 1177/ 
14614 44816 644805

Nahon, K., & Hemsley, J. (2013). Going viral. Polity.
O’Connor, C., & Weatherall, J. O. (2019). The misinformation age: How false belief spread. Yale University Press.
Origgi, G. (2013). Democracy and trust in the age of the social web. Teoria Politica, 3, 23–38.
Origgi, G. (2018). Reputation: What it is and why it matters. Princeton University Press.
Pennycook, G., Epstein, Z., Mosleh, M., Arechar, A. A., Eckles, D., and Rand, D. G. (2020). Understand-

ing and reducing the spread of misinformation online. In NA - Advances in Consumer Research 
Volume 48, eds. Jennifer Argo, Tina M. Lowrey, and Hope Jensen Schau. Duluth, MN: Association 
for Consumer Research, 863–867

Perry, R. (2021). The law and economics of online republication. Iowa Law Review, 106, 721–774.
Phillips, W., & Milner, R. M. (2018). The ambivalent internet: Mischief, oddity, and antagonism online. Polity.
Phillips, W., & Milner, R. M. (2021). You Are Here: A field guide for navigating polarized speech, con-

spiracy theories, and our polluted media landscape. MIT Press.
Poerksen, B., & Detel, H. (2014). The unleashed scandal: The end of control in the digital age. Imprint 

Academic.
Record, I. (2013). Technology and Epistemic Possibility. Journal for General Philosophy of Science, 

44(2), 319–336. https:// doi. org/ 10. 1007/ s10838- 013- 9230-8
Record, I., & Miller, B. (2018). Taking iPhone seriously: Epistemic technologies and the extended mind. 

In D. Pritchard et al. (Eds.), Extended Epistemology (pp. 105–126). Oxford University Press.
Rini, R. (2017). Fake news and partisan epistemology. Kennedy Institute of Ethics Journal, 27(2), E43–E64.
Ronson, J. (2015). So you’ve been publicly shamed. Picador.
Schwarz, O. (2019). Facebook rules: Structures of governance in digital capitalism and the control of 

generalized social capital. Theory, Culture & Society, 36(4), 117–141.
Stinson, L. (2016). Facebook reactions, the totally redesigned like button, is here. Wired, (February 24), www. 

wired. com/ 2016/ 02/ faceb ook- react ions- total ly- redes igned- like- button/. Accessed 11 August 2022.
Tufekci, Z. (2017). Twitter and tear gas: The power and fragility of networked protest. Yale University Press.
Turri, J. (2021). Truth, fallibility, and justification: New studies in the norms of assertion. Synthese, 

198(9), 8521–8532. https:// doi. org/ 10. 1007/ s11229- 020- 02558-7
Upadhyay, T. (2018). In wake of India’s fake news menace, Whatsapp’s new ad campaign urges users 

to ’’share joy and not rumours”. ETBrandEquity.com (December 10). brandequity.economictimes.
indiatimes.com/news/advertising/in-wake-of-indias-fake-news-menace-whatsapps-new-ad-cam-
paign-urges-users-to-share-joy-and-not-rumours/67018672

Uscinski, J. E., & Butler, R. W. (2013). The epistemology of fact checking. Critical Review, 25(2), 162–180.
Vaccaro, K., Sandvig, C., and Karahalios, K. (2020). At the end of the day facebook does what it wants”: 

How users experience contesting algorithmic content moderation. Proc. ACM Hum.-Comput.Inter-
act.4, CSCW2, Article 167 (October), https:// doi. org/ 10. 1145/ 34152 38

Bijker, W.E., Hughes, T. P., & Pinch, T. (Eds.). (1987). The social constructions of technological systems. 
MIT Press.

Williamson, T. (2020). Knowledge and its limits. Oxford University Press.
Wright, S. (2021). The virtue of epistemic trustworthiness and re-posting on social media.  In S. Ber-

necker et al. (Eds.), The epistemology of fake news (pp. 245–264). Oxford University Press.

https://www.theverge.com/2020/4/17/21224805/facebook-care-reaction-like-button-messenger-app
https://www.theverge.com/2020/4/17/21224805/facebook-care-reaction-like-button-messenger-app
https://doi.org/10.1017/epi.2013.11
https://doi.org/10.1177/1461444816644805
https://doi.org/10.1177/1461444816644805
https://doi.org/10.1007/s10838-013-9230-8
https://www.wired.com/2016/02/facebook-reactions-totally-redesigned-like-button/
https://www.wired.com/2016/02/facebook-reactions-totally-redesigned-like-button/
https://doi.org/10.1007/s11229-020-02558-7
https://doi.org/10.1145/3415238

	People, posts, and platforms: reducing the spread of online toxicity by contextualizing content and setting norms
	Abstract
	1 People, posts, and platforms
	2 Media ideologies
	3 Context collapse
	4 The norm of sharing
	5 Proposed solutions
	5.1 Set explicit norms
	5.2 Solution 2: context, context, and more context

	6 Conclusion
	Acknowledgements 
	References


