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Conscious mental states are states we are in some way aware of. I compare higher-order theories
of consciousness, which explain consciousness by appeal to such higher-order awareness (HOA),
and first-order theories, which do not, and I argue that higher-order theories have substantial
explanatory advantages. The higher-order nature of our awareness of our conscious states suggests
an analogy with the metacognition that figures in the regulation of psychological processes and
behaviour. I argue that, although both consciousness and metacognition involve higher-order
psychological states, they have little more in common. One thing they do share is the possibility
of misrepresentation; just as metacognitive processing can misrepresent one’s cognitive states and
abilities, so the HOA in virtue of which one’s mental states are conscious can, and sometimes
does, misdescribe those states. A striking difference between the two, however, has to do with utility
for psychological processing. Metacognition has considerable benefit for psychological processing;
in contrast, it is unlikely that there is much, if any, utility to mental states’ being conscious over and
above the utility those states have when they are not conscious.
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1. INTRODUCTION
Theories of the consciousness of mental states fall into
two broad types. One type consists of the so-called
higher-order theories, and the other type comprises
what have come, in contrast, to be called first-order
theories. Higher-order theories all explain what it is
for states to be conscious by appeal to an awareness
of that state; because it is an awareness of another
state, we can call it a higher-order awareness (HOA).
No state of which one is not in any way aware is a con-
scious state. First-order theories, in contrast, deny that
a state’s being conscious involves any such HOA.

Being aware of a state resembles in some ways the
awareness that occurs in metacognitive functioning. So
it will be important to see in what ways the HOAs that
higher-order theories posit resemble and differ from
metacognition, strictly so-called.

Because the HOA that such theories invoke is
something distinct from other mental properties of
conscious states, it seems possible that a HOA could
misrepresent what mental states one is in. And first-
order theorists have pressed this as an apparently unin-
tuitive consequence of higher-order theories,
undermining their credibility.

Another issue sometimes raised against higher-
order theories is whether they allow for a convincing
explanation of the function of consciousness, that is,
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of the utility that conscious states have specifically in
respect of being conscious. This is a second challenge
to higher-order theories that is important to evaluate.

In §2, I outline the way higher-order theories seek to
explain the consciousness of mental states, and the basic
arguments in favour of that kind of theory, and in §3,
I consider whether the HOA such theories posit is rele-
vantly similar to metacognitive functioning. In §4, then,
I argue that the possibility of misrepresentation by such
HOAs is not after all a disadvantage of such theories.
Indeed, it is likely that consciousness does actually often
misrepresent our thoughts, desires and experiences. And
in §5, I argue that a state’s being conscious adds little, if
any, utility to that which results simply from being in
such states when they are not conscious. My argument
for this somewhat surprising conclusion does not rely on
adopting a higher-order theory of consciousness, but the
conclusion fits well with those theories.
2. HIGHER-ORDER THEORIES OF CONSCIOUS
AWARENESS
A theory of consciousness may serve various explana-
tory purposes. It may tell us which neural processes
subserve a mental state’s being conscious. Independent
of that, such a theory might tell what it is for a mental
state to be conscious, why any states are conscious and
perhaps even why particular neural processes do sub-
serve the conscious states they do. However, whatever
other explanations a theory of consciousness may pro-
vide, it must at a minimum tell us how mental states
that are conscious differ from those that are not.
This journal is q 2012 The Royal Society
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Unless it does that, it must remain unclear that the
theory is about consciousness at all [1,2].

(a) Higher-order theories

There is a natural way of understanding how conscious
states differ from mental states that are not conscious.
No mental state is conscious if the individual that is in
that state is in no way aware of it. If somebody thinks,
desires or feels something but is wholly unaware of
doing so, then that thought, desire or feeling is not a
conscious state.

Experimental work on non-conscious perception
typically exploits this commonsense observation. Partici-
pants sometimes deny seeing a stimulus even when there
is evidence, say from priming, that the relevant visual
information has affected psychological processing. The
effect on subsequent psychological processing, more-
over, typically reflects the perceptual discriminations
that are characteristic of conscious visual states, e.g.
among colours and shapes. We commonly conclude
that the visual state occurred but without being con-
scious. In such cases, a participant’s denial of seeing
the stimulus reflects not a failure to see, but simply a
lack of awareness of seeing. Things are the same outside
experimental work. If a person denies wanting something
but acts as people typically do when they want that thing,
then we see the person as having that desire, though a
desire that is not conscious. Novelists and dramatists
have described such situations for centuries.

Higher-order theories take this commonsense
observation as basic to understanding how conscious
states differ from mental states that are not conscious.
Because no mental state of which one is wholly una-
ware is conscious, conscious states are mental states
we are in some suitable way aware of. Higher-order
theories differ among themselves about just what
kind of awareness is required for a mental state to be
conscious, but they are agreed that a state’s being
conscious involves some form of HOA.

When somebody perceives something subliminally,
so that the perception is not conscious, there is nonethe-
less a kind of awareness of the perceived stimulus. It may
sound awkward to speak of a non-conscious state that
nonetheless makes one aware of something, but we
can distinguish the conscious and non-conscious cases
in a completely natural way. When one subliminally
perceives something, one is aware of that thing but not
consciously aware of it; when one consciously perceives
the stimulus, one is consciously aware of it.

Traditional theorists [3, p. 115; 4, p. A22/B37] have
typically held that the required HOA is perceptual or
quasi-perceptual, a view also sometimes championed
today [5,6]. Some have argued, however, that the
HOA is more likely a thought that one is in the relevant
state [1,7,8]. Still others have urged that the HOA is
internal to the state one is aware of [9,10], though
most see the HOA as distinct from the state it makes
one aware of. But all these versions of higher-order
theory hold that conscious states differ from mental
states that are not conscious in virtue of some HOA [11].

(b) First-order theories

Theories that deny that a state’s being conscious consists
of one’s being aware of it in some suitableway are typically
Phil. Trans. R. Soc. B (2012)
called first-order theories, though these theories often
have little in common beyond that denial. Such theories
all arguably face difficulty in explaining how conscious
states differ from mental states that are not conscious.

Consider the first-order theory owing to Dretske [12],
in which a state is conscious if being in the state results in
one’s being aware of something else; no awareness of the
state is needed. A perception is conscious, then, because
it makes one aware of the stimulus. But, Dretske [13]
recognizes that this will not do as it stands; subliminally
perceiving something makes one aware of it, just not
consciously aware of it. To meet this difficulty, Dretske
[13] stipulates that a perception is conscious only if the
individual can cite the content of the perception as a jus-
tifying reason for doing something. However, one cannot
cite something one is unaware of; so citing the content of
a perception requires one to be aware of that perception.
Dretske has ended up invoking higher-order consi-
derations to explain how conscious states differ from
mental states that are not conscious.

Other first-order theories seek to explain that dif-
ference without any higher-order factors. According to
Block’s [14] notion of access consciousness, a state
is conscious if its content is available for use in reason-
ing and the rational control of action and speech. In a
similar spirit, Baars [15] global-workspace theory and
Dehaene et al.’s [16,17] neuronal global-workspace
theory provide that a state is conscious if it is glo-
bally available for psychological processing. Mental
states that are not conscious, on these views, lack the
relevant availability.

But problems face these explanations. For one thing,
it is unclear what such global availability has to do with
a state’s being conscious. The two seem, at first sight,
independent, and they probably are. Visual states
towards the periphery of the conscious visual field are
presumably not globally available, nor are many con-
scious but stray passing thoughts. And it is likely that
many beliefs and desires that are not conscious none-
theless have widespread, substantial effects on action
and psychological processing. So, it is far from clear
that global availability can explain how conscious
states differ from mental states that are not conscious.

Block [14] also sees conscious qualitative states,
which he refers to as phenomenal consciousness, in
first-order terms. No HOA figures or is needed on his
view for such states to be conscious. Block holds that
such states are conscious in virtue of particular sorts
of cortical activation; representations in visual cortex,
for example, constitute phenomenal consciousness in
virtue of suitable cortical activity and connections
in visual areas [18,19].

Because neural activity subserves all mental func-
tioning, including the consciousness of mental states,
there will be some difference in neural activation for
every difference in mental functioning. So knowing
that neural activation differs when there is a difference
in mental functioning will help us understand such
differences in mental functioning.

(c) Assessing first- and higher-order theories

But such appeal to neural activation cannot explain
what a difference in mental functioning consists of.
For that, we need to describe the mental functioning
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in distinctively psychological terms. The appeal to
neural activation can help only when we already have
an accurate psychological description of the mental
functioning. For conscious qualitative states, we need
a grasp in psychological terms of what it is for such
states to be conscious. And Block [20, §1.3] concedes
that, on his first-order view, there may be little or
nothing informative to say about that.

These considerations aside, there is in any case
reason to doubt that activation in visual areas is all
that matters to visual states’ being conscious. Lau &
Passingham [21] have elegantly isolated cases in which
visual performance is matched despite the presence of
conscious awareness in some cases but not in others.
The only difference functional MRI revealed between
cases with and without conscious awareness was acti-
vation in mid-dorsolateral prefrontal cortex (PFC).
This suggests that the consciousness of perceptual
states is not solely due to activation in visual areas, but
also to PFC activity. There is substantial additional
evidence in support of that conclusion [22].

The hypothesis that PFC activation is needed
for conscious awareness fits well with the higher-order
theories of consciousness. Activation in visual areas
provides both visual content and visual qualitative char-
acter, but by itself does not result in conscious visual
awareness. Only when there is also relevant PFC
activation do those visual states become conscious. Evi-
dently, PFC activation subserves the relevant awareness
of the visual states, which on their own occur without
being conscious. Discoveries about neural activation
do not by themselves explain how conscious states
differ from mental states that are not conscious,
but they sustain a higher-order explanation cast in
distinctively psychological terms.

When visual content is transmitted from visual areas
to PFC, the relevant visual states are conscious [16,17].
But that finding cannot by itself decide between the
neuronal global-workspace theory and a higher-order
theory of consciousness. Neural activation in PFC
might be relevant because it makes the representational
content of the visual states globally available, but it
might instead subserve an awareness of the relevant
perceptual states.

PFC subserves many distinct psychological pro-
cesses. So PFC activation when states are conscious
but not when they fail to be conscious cannot by
itself decide between a higher-order theory and the
neuronal global-workspace theory. But further investi-
gation is needed to determine whether the PFC
activation that accompanies states’ being conscious
serves to make their content globally available or
instead subserves HOAs of those states. Making a
state’s content globally available is a distinct psycho-
logical process from producing an awareness of that
state; the neuronal global-workspace theory posits
that the first type of process is responsible for a
state’s being conscious, whereas higher-order theories
explain that by appeal to the second type of process.

In any case, we have seen that there is reason,
independent of any neural findings, to prefer the
higher-order theory. Many conscious states are doubt-
less globally accessible to various cortical systems, and
many non-conscious states are not thus accessible, as
Phil. Trans. R. Soc. B (2012)
work by Dehaene and co-workers [16,17] has made
evident. But because counterexamples exist to both gen-
eralizations, the appeal to global availability cannot
explain why some states are conscious and others not.
Nor, as already noted, is that surprising; even if most
conscious states are globally available and most non-
conscious states are not, it is unclear what a state’s
being globally accessible has specifically to do with its
being conscious. So, even though PFC activation by
itself lends support both to higher-order and to global-
workspace theories, only the appeal to HOAs under-
writes a satisfactory explanation of why some states are
conscious and others not.

In our everyday dealings, we have little, if any, con-
cern with mental states that are not conscious.
Circumstances must become somewhat special before
we ask whether somebody has a thought, desire,
perception or sensation that is not conscious. Such cir-
cumstances apart, when somebody denies being in
such a state, we take that denial at face value. We may
sometimes have reason to override such denials, perhaps
more often with desires and emotions than with bodily
sensations, but we rarely have reason with any kind of
mental state to doubt others’ sincere denials.

This everyday practice of crediting what others say
about what mental states they are in can encourage
seeing conscious states as the norm, and non-conscious
states, such as subliminal perceptions, as at best degen-
erate cases of such states. Crediting others’ sincere
reports about their mental states leads to our discount-
ing the possibility that they are in mental states they are
unaware of, and so that any of their mental states fail
to be conscious. We rely on their first-person awareness
of mental states to determine what mental states they
are in, tout court, thereby collapsing the distinction
between mental states and conscious mental states.

All this may seem to support the adoption of a first-
order theory of consciousness. If, as Block [23] suggests,
the default for mental states is that they are conscious,
then perhaps we should not seek an explanation cast in
distinctively psychological terms of how conscious
states differ from mental states that are not conscious.
And then there may seem no need to invoke awareness
of some mental states to distinguish the conscious
cases from those that are not conscious.

This explanatory retreat would make it appealing to
find some purely neuronal explanation of what it is for
a state to be conscious, or an explanation that appeals
to global availability. We would no longer be con-
cerned to explain how conscious states differ from
mental states that are not conscious, but only to give
some neuronal condition to occur whenever conscious
states occur. In addition, if we took being conscious to
be the default for mental states, it might seem tempt-
ing to regard any HOA that does figure in mental
states’ being conscious as somehow intrinsic or
internal to mental states [10], a theory Block has
called same order [19,24].

But we should not permit our everyday practice of
taking people’s sincere views about what mental
states they are in to influence theorizing about con-
sciousness. We have ample evidence of individuals’
being in mental states they are unaware of, and their
views and remarks about what states they are in can
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at best reflect only their awareness of what states they
are in. Verbal reports indicate reliably what states an
individual is aware of, but not what states occur with-
out the individual’s being aware of them [25,26]. We
can understand the difference between conscious and
non-conscious mental states only by appeal to whether
there is a suitable HOA.

Nor is there good reason to see such HOAs as intrin-
sic or internal to the states they make one aware of. For
one thing, findings by Libet et al. [27] and Haggard [28]
show that the neural occurrence that leads to a particu-
lar action occurs in advance of any awareness of a
volition to perform that action. We can best regard the
antecedent neural event as the volition to perform an
action, initially occurring without being conscious and
only subsequently becoming conscious [29]. It is diffi-
cult to square these findings with the hypothesis that
the HOA of a volition or other mental state is intrinsic
to that state.

More generally, a theory on which HOAs are intrin-
sic to the states they make one aware of must provide
an independent reason to individual mental states
that yield this result. The default assumption would
be that a HOA is distinct from the first-order state
because they are about different things. We can there-
fore best see the hypothesis that HOAs are intrinsic to
the states they are about as an attempt to split the
difference between first- and higher-order theories.
The hypothesis concedes that no state is conscious
without some HOA, but nonetheless joins first-order
theories in positing nothing beyond the conscious
state itself. But there is no theoretical advantage to
this attempted marriage of first- with a higher-order
theory; the explanatory work is all done by the HOA.
3. METACOGNITION AND HIGHER-ORDER
AWARENESS
The term ‘metacognition’ covers a broad range of
phenomena in which individuals have some know-
ledge or sense of their own cognitive functioning.
That suggests that the awareness we have of mental
states when those states are conscious may be a type
of metacognition. Many first-order mental states, per-
haps all of them, represent the world as being one way
or another, and are in that way cognitive. So being
aware of oneself as being in some such state looks at
first sight like a form of metacognition. The states
posited by higher-order theorists are higher-order in
virtue of their higher-order intentional content—that
is, content that is about another mental state. And
the judgements that figure in metacognition also
have higher-order content, that is, content about
first-order cognitive states.

(a) Differences between metacognition and

higher-order awareness

However, the phenomena typically classified as meta-
cognitive differ in crucial ways from these HOAs.
Indeed, there is reason to believe that standard
types of metacognition occur without any conscious
awareness at all [30].

Standard types of metacognition have to do with
whether something currently being learned or having
Phil. Trans. R. Soc. B (2012)
previously been learned will be readily recalled in the
future. Nelson & Narens [31] describe judgements
about information that cannot currently be recalled,
but likely will be in the future, as feeling-of-knowing
(FOK) judgements; they describe judgements that
information currently available will continue to be as
judgements of learning ( JOL). Others distinguish the
two in slightly different ways. In the tip-of-the-tongue
(TOT) phenomenon, one may feel one knows, e.g.
what George Eliot’s real name was, though one cannot
currently recall it; some see TOTas a type of FOK jud-
gement, and others not [32].

Each of these types of metacognitive judgement
concerns conscious availability of some first-order
informational content. But those judgements differ
strikingly from the HOAs that result in one’s being
aware of a mental state. In TOT and FOK, the first-
order informational state is not currently conscious,
and the metacognitive judgements concern only future
conscious availability of the relevant information.
In JOL, though the first-order informational state is cur-
rently conscious, the metacognitive judgement again
pertains only to future conscious availability. And
although all these judgements are about first-order
informational states, they are in each case predictions
about future recall of the relevant information. Like
HOAs, metacognitive judgements have higher-order
content because they are about other mental states,
but unlike HOAs, they do not operate to make one
aware that one is in the state they are about.

These metacognitive judgements differ in another
crucial way from the HOAs posited in higher-order
theories. We are seldom aware of any such HOAs.
Many mental states are conscious, and when they are,
we are aware of those states. However, we are rarely
also aware of any higher-order states directed upon
them. Higher-order theories predict this; no HOA
would itself be conscious unless, in addition to the
HOA, there were a third-order awareness that made
one aware of that second-order awareness. We can
expect that such third-order awarenesses are rare.
When one introspects some conscious state that one
is in, one is then aware of focusing attentively on that
state; so one is aware of one’s awareness of the state.
A third-order state occurs in introspective awareness
of a conscious state, but not otherwise. It is a disadvan-
tage of the view that HOAs are intrinsic to the states
they make one aware of that they make the wrong
prediction about this, holding that we are aware of
all HOAs [10].

The metacognitive judgements that occur in FOK,
TOT and JOL, in contrast, are all conscious judge-
ments. In experimental work on metacognition,
participants are plainly aware of having those judge-
ments [32,33]. But these judgements are not HOAs
because their content does not describe one in terms
of current mental states. Rather, they are judgements
about likely future recall of information, that is,
about what states one may come to be in. So although
the metacognitive judgements are conscious, it does
not involve third-order, introspective awareness of a
current state.

The contrast just drawn between HOAs and meta-
cognitive judgements may strike one as paradoxical.
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HOAs are seldom themselves conscious states, yet they
result in the relevant first-order states’ being conscious;
metacognitive judgements are often if not always con-
scious, and yet typically do not result in first-order
states’ being conscious. How can that be? Moreover,
how can HOAs that are not themselves conscious
make the first-order states they are about conscious?

On higher-order theories, first-order states do not
inherit the property of being conscious from higher-
order states. On such theories, the property of a
state’s being conscious consists of one’s being aware
of oneself as being in that state, and the higher-order
states constitute those awarenesses. The HOA does
not pass along the property of being conscious to the
first-order state; it simply serves to make one aware
of that state in the right way, and that is what the
state’s being conscious consists of.

In contrast, many metacognitive judgements do not
make one aware of oneself as being in some first-order
state. Rather, the metacognition states in JOL and
FOK are judgements about what knowledge one has
acquired and what knowledge one will retain and be
able to produce at will. Although metacognitive judge-
ments, such as HOAs, are about first-order states,
many metacognitive judgements do not have the
content that one is now in a particular state.

(b) Tip-of-the-tongue phenomena

Some care is needed in understanding how conscious-
ness figures in TOT. Although one is unable in such
cases to recall the specified information, e.g. George
Eliot’s real name, one has a sense, often quite compel-
ling, that one will at some time readily recall it. So, one
regards oneself as having the information despite one’s
current inability to recall it.

Because one is aware of oneself as having the infor-
mation, one regards oneself as having the belief, say,
that George Eliot’s real name is Mary Anne Evans
even though one cannot just now get at the content of
that belief. Indeed, the sense that one has such a belief
is typically quite compelling. So, one is aware of oneself
as being in the relevant mental state. Is this a counterex-
ample to higher-order theories, on which being suitably
aware of being in a mental state suffices for that state to
be conscious? If not, why is the state that carries the
information that George Eliot’s real name is Mary
Anne Evans not conscious is the TOT situation?

In TOT, one is aware of a mental state that, as it
happens, carries that information; one is aware of
being in a state whose informational content would
say what George Eliot’s real name is. But one is not
aware of that state in respect of that specific infor-
mation. One is aware of the state only in respect of
one aspect of its intentional content, namely that it
has intentional content that would answer the question
of what George Eliot’s real name is. It is the awareness
of the state in respect of only an aspect of its inten-
tional content that is responsible for the notorious
subjective oddness of the TOT situation.

Does that awareness result in the state’s being con-
scious? It may not seem obvious what to say. The
awareness we have of our conscious states does not
always reveal all their representational character;
indeed, HOAs seldom capture every aspect of the
Phil. Trans. R. Soc. B (2012)
first-order state. Still, it seems misleading, at best, to
say that the TOT feeling results in the informational
state’s being conscious. That is because the HOA
leaves out too much of the state’s content; one would
regard the state as conscious only if one were aware
of the state in respect of that aspect of the content
that is of current interest [34].

Metacognition is not confined to TOT, FOK and
JOL. Change blindness consists of a failure to detect
many visual changes in a scene, often changes that are
relatively salient. However, people are also typically una-
ware of such failures to detect such changes. Levin et al.
[35] regard this as a metacognitive failure, which they
refer to as change blindness blindness. It is a metacog-
nitive failure in reflecting a judgement that people
generally detect any significant change that occurs in a
visual scene. And many authors think of metacognition
in similarly broad terms, as even encompassing HOAs
of one’s conscious states [36]. The present discussion
will confine itself, however, to types of metacognition
along the lines of JOL, FOK and TOT.

(c) Metacognition and conscious awareness

Not every way of being aware of a mental state results in
that state’s being conscious. As many have noted
[3, p. 335; 37, pp. 77, 171], the awareness must be subjec-
tively unmediated; when one’s awareness of being in a state
seems subjectively mediated, the state is not conscious.

Suppose I behave happily or angrily or as though I
would like to have a particular thing, but I sincerely
deny that I am happy or angry or that I desire that
thing. We have reason to conclude that I am in the rel-
evant state, though the state is not conscious. Now you
tell me that I am behaving is a way that suggests that I
am actually in the state and, having confidence in your
judgements about such things, I believe you. I become
aware of being in the state, but as long as I am thus
aware only because I believe what you tell me, that
awareness does not result in the state’s being conscious.

But it could happen instead that your telling me trig-
gers an independent awareness of being in the relevant
state. Although I would not have been aware of the
state without your remark, I am now aware of the state
independently of taking your word for it; I would be
aware of it even if I came to see your judgement as in
some way ill-founded. My awareness is subjectively
unmediated, and the state is conscious. We can explain
this by saying that the awareness does not seem subjec-
tively to depend on any inference or self-observation; if
asked, I would not cite such factors as a basis for my
awareness that I am in the state. One does not, contrary
to Block’s [38] suggestion, also need an additional HOA
to the effect that there is no inference.

Traditional theorists [3, pp. 335, 592; 9; 37, p. 113]
maintained that one’s awareness of a state must
actually be direct, but that overshoots; the awareness
need only seem to be direct. So the awareness might
actually depend on some inference or self-observation
so long as it does not subjectively seem that way to
the individual.

Applying this condition requires care. Suppose a
therapist tells one that one is in a deeply repressed
state, and one believes that. And suppose that one
then forgets who told one, and hence how one learned
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of the repressed state, but one still believes one is in it.
Block [38, p. 446] argues that this should result in its
seeming to one that one’s awareness is independent of
any inference or self-observation. But simply forgetting
the source would by itself not result in one’s awareness
of the state seeming subjectively not to depend on any
inference or self-observation. Unless something else
occurred, it would still seem that one’s awareness
rested on some such mediating factors, despite one’s
inability to recall which. Such a case would, in that
way, resemble TOT; one would have a compelling
sense that one had learned from some source that one
was in the state, but could not recall what the source
was. Only if one became aware of the state in a way
that did not seem subjectively to rely on some such
source or other would the state come to be conscious.

Like the HOAs that result in mental states being con-
scious, metacognitive judgements seem unmediated or
direct; it does not seem subjectively that they depend
on any inference or self-observation. The crucial differ-
ence between HOAs and metacognitive judgements lies
in their content. The metacognitive judgements con-
sidered earlier are judgements about what information
one is likely to recall in the future; HOAs all have the
content that one is currently in the state in question.

Although metacognitive judgements are typically
conscious [39], Kentridge & Heywood [40] have
noted that metacognitive processing can occur without
conscious awareness at all. G.Y., an individual with
blindsight, was able to adapt his visual processing in
response to a visual cue presented within the blind
field. As Kentridge & Heywood note, such adapta-
tion is typically taken to reflect monitoring of one’s
psychological processing, and hence is seen as meta-
cognitive in nature. Although striking, this finding
should occasion no surprise, because metacognitive
judgements are distinct from the type of awareness
that results in mental states’ being conscious.

Some who deny that a state’s being conscious con-
sists of being aware of that state in a suitable way
have stigmatized any such awareness as metacognitive
awareness, irrelevant to the state’s being conscious.
Thus, Seth [41] writes that ‘sensory content need not
be overlain by metacognitive content in order to be
conscious’ (p. 981). And Block [14] sees HOAs as
occurring only when a state is reflectively or introspec-
tively conscious, not when it is conscious in a non-
introspective way. This evidently fails to take into
account that the awareness that higher-order theories
posit is seldom itself conscious. When a HOA is con-
scious, the state is introspectively conscious, and the
awareness of it does seem something like standard
types of conscious metacognitive judgement. A state
of which one is wholly unaware is not in any intuitive
way a conscious state, but the needed awareness typi-
cally falls well short of metacognitive processing as
that is usually understood.
(d) Reports, confidence measures and

post-decision wagering

Reliance on an individual’s report of being in a state or
not being in it to determine whether the state is con-
scious [25,26,42] is known as a subjective measure
Phil. Trans. R. Soc. B (2012)
[43]. Such measures reflect a higher-order theory of
what it is for mental states to be conscious, because
a report that one is in a state expresses an awareness
of being in that state, and similarly for a report that
one is not.

An alternative measure, also subjective in nature, is
to have participants rate the degree of confidence they
have about a particular stimulus. Instead of relying on
explicit reports about whether participants are in par-
ticular states, one can ask them to rate how confident
they are that a perceptual decision about a stimulus is
accurate. High confidence suggests that participants
have conscious awareness of the stimulus. Low confi-
dence, in contrast, suggests that participants take
themselves just to be guessing; a highly accurate per-
ceptual decision with low confidence suggests that a
participant is perceptually detecting the stimulus, but
not consciously. Such confidence ratings may there-
fore reveal whether a HOA is present, and they differ
from cases of metacognition such as JOL and FOK,
because such ratings are described in terms of accu-
racy of a current perceptual judgement, not in terms
of whether one has or will have command over some
particular information.

Persaud et al. [44] have developed a test for mental
states’ being conscious that arguably improves on such
confidence ratings. Instead of explicitly rating their
degree of confidence, participants are asked to place
a wager on a perceptual decision they have made,
say, about whether a stimulus is present or a string of
letters exhibits a particular pattern. Wagering presum-
ably reflects degree of confidence, but motivates
subjects to act on that degree of confidence and so
may avoid methodological issues about confidence
ratings [45].

Schurger & Sher [46] and Dienes & Seth [47] inde-
pendently pointed to the difficulty that loss aversion in
some subjects [48] creates for the wagering test, and
have suggested ways to adjust for that. But Dienes &
Seth have shown that even when wagering is adjusted
for loss aversion, it is no more sensitive than tradition-
al confidence ratings as an indicator of conscious
awareness. See also Overgaard & Sandberg [36] for a
useful review of the wagering method for determining
confidence ratings.

There is, moreover, a question about whether
the non-conscious information that influences cons-
cious perceptual decisions might also affect conscious
wagering behaviour. Presumably, it does not typically
do so, because post-decision wagering results con-
form well to traditional subjective reports [44,47],
and people may typically base wagers only on informa-
tion they are consciously aware of. But unconsciously
seen stimuli do affect inhibitory mechanisms [49],
and so might also affect wagering. That would
influence traditional confidence ratings as well as
post-decision wagering, leaving subjective reports
as the standard against which other measures must
be calibrated.
4. HIGHER-ORDER MISREPRESENTATION
Metacognitive judgements are by no means always
accurate. JOL may misgauge how much one will
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recall [50], and feelings of knowing can misrepresent
how much information one has command over [51].
Indeed, various techniques have been proposed for
enhancing the accuracy of metacognitive judgements
[52]. And change blindness illustrates a routine, per-
sistent error in the metacognitive expectation that we
readily detect visual changes [53,35].

Metacognitive error is hardly surprising. Although
metacognitive judgements are often sensitive to actual
cognitive abilities and achievements, such judgements
are distinct from the cognitive states they are about.
So, there will always be room for metacognitive
judgements to be wrong about those cognitive states.
(a) Misrepresentation by conscious awareness

This suggests a parallel question about the consciousness
of mental states. On higher-order theories, a state is con-
scious in virtue of one’s being aware of that state, and that
awareness is something distinct from the mental proper-
ties it makes one aware of. This is clear on standard
higher-order theories, which hold that the HOA and
the state it makes one aware of are distinct states. But
even on higher-order theories that maintain that the
HOA is intrinsic to the target state [9,10], the HOA is
distinct from those mental properties it makes one
aware of and in respect of which we taxonomize the con-
scious state. Because the HOA is distinct from the state
one is aware of, or at least distinct from the mental prop-
erties in respect of which one is aware of it, such theories
allow for possible misrepresentation by consciousness.
In allowing for such misrepresentation, consciousness
resembles metacognition.

Consciousness is the way our mental lives appear to
us; it is mental appearance. And because appearances
are not always accurate, there should be no surprise
that consciousness can misrepresent the mental states
that actually occur in us. Consciousness may make
it appear subjectively that one is in a mental state
somewhat different from the state one is actually in.

But there is a traditional tendency to think that,
unlike other appearances, the appearances of con-
sciousness cannot diverge from reality, that in respect
of the appearances of consciousness the mind is trans-
parent to itself [3, pp. 364, 592; 4, p. B132; 9; 37, pp.
77, 171]. If so, consciousness could never misrepre-
sent the mental reality it makes us aware of; when it
comes to consciousness, there is no distinction
between appearance and reality [54]. Consciousness
would not merely be the way our mental lives appear
to us; it would actually constitute that mental reality.
Anything we think we know about the mind would
then have to be tested against the deliverances of con-
sciousness. If appearance and reality coincide for
consciousness and mind, then misrepresentation by
consciousness is plainly impossible. Because higher-
order theories accommodate that possibility, such the-
ories could not then be correct.

It is worth stressing that the apparent difficulty for
higher-order theories is not about whether conscious-
ness does sometimes misrepresent what mental states
individuals are in, though there is reason to think it actu-
ally does. But the alleged difficulty concerns whether
such misrepresentation is even possible. A number of
Phil. Trans. R. Soc. B (2012)
theorists have pursued this criticism, urging that the
mere possibility of misrepresentation leads to incoherent
or absurd consequences [24,38,55–57]. Any theory
that allows consciousness to misrepresent mental reality
must, they maintain, be mistaken about the very nature
of consciousness and mind.
(b) Kinds of higher-order misrepresentation

The idea that misrepresentation is absurd or incoherent
recalls the traditional idea that first-person access to
mental states is infallible. Only if first-person access is
infallible would misrepresentation by consciousness be
impossible. But it is plain that first-person access is
not infallible. Mental states sometimes occur without
one’s being in any way aware of them, as in subliminal
perception and other cases. Consciousness in these
cases erroneously rules that no such states occur.
There are mental states we can detect even when
consciousness leads subjects to deny their occurrence.

One can always seek to defend a theory by redescrib-
ing the data. So one might deny that subliminal states
are mental at all, perhaps describing them as subperso-
nal states, mere ‘events of content fixation’, as Dennett
[58] urges. Or one could urge, with Block [14,18,19],
that even some perceptual states that one is wholly
unaware of and sincerely denies the occurrence of are
conscious in a special way that does not require any
such awareness. But states that occur in subliminal per-
ception function in many or even most of the ways that
conscious perceptual states function [59]. So denying
that subliminal states are qualitative or even mental at
all is simply redescribing commonsense phenomena to
save a theoretical preconception. And if first-person
access is not infallible, there can be nothing incoherent
or absurd about the possibility of misrepresentation
by consciousness.

A finding by Breitmeyer et al. [60] (see also Breit-
meyer et al. [61]) may seem to provide a substantive
reason to question whether genuinely qualitative states
do occur in subliminal perception. Breitmeyer et al.
found that in metacontrast masking of unsaturated
blue, green and white stimuli, the priming effects of
the white stimulus resemble those of the green stimulus
more than the blue. Because the white stimulus had
greater contributions of green wavelengths than of
blue, Breitmeyer et al. concluded that priming effects
in these masked cases reflect earlier visual processing
in area V1 that is mainly responsive to wavelength prop-
erties. This effect was not found when stimuli were
unmasked and consciously visible. Green stimuli in
those cases did not prime like white stimuli, presumably
reflecting cortical activity in higher visual areas special-
ized for colour. Breitmeyer et al. described the masked
effect as wavelength-dependent, in contrast with what
they described as the percept-dependent behaviour of
the unmasked primes.

One might take this to show that the mental qual-
ities characteristic of conscious vision do not occur
in subliminal processing. But the findings do not sup-
port that conclusion. Processing in the higher visual
areas specialized for colour may typically be conscious,
but these findings do not show that it always is. Nor is
it obvious that such processing never fails to be
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conscious. So if the masked cases do not exhibit mental
qualities, that need not be because those cases fail to be
conscious; it may instead be because they do not involve
processing beyond area V1. It may even be that mental
qualities do figure in the masked cases, but that the
lack of higher visual processing results in those qualities
being taxonomized in the more coarse-grained ways
reflected in the findings by Breitmeyer et al. More
would be needed to show that mental qualities do not
occur at all in subliminal vision.

Consciousness may misrepresent mental reality,
then, by failing to reveal non-conscious mental states
of which one is altogether unaware. But how about
states that are conscious? Can consciousness fail to
represent those states accurately? Not only is that poss-
ible; it occurs routinely. When we consciously take in a
visual scene, we see the colours that things have, but
we are seldom aware of those colours in respect of
their exact shades. We consciously see things as light
blue or dark red or bright green, but we are not con-
sciously aware of the exact shades we would discern
if we attended to the objects and their colours.

One might question whether being aware of specific
shades of visual sensations in merely generic terms is
properly described as a case of misrepresentation; we
do not generally describe cases of incomplete represen-
tation as misrepresentation. But in the cases under
consideration, first-order states simply have no generic
mental properties of the sort that HOAs represent
those first-order states as having; the mental properties
of first-order states are all specific. So HOAs do
sometimes represent the first-order states inaccurately.

There are, in any case, more dramatic cases that we
would plainly describe as misrepresentation. Grimes
[62] used eye trackers to switch displays during partici-
pants’ saccades, when no retinal signal reaches visual
cortex. Participants often were not consciously aware of
changes in salient visual features, e.g. in 18 per cent of
cases, a dramatic change between red and green central
to a display. Because retinal input tovisual cortex resumes
after saccades, first-order states in visual cortex presum-
ably did change in ways that reflected the change in
display, despite participants’ reporting no awareness of
such change. Participants’ HOAs of their first-order
visual states here plainly misrepresent those states.

But the visual states themselves, independent of con-
scious awareness, must reflect the more finely
differentiated shades, because those shades are readily
available whenever we attend to them. The same is
true of the mental qualities we are aware of inattentively
in other perceptual modalities. Mental qualities occur in
more finely differentiated ways than consciousness typi-
cally reveals. This is one way in which consciousness
misrepresents mental reality, though the misrepresenta-
tion is innocuous and is corrected at will by attending.
Consciousness misrepresents in connection with other
types of mental state as well; Desmurget and co-workers
[63,64] have found evidence of awareness of intentions
without intentions, and conversely; here, consciousness
represents volitional states inaccurately.

It is worth noting a possible difference between these
cases and those reported by Wegner [65], in which par-
ticipants are aware of themselves as doing something
and thereby causing something to happen even though
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those effects are due to independent factors. These par-
ticipants are aware of themselves as being in relevant
volitional states and also aware of themselves as causing
the target effects. But those two cases of awareness are
distinct and can occur independently. Participants
might have the volitions they are aware of having even
though those volitions do not figure in causing the
target effects. Additional evidence would be needed to
show that they also lack those volitions.
(c) Attention, conscious awareness and

misrepresentation

Attending cannot by itself always yield a more finely
differentiated awareness of mental qualities. We are con-
sciously aware of shades of colour in more finely
differentiated ways when we have two or more very
close shades to compare at one time than when those
shades are presented in succession [66,67]. This also
holds for conscious discrimination of auditory pitch
[68]. We have no reason to hold that visual and auditory
cortex represents shades and pitches in less fine-grained
ways when they occur successively rather than together.
So when stimuli do occur in succession, consciousness
fails to reveal fine-grained differences that actually
occur among the relevant mental qualities. And this
effect is altogether independent of attention.

Attention enhances the way we are aware of our per-
ceptual experiences. But one might urge that some
attention, perhaps quite low, is needed for a HOA to
form in the first place. This is unlikely. For one thing,
there is now ample evidence of a double dissociation
between attention and mental states’ being conscious
[69–73]; attention occurs in connection with states that
are not conscious, and is absent with many states
that are conscious. And it is in any case subjectively
implausible that attention is needed for states to be con-
scious; many peripheral visual states are conscious but
seemingly unattended. One could urge that there is
always some attention, however slight; when a state
is conscious, but without independent evidence of
attention, it is unclear what that claim amounts to.

If attention is not responsible for the generation of
HOAs, what is? I argue in §5 that HOAs contribute
little or no utility over and above the utility of the
first-order states themselves; so we cannot appeal
to evolutionary selection pressures to explain why
HOAs occur. This issue would go beyond the scope
of the present study, though I have addressed it
elsewhere [1, ch. 7, §6, ch. 10, §5].
(d) Other doubts about higher-order

misrepresentation

Block [38] has urged in reply to me [74] that one
cannot be consciously aware of a stimulus in respect
of a less finely differentiated shade than is represented
in visual cortex. But he misconstrues the claim,
arguing just that there cannot ‘be an experience of
red but not of any shade of red’ [38, p. 445]. The
claim is not that a conscious experience of red might
not represent the shade as red at all, but that it
might represent it in a way that is indeterminate with
respect to a range of specific shades of red. One is aware
of the experience as an experience of red, but not,
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e.g. as more like maroon than crimson. This kind of con-
scious awareness is not only possible; it is routine.

It is important to note a possible ambiguity of the
term ‘experience’. By ‘experience’, one might mean a
sensation or perception of red, independent of whether
and if so how that state is conscious. Any such state
will exhibit a mental quality of a specific shade of
red. But things are different if by ‘experience’ one
means instead a conscious sensation or perception.
Even though the sensation or perception itself, inde-
pendent of how it is conscious, will exhibit a mental
quality of a specific shade, the way we are aware of
the state will often fail to reflect that specific shade.
So if by ‘experience’ we mean the qualitative state as
one is subjectively aware of it, an experience of red
may well simply be of a generic shade.

Failing to capture specific qualitative character is
not the only way that consciousness misrepresents
our mental states. People sometimes confabulate the
thoughts or desires as having led to choices, despite
evidence that those thoughts and desires could not
have been operative. They are, in these cases, aware
of themselves as having thoughts and desires that
they do not actually have [75–77]. Moreover, expec-
tations distort the way we are subjectively aware of
our qualitative experiences, as when one drinks apple
juice expecting the taste of iced tea. Expectations can
affect even the subjective experience of pain [78]. In
such cases, one’s subjective awareness misrepresents
the qualitative state one is actually in.

Why, in the face of such commonplace examples as
iced tea and apple juice, would anybody doubt that
consciousness sometimes misrepresents actual mental
occurrences? Consciousness is the way those mental
occurrences subjectively appear to one; why think it
cannot get things wrong?

Perhaps, if the subjective awareness were intrinsic not
simply to the state, but to the represented mental prop-
erties themselves, that would prevent consciousness
from misrepresenting. There is a compelling sense
that nothing mediates between the painfulness of a
conscious pain and one’s subjective awareness of it;
the painfulness and the awareness seem indistinguish-
able. And if they are not only indistinguishable but the
same, perhaps that awareness cannot misrepresent
the state in respect of such painfulness.

Its seeming that mental qualities are indistinguish-
able subjectively from awareness of those qualities
appears to point toward a first-order theory of cons-
ciousness, on which qualitative states are conscious
independent of any awareness of them. And when
mental states are conscious, the mental properties in
virtue of which they are conscious can seem subjectively
inseparable from their being conscious.

But such apparent inseparability does not show
that consciousness is built into those other mental
properties, independent of one’s awareness of those
properties. When a state is conscious, one is aware of
the state in respect of various individuating mental
properties, such as its qualitative character. But one
is seldom also aware of being aware of those other
mental properties. So the state’s being conscious typi-
cally seems subjectively inseparable from the other
mental properties in virtue of which one is aware of
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it. And the occurrence of states that have those
mental properties without being conscious, which
pose a challenge for first-order theories, underscores
the independence of a state’s being conscious from
its other mental properties.

There is independent reason to reject a first-order
theory on which a state’s being conscious is in-
separable from the state’s other mental properties.
Whatever our subjective impressions about conscious
states, we can give full accounts of those other
mental properties without appeal to consciousness.
This is widely recognized for cognitive and volitional
states. Despite many disagreements about how best
to explain intentionality, virtually every theory with
any level of broad support seeks to explain intentional-
ity independent of the relevant states’ being conscious.

Things may seem less clear in the case of qualitative
states, because many theorists see mental qualities as
inexplicable apart from the way those qualities present
themselves to conscious awareness. But as these theor-
ists often acknowledge, this approach permits virtually
nothing informative to be said about mental qualities
[20,79]. So there is reason not to rely on consciousness
in giving an account of mental qualities [80].

And there is an inviting alternative. Instead of
understanding mental qualities in terms of the way
they present themselves to consciousness, we can
understand them by appeal to the roles they play in
perception. We discriminate among various ranges of
perceptible properties of stimuli, and we are able to
do this because of the mental qualities special to
each perceptual modality. For every perceptual dis-
crimination between two perceptible properties, there
must be a difference between corresponding mental
qualities. So when we construct the quality space of
perceptible properties discriminable by a particular
modality, we have an account of the mental qualities
that enable those discriminations [1,80]. Because per-
ceptual discrimination can occur subliminally, this
account again makes no appeal to qualitative states’
being conscious.

When mental states are conscious, we individuate
them not by appeal to their being conscious, because
all conscious states have that in common, but rather by
appeal to their other mental properties. The mental
properties in terms of which we individuate conscious
states are the intentional and qualitative properties
we are subjectively aware of those states as having. The
availability of satisfactory theoretical accounts of those
properties independent of consciousness trumps what-
ever subjective appearance there is that being conscious
is intrinsic to those properties. And that leaves us with
no reason to doubt that consciousness does sometimes
misrepresent the states it makes us aware of.

(e) Neuronal global-workspace theory

As noted in §2, global-workspace theory is unusual
among first-order theories in providing a distinction
between mental states that are conscious and those that
are not. So it should not be surprising that, unlike other
first-order theories, it does not preclude misrepresenta-
tion by consciousness. (I am grateful to Hakwan Lau
for raising thispoint.) A state is conscious onglobal-work-
space theory if its content comes to be present in the
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global workspace and thereby available to many cortical
systems. So consciousness in effect represents the state
as having whatever content is available to those systems.
But the content that reaches the global workspace
might sometimes differ from the content of the original
state. And consciousness would then, on the theory,
misrepresent the state that is conscious.

One might question why, given various similarities
between higher-order theories and the neuronal
global-workspace theory, we should not see them as
theories of the same type. As noted in §2, both theories
receive support from PFC activation when states are
conscious and relative absence of such activation
when states are not. Both theories allow, moreover,
for a type of misrepresentation by consciousness.

But there are pivotal differences. Most importantly,
the neuronal global-workspace theory sees a state’s
being conscious as consisting of the global availability
of its content, whereas higher-order theories see a
state’s being conscious as consisting of one’s being
aware of oneself as being in that state. These are strik-
ingly different ways to understand the property of a
state’s being conscious.

The two models of what a state’s being conscious
consists, moreover, result in distinct ways in which
consciousness can misrepresent. On higher-order
theories, one is aware of oneself as being in a state in
some ways distinct from the state one is actually in.
On the neuronal global-workspace theory, in contrast,
the misrepresentation is due rather to a difference
between the content that the global workspace makes
available and the content of the original state itself.

The neuronal global workspace is posited to make
content available to many systems, and these may well
include whatever system subserves HOA and the conse-
quent ability to report one’s own conscious states. So
there is that much overlap between higher-order the-
ories and the neuronal global-workspace theory. But it
is the HOA that matters for a state’s being conscious,
according to higher-order theories, not availability to
other cortical systems. And experimental testing for
most theories must rely on subjects’ verbal reports or
the equivalent to determine whether a state is conscious.

(f ) Misrepresentation and what it is like

On a higher-order theory, a state is conscious in virtue
of one’s being aware of oneself as being in that state.
On a standard construal of the phrase, ‘what it is
like’ [54], what it is like for one to be in a state is a
matter of how it is for one to be in that state, that is,
how one is subjectively aware of oneself as being in
the state. So the HOA one has of being in a state
will determine what it is like for one to be in it.

On some higher-order theories, my own included,
that HOA consists of a thought to the effect that one
is in the relevant state. And one might question
whether such thoughts could be responsible for there
being something it’s like for one [38, p. 444]. But
there is reason to think that it can [1]. Learning new
words for one’s qualitative experiences can sometimes
by itself result in coming to be aware of one’s experi-
ences in more fine-grained ways, as with learning
terms for tastes of wines or for musical instruments
one could not previously distinguish.
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Learning new words involves learning how to apply
the concepts that the new words express. And learning
a new concept enables one to have a new range of
thoughts that employ that concept. The new words and
concepts in these cases pertain to one’s qualitative experi-
ences; so learning the new words enables one to have
new thoughts about one’s own qualitative experiences,
thoughts that draw more fine-grained distinctions
among them.

There is no other effect that learning new words
might have that would enable one to be subjectively
aware of those more fine-grained qualitative distinc-
tions. So the best explanation for this effect of learning
new words that draw more fine-grained qualitative
distinctions is that the new concepts enable one to
have more fine-grained higher-order thoughts about
the relevant qualitative states. This demonstrates that
differences in the intentional content of higher-order
thoughts makes a corresponding difference to the way
we are subjectively aware of qualitative states. It there-
fore lends credibility to the claim that higher-order
thoughts are indeed responsible for there being some-
thing it’s like for one to be in conscious qualitative
states in the first place.

This effect is seldom evident in adulthood, because it
is rare past young childhood that we learn new terms for
our qualitative states, and hence new ways to be aware of
those states. So it is useful to focus on such unusual
cases as coming to have more fine-grained conscious
experiences of wines or musical instruments.

It may seem that higher-order-thought theory
makes mistaken predictions about what conscious
experiences are possible. As Block [38, p. 445] urges,
because nothing rules out having a thought that one
has an experience of red and green fully occupying
the same region at once, perhaps higher-order-thought
theory predicts that such an experience is possible.

Surprisingly, something like that conscious experi-
ence seems actually to occur; in a striking study,
Billock et al. [81] found that when multi-coloured, equi-
luminant images are stabilized on the retina, some
subjects report seeing reddish greens or bluish yellows,
presumably owing to filling-in mechanisms. But
higher-order theories are in any case not committed to
such predictions. Higher-order thoughts must have an
assertoric mental attitude, because doubting and won-
dering do not by themselves result in one’s being
aware of anything. And one cannot have any assertoric
thought one chooses. It is doubtful that one can asser-
torically think that 2 þ 3 ¼ 57, or even that one can
have an assertoric thought that it is raining as one
gazes out on a clear, cloudless sky. So it is likely that
what mental states we can be in constrain in various
ways what assertoric higher-order thoughts we can have.
5. FUNCTION, CONTENT AND
PSYCHOLOGICAL ASCENT
Metacognitive judgements have often considerable uti-
lity; it is plainly useful for a person or other creature to
have some sense of how much has been learned (JOL)
and how much will be able to be recalled (FOK).
Moreover, metacognitive regulation of various sorts
is often [39,82], if not always [40], conscious. That
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suggests a parallel question about mental states’ being
conscious independent of distinctively metacognitive
processes. Is there any utility to a mental state’s
being conscious over and above that mental state’s
occurring without being conscious? And if so, what
does that utility consist of?

Metacognition and consciousness are distinct
phenomena; so metacognitive utility will not automati-
cally carry over to the consciousness of mental states.
But similarities between the two suggests that because
metacognition is highly useful, consciousness may
have some utility as well.

Metacognitive judgements are judgements about
representational states, and mental states’ being con-
scious arguably always involves one’s being aware of
those states. On a higher-order theory, mental states’
being conscious consists of such awareness, and even
on first-order theories a state’s being conscious may
typically facilitate such awareness. So it seems inviting
to speculate that there will be some utility to men-
tal states’ being conscious beyond the utility of
mental states that occur without being conscious.

And there are considerations apart from the analogy
with metacognition that may lead us to expect that
consciousness plays some useful role. We often seek
to understand features of the psychology of people as
well as other animals by appeal to some utility those
features have. So it is natural to look for a positive
role played by mental states’ being conscious. The
search for such utility may result from a focus on evol-
utionary selection pressures, but it need not; it is
often productive, independent of issues about evol-
utionary origin, to look for some utility that aspects
of psychological functioning exhibit.

But the theoretical hunch that we will find some uti-
lity must not mislead us. We often understand aspects
of psychological functioning by appeal not to their
utility, but simply to the factors that cause the psycho-
logical functioning under investigation. So we must
hold open the possibility that mental states’ being con-
scious adds little or no utility to what those states
would have, even without being conscious. In that
case, we would have to explain why many states are
conscious by appeal to those factors that cause those
states to be conscious.

There are two broad areas that theorists have exam-
ined as promising candidates for such utility, both
suggested by the analogy with metacognition. One is
internal to the individual, having to do with rationality
generally, and more specifically with planning, infer-
ence and executive function. The other pertains to
social interactions, including informing others what
mental states one is in and other potential ways of
facilitating social cohesion.
(a) Utility owing to rationality

Rationality is a matter of how one’s thoughts, desires,
goals and other cognitive as well as volitional states
cohere with one another. Similarly, for the efficacious
laying of plans and the drawing of inferences, and
executive function; these are all a matter of how
one’s cognitive and volitional states interact. And the
relevant interactions hinge on the intentional content
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of those states. Rationality and inference depend
entirely on rational connections among the contents
of cognitive and volitional states, as does the efficacy
of our plans. And executive function, which involves
inhibitory control and the fine-tuning and adjusting
of the volitional states that lead to behaviour, again
hinges on the content of those volitional states.

The exclusive dependence of these processes on
intentional content is reflected in the widespread rec-
ognition, despite other theoretical disagreements,
that such content must involve causal connections
among states with suitably related content. Otherwise,
the interactions among such states on which ration-
ality, planning and executive control must rely would
remain mysterious. Content goes hand in hand with
causal potential.

These processes do often occur consciously; we are
frequently aware of cognitive and volitional states that
constitute these processes. But cognitive and volitional
states also often occur without being conscious. And
because rationality and efficacy of planning and execu-
tive control all hinge on the intentional content of the
relevant states, it is unclear why the states’ being
conscious would in any way enhance those processes.

Even when the processes do involve conscious
states, the efficacy of the processes depends on the
content of the relevant states, not on the independent
property of the states’ being conscious [83]. Because
volitional states occur without being conscious before
they come to be conscious [27,28], the same may
happen with cognitive states. If so, consciousness will
not have any significant utility in either case. This
fits well with findings by Dijksterhuis et al. [84], con-
troversial [85] but recently replicated by Usher et al.
[86], on which decisions about complex matters
often turn out better when they result from thought
processes that are largely not conscious. Indeed, con-
scious monitoring of one’s thought processes is often
awkward and inefficient.

Adopting a traditional inner-sense picture of con-
sciousness, on which awareness of our conscious states
is perceptual, makes it tempting to hold that conscious-
ness does play a beneficial role in these rationality and
related processes. Perceiving things enables us to nego-
tiate our way among them, pick them up and move them
about in ways that suit our purposes. So a perceptual
model of the way in which we are aware of our conscious
states encourages the idea that being thus aware of those
states should enable us to rearrange them in similarly
advantageous ways.

A perceptual model of mental states’ being conscious
is unconvincing, independent of these considerations.
Perceiving involves mental qualities that occur in
response to perceptible properties and enable us to dis-
criminate among them. But there are no higher-order
mental qualities that figure in the way we are aware of
our mental states; such awareness is not perceptual [11].

Independent of any such perceptual model, how-
ever, mental states are simply not the sorts of things
we can rearrange to suit our purposes as we do with
the physical objects we perceive. We do revise and
adjust our thinking and our volitional states, and execu-
tive function facilitates fine-tuning of such states. But
such revising and adjusting typically or always hinges
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on interactions among the relevant states solely as a
result of their content. We revise poor plans and
irrational thinking because of the conflicts in content
they lead to and the causal potential states have exclu-
sively in virtue of their content. Awareness of the states
is seldom, if ever, needed [83].

These considerations apply not only to cognitive
and volitional states, but also to qualitative states,
such as perceptual sensations. Mental qualities, on
the account sketched in §5, have distinctive perceptual
roles. And the utility a perceptual state has for the
organism will be due mainly or even solely to that
perceptual role. Because that perceptual role is inde-
pendent of qualitative states’ being conscious, we
have no reason to think that their being conscious
would add any utility beyond the utility they already
have due to perceptual role.

As noted in §4, learning new words that draw more
fine-grained distinctions among one’s qualitative states
sometimes results in one’s being aware of those states
in more fine-grained ways; one comes to be able to
draw more distinctions among one’s qualitative states
solely in virtue of one’s first-person access to those
states. But there is again no reason to think that quali-
tative states’ being conscious in respect of these more
fine-grained differences would add significant utility.
Differences among qualitative states already enable
fine-grained perceptual discriminations independent
of the states’ being conscious in respect of those
fine-grained differences.

So it is unclear what utility is added by the states’
coming to be conscious in respect of those differences
apart from a measure of aesthetic pleasure. And that
pleasure may well occur without being conscious;
people sometimes exhibit an aesthetic preference with-
out conscious awareness of what it is in virtue of which
they have that preference. So the added utility would
consist, at most, of the pleasure’s coming to be con-
scious, something arguably marginal in the context
of one’s overall psychological functioning.

Because many mental processes occur without con-
scious awareness, it is natural to look for some utility of
conscious awareness by seeing which mental processes
are invariably accompanied by such awareness [87].
But that is not sufficient. Greater signal strength may
independently result in a state’s being conscious and
in some other effect, much as variations in atmos-
pheric pressure cause changes both in weather and in
barometer readings, effects unconnected except for
having a common cause. Even when some useful
psychological function always occurs consciously, we
need evidence that conscious awareness is required
for that function and is not simply an irrelevant by-
product, an epiphenomenon, as that term is used in
medical contexts.

Weiskrantz [25, ch. 7] notes that flexible thinking
seems not to recruit the perceptual contents that fail
to occur consciously in disorders such as blindsight,
prosopagnosia and amnesia. And he suggests that a
benefit of those perceptual contents’ being conscious
may be their availability for such flexible thinking.
But such disorders involve deficits in mental proces-
sing in addition to the failure of some perceptual
states to occur consciously; so the unavailability of
Phil. Trans. R. Soc. B (2012)
such states for flexible thinking may not be due to
those states’ not being conscious. In addition, individ-
uals with these disorders are habituated to recruiting
conscious perceptions in their flexible thinking, per-
haps only because so much conscious perceiving is
available. And with individuals for whom no relevant
perceptions are conscious, those that are not conscious
can figure in flexible behaviour [88].

It is important to note a potential ambiguity in the
term ‘function’. The question of concern here is
whether mental states’ being conscious has any utility
for the organism beyond the occurrence of those states
without their being conscious. But we also speak of
function as simply the observable or discernible
effect something has, as Cohen & Dennett [89] evi-
dently do. Their argument that consciousness cannot
be separated from function hinges on noting that con-
scious states can be reported [25,26,42] and that they
typically have other behavioural effects. And as they
argue, conscious states that cannot be detected also
cannot be studied. But that by itself does not help
show that mental states’ being conscious adds any uti-
lity for the organism beyond the utility of those states’
occurring without being conscious.

(b) Utility owing to social interaction

The ability to report conscious states raises the second
type of utility that theorists have explored for mental
states’ being conscious: the utility of enhancing social
interactions. If I can tell you what states I am in, that
will facilitate interactions between us. And if a
mental state is not conscious, I will be unable to tell
you about it [87, p. 539].

It is often useful to know what mental states others
are in. But being told is not the only way to learn that.
Suppose I think it is raining. One way you can learn
that I think that is by my explicitly saying, ‘I think it
is raining’. And I cannot tell you that unless the
thought I report is conscious; indeed, my saying, ‘I
think that it is raining’ expresses my awareness of
that thought, the HOA in virtue of which the thought
is conscious.

But you could also learn that I think that it is raining
not by my explicitly saying that I think it is, but by my
simply saying instead, ‘It is raining’. I need not tell you
that I have that thought; I can just express my thought
verbally. And if I do just say, ‘It is raining’, I do not
thereby express my awareness of that thought; I
convey the thought, but I do not explicitly mention
it. So in this case my thought’s being conscious plays
no role in my letting you know what I think. Con-
sciousness is not needed for the social utility of
letting others know about our thoughts.

The difference between expressing and reporting
seems small in the case of an assertoric thought,
such as the thought that it is raining, small enough
that it is sometimes overlooked [90]. But the difference
is vivid in other cases. If one wonders whether it is
raining, one expresses one’s wondering simply by
asking, ‘Is is raining?’, whereas one reports the state
by saying assertorically, ‘I wonder whether it is rain-
ing’. The difference stands out even more with
emotions; typically, we learn of somebody’s having
some emotion from that person’s expressions of
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emotion, verbal and non-verbal, rather than from the
person’s explicitly saying, ‘I am feeling angry [sad,
happy, and so forth]’ [1, ch. 11].

The most straightforward way to convey that one
thinks something is to say whatever it is that one thinks.
Similarly, with doubting, wondering and so forth, one
can always simply express these states verbally.

But one can also move a step up, and explicitly say
that one has the thought. We can describe this move
from verbally expressing to explicitly reporting as
psychological ascent, by analogy with the move from
asserting a sentence to saying that the sentence is
true, which Quine [91] calls ‘semantic ascent’. And
just as describing a sentence as true has no cognitive
advantage over simply asserting the sentence, so expli-
citly saying that one has a particular thought has no
utility beyond simply expressing the thought verbally.

Typically, when one verbally expresses a thought,
that thought is conscious. But its being conscious is
not what enables the thought to be expressed. Verbally
expressed thoughts are typically conscious because our
ability to describe our own thoughts induces a propen-
sity to be aware of any thoughts one verbally expresses
[1, ch. 10]. The thought’s being conscious plays no
role in enabling one to express the thought verbally.

Frith [87, p. 539] notes that there can be a distinc-
tively social aspect to subjects’ reporting conscious
awareness of a stimulus. Reports are communicative
acts, and expectations that experimenters or others
have may sometimes influence those reports. Still,
the reporting is not a joint endeavour; a report
expresses an individual’s awareness or a lack of aware-
ness of a mental state, and so reflects whether
particular states occur consciously.

Frith [87] has also developed a challenging view on
which conscious awareness has a distinctively social
utility that derives from the conscious awareness of
one’s own and others’ agency. Conscious awareness
of our own agency and that of others, he urges,
enhances social cooperation. Distinguishing voluntary
from non-voluntary behaviour on others is plainly
important for cooperative social interactions, and we
often distinguish those things consciously.

But young infants also draw that distinction
[92,93], casting doubt on whether conscious aware-
ness is required to do so; indeed, even newborn
chicks seem to draw a distinction between animate
and inanimate movement [94], suggesting that the dis-
cerning of voluntary behaviour may be too primitive to
rely on conscious perception. So it is unclear what
additional benefit there might be to doing so con-
sciously. Perhaps Frith [87, p. 535] sees added utility
because he holds that conscious awareness is required
in deciding for oneself what to do. But it is also unclear
that such decisions cannot occur without being con-
scious [63,64]; so conscious awareness may well add
little, if any, utility even there.

It is sometimes held that our ability to tell what
mental states others are in has some connection with
the ability to be aware of our own mental states in the
way we are when those states are conscious [95]. But
the two abilities have little, if anything, in common
beyond their both making use of relevant concepts of
the relevant states. The mind-reading ability that
Phil. Trans. R. Soc. B (2012)
enables us to tell what states others are in relies on
non-verbal behaviour, whereas the awareness of one’s
own conscious states is independent of self-observation.
And although metacognitive judgements may enhance
mind-reading abilities [96], both are independent of
conscious awareness.

It is worth stressing that the considerations that
undermine the widespread conviction that mental
states’ being conscious adds significant utility do not
rest on one’s having adopted a higher-order theory
of what it is for mental states to be conscious.
A number of the considerations that point to an absence
of added utility also support higher-order theories.
But those considerations lend support to higher-order
theories, independent of casting doubt on there being
significant added utility to a state’s being conscious.

It may strike many as surprising, for reasons noted at
the outset of the section, that there should be no signifi-
cant utility due exclusively to mental states’ being
conscious, utility that does not occur when those
states occur without being conscious and is not an inde-
pendent by-product of the processes that lead to their
being conscious. But theory and empirical investigation
seem so far not to have uncovered any such benefit.
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