
1 

 

 

 

 

 

Doing Good with Virtual Reality: 

The Ethics of Using Virtual Simulations for Improving 

Human Morality 

 

Abstract: Much of the excitement and concern with virtual reality (VR) has to do with 

the impact of virtual experiences on our moral conduct in the “real world”. VR 

technologies offer vivid simulations that may impact prosocial dispositions and abilities 

or emotions related to morality. Whereas some experiences could facilitate particular 

moral behaviors, VR could also inculcate bad moral habits or lead to the surreptitious 

development of nefarious moral traits. In this chapter, I offer an overview of the ethical 

debate about using VR to improve morality. I start by clarifying the rationale of using VR 

for good, drawing on moral enhancement literature, branches of the science of morality, 

and the specific potentials of this technology. Then, I will briefly focus on three prominent 

domains of socio-moral improvement: the use of VR for enhancing empathy, reducing 

implicit biases, and improving pro-environmental behavior. After that, I shall consider 

three ethical objections to the enthusiasm for using VR in order to improve human 

morality. Finally, I will recapitulate the main points of the chapter and provide a few 

concluding thoughts on future avenues of discussion on how VR can make us act 

(morally) better. 

Keywords: Virtual Reality Ethics; Ethics of Technology; Virtual Morality; Moral 

Enhancement; Moral psychology. 

 

1. INTRODUCTION 

Can Virtual Reality (VR) become a force for good1? The possibility that virtual 

experiences can lead to positive social change in the non-virtual world is exciting. VR 

                                                 
1 The rhetoric of ‘good’ has been at the forefront of various VR projects. For instance, the company Oculus, 

which belongs to Facebook, now rebranded as Meta, runs the program “VR for Good”. This specific 

program promotes and funds immersive journalism aiming to create progressive social impact. (See 
https://about.meta.com/community/vr-for-good/; last access 12th May 2023). Various immersive films for 
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https://about.meta.com/community/vr-for-good/
https://doi.org/10.4324/9781003359494


2 

 

comprises a set of technologies that enable vivid, interactive, and immersive experiences 

in digitally created environments (Slater & Sanchez-Vives, 2016; Bailenson, 2018).2 If 

experiences in virtual environments could induce beneficial attitudinal and behavioral 

changes in the “real physical world”, these technologies could become important allies in 

achieving significant socio-moral goals. Still, assuming this promising possibility could 

mean accepting its less pleasant counterpart—that VR technologies can promote bad 

moral traits and lead to ethically problematic dispositions in users. 

In this chapter, I philosophically address the impact of VR on human morality. 

This issue is crucial from an ethical perspective in part because the (un)desirability of 

many virtual practices must be judged in terms of their benevolent or malevolent 

influence on the development of users’ moral character and conduct (Cotton, 2021). 

Indeed, the consequences of behavioral changes are particularly relevant with this 

technology. In contrast with other more passive media, the fact that in VR the participant 

is not a “spectator” but an “actor” raises the possibility that virtual agency could have 

consequences on real-world behavior (Brey, 1999, p. 8). Furthermore, the considerable 

cheapening and diffusion of VR technologies (including rudimentary cellphone-based 

hardware formats), with the consequent boom in domestic use, make this issue even more 

pressing. Virtual experiences—seemingly confined to the realm of the home—are 

becoming massive, so these presumably private practices could have ethically relevant 

public consequences. 

In assessing the potential for VR to do good, a number of empirical and normative 

issues need to be considered. This is precisely the purpose of the overview I propose in 

this chapter. On the one hand, if we want to know what hopes and fears are justified, we 

must attend to the burgeoning interdisciplinary literature studying the impacts of VR on 

people’s prosocial behaviors and moral capacities. Knowing which types of virtual 

experiences produce changes in attitudes, which reduce or increase implicit biases, or 

which factors of virtual exposures may cause lasting effects is a straightforward empirical 

question. On the other hand, whether these changes are desirable or undesirable is a 

normative problem. Even if there is agreement on the evidence generated on whether VR 

could have a particular influence, there may still be ethical divergences on whether the 

influence in question is good or bad. These empirical and normative levels will be 

intertwined in the subsequent discussion, showing that the assessment of the impact of 

VR on human morality is complex and nuanced. 

                                                 
social awareness have also been cataloged under the name of the “‘co-presence for good’ movement” 

(Nakamura, 2020, p. 56). 

2 Beyond computer-generated environments, 360° recorded videos that are projected on head-mounted 

displays can also be considered VR experiences, although these are generally less immersive than digitally 

designed environments (Slater and Sanchez-Vives, 2016, p. 35-37). Later I will show that some of the hopes 

and criticisms of using VR to improve socio-moral behavior have also been focused on these immersive 

videos, especially regarding empathy enhancement. Therefore, in this chapter, I will manage a broad 

conception of VR that can accommodate different developments and applications of virtually immersive 

technologies. 
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The structure of this chapter is as follows. I will begin by showing the rationale 

for using VR to improve human morality, pointing out the specific potential of this 

technology. Next, I will look at three cases where VR could notably influence morally 

significant abilities and prosocial types of behavior. I will then show that socio-moral 

projects through VR also have objectionable aspects by analyzing three specific 

problems. Finally, I will conclude with a series of reflections on the limitations of the 

chapter and with future lines of discussion. 

 

2. THE RATIONALE FOR USING VR TO IMPROVE MORALITY 

Human morality can be empirically studied and deliberately influenced through emerging 

technologies. On the one hand, knowledge about the foundations of morality in our 

species has considerably increased in recent decades. First, human morality has a 

neurobiological basis (Rueda, 2021). We know, for example, that certain brain lesions—

either caused by accidents or by nontraumatic disorders—can affect our socio-moral 

capacities (Harlow, 1848; Damasio, 1994; Mendez, 2009). Neuroimaging studies also 

provide valuable information about the brain in action, showing which brain regions are 

more important in specific moral judgments or in morally problematic situations (Greene 

et al., 2002; Illes, 2003; Racine et al., 2005; Prehn & Heekeren, 2014). There is also ample 

evidence on the neurobiological basis of morality because it has been shown that 

neurochemical modulation and brain stimulation techniques can influence moral 

judgments and behaviors (Bourzac, 2016; Crockett, 2016; Levy et al., 2016; Di Nuzzo et 

al., 2018). Second, other branches have studied the evolutionary origin of morality. The 

building blocks of our moral psychology seem to have developed in the Pleistocene, when 

humans lived in small, interdependent, and close-knit communities (van Schaik et al., 

2014; Burkart, 2018; Tomasello, 2018). The moral dispositions that remained ingrained 

in our forged evolutionary psychology hinder, according to some, the fulfillment of 

today’s ethical aspirations to care for strangers who are distant in space and time (Persson 

& Savulescu, 2012). Third, we have further empirical evidence coming from 

“experimental ethics”, that is, from studies (using methods mainly from cognitive 

sciences, empirical moral psychology, or behavioral economics) showing the 

psychological, cognitive, and behavioral mechanisms that influence our moral tendencies 

in both lay and expert persons (see Dworazik & Rusch, 2014; Aguiar et al., 2020). 

 On the other hand, emerging technologies can deliberately influence, for better or 

worse, our moral capacities. In particular, the field of study on “moral enhancement” has 

investigated how to use technological advances in beneficial ways to improve human 

morality. By ‘moral enhancement’, we generally mean using technological applications 

or science-based interventions to improve cognitive, emotional, motivational, and 

behavioral aspects related to morality (DeGrazia, 2014; Raus et al., 2014; Rueda 2020). 

Different methods could serve these purposes, such as, among others, emerging 

neurotechnologies (Earp et al., 2018; Di Nuzzo et al., 2018), various pharmaceuticals 

(Crockett, 2014; Levy et al., 2016; Lara, 2017), genetic technologies (Faust, 2008; 

Walker, 2009; Agar, 2010; Douglas & Devolder, 2013), artificial intelligence (Savulescu 
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& Maslen, 2015; Klincewicz, 2016; Giubilini & Savulescu, 2018; Lara & Deckers, 2020), 

and even VR itself (Rueda & Lara, 2020; Lara & Rueda, 2021). 

In this chapter, I have an interest that goes beyond the use of VR for ‘moral 

enhancement’. That term is contentious on both the ‘enhancement’ and ‘moral’ sides. To 

begin with, the term ‘enhancement’ is not without controversy (Gyngell & Selgelid, 

2016). For instance, a predominant conception of ‘enhancement’ points to interventions 

that improve capabilities beyond what is normal (in a statistical sense) in a population 

(Daniels, 2000; Schwartz, 2005). In other words, an enhancement goes beyond what is 

typical in terms of concrete functionality in a given group. However, establishing what is 

‘normal’ or ‘typical’ is often difficult (Gyngell & Selgelid, 2016; Rueda et al., 2021). We 

also risk confusing what is normal with what is desirable. Furthermore, going beyond the 

normal need may not always be a positive thing—increasing, for instance, certain abilities 

such as smell and hearing may be undesirable in many environments (Earp et al., 2014). 

It is important, moreover, to reflect on what we mean by ‘moral’ in moral 

enhancement. It is difficult (or perhaps impossible) to offer a completely neutral (non-

value-laden) description of the capabilities we regard as ‘moral’. That is, it is challenging 

to articulate a definition of moral enhancement that does not implicitly have some 

normative positioning about what is desirable or undesirable in order to facilitate morality 

(DeGrazia 2014; Raus et al., 2014). Similarly, there are many rival conceptions of what 

is morally valuable in our societies. Some people may think that moral enhancements 

would help improve compassion, while others would think of interventions that would 

strengthen loyalty to their nation or devotion to their family (O’Neill et al., 2022). Given 

these difficulties, I will not restrict the discussion below to narrow views of morality or 

solely to strict uses of ‘enhancement’ in the extended (but controversial) sense mentioned 

above. Rather, I am interested in the varied impacts of VR on human morality in a broad 

sense. 

Let us now consider the particularities of VR concerning its potential to affect the 

cognitive underpinnings of human morality. Although it has not been given the most 

systematic attention, VR is a very powerful technology for influencing the psychological 

and behavioral aspects of morality for several reasons. Immersive experiences in virtual 

environments can affect the plasticity of the human mind and modulate the contextual 

factors that shape personal conduct, even without being aware of the influence of these 

external factors (Madary & Metzinger, 2016). This is largely due to the feeling of 

‘presence’, a main psychological characteristic of VR, by which we have the experience 

of “being there” (Heeter, 1992). In other words, the place illusion is crucial for having the 

sense of being in the virtual world (Slater, 2009). When the feeling of presence is properly 

attained, users may react in virtual environments in a manner analogous to how they 

would react in non-virtual ones (Slater et al., 2006; Felnhofer et al., 2015; Oh and 

Bailenson, 2017; Bailenson, 2018). 

In addition to the immersive nature of virtual scenarios, it is worth mentioning the 

phenomenon of body ownership illusion. Head-mounted displays (HMDs) enable the 

simulation of virtual embodiment, namely, having the illusion that you are incorporated 
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in the body of an avatar in the first-person perspective. Interestingly, changing the virtual 

body changes the self, even to the point of having after-effects in subsequent real-life 

experiences (Maister et al., 2015; Slater et al., 2020). Indeed, the ‘proteus effect’ refers 

to the phenomenon of how altering our digital self-representation influences behavior, 

acting according to what may be expected from the identity of the virtual avatar—and 

whose effect sometimes extends beyond the virtual experience (Yee & Bailenson, 2007). 

For instance, being embodied in a superhero avatar when people are in danger increases 

helping behavior towards them (Rosenberg et al., 2013). 

Another interesting feature of VR is its potential to produce an enormous range of 

possible experiences. Jeremy Bailenson labeled, in this sense, VR as an “experience 

generator” (Bailenson, 2018)—which reminds us of Robert Nozick’s (1974) idea of the 

“experience machine”. Others have spoken of VR as a powerful simulation medium 

(Ramirez & LaBarge, 2018). Both conceptions converge in the view that the fundamental 

element of VR is the type of experiences it allows us to live. We could have, albeit costly, 

many of these experiences in the non-virtual physical world. Others, in contrast, would 

be directly impossible. For example, to return to the previous mention, VR can 

(rudimentarily) simulate abilities such as the superpower of flight, so that we can have 

the experience of temporarily being a superhero. In view of its experience simulator 

character, it is not surprising that VR is increasingly associated with a kind of 

“experiential ethics” (Cotton, 2021, p. 31). A prominent appeal of VR for moral 

improvement is therefore its potential for “experiential moral learning”. VR allows us to 

reinforce moral qualities through doing and establishing habits, which is fundamental to 

moral development according to ancient Greek thinkers and contemporary pragmatists 

(Rueda & Dore-Horgan, 2022). This possibility is especially seductive for subjects in 

limited social environments and who cannot develop actions that could improve their 

moral character, such as prisoners (Ligthart et al., 2022). 

In light of this, VR can influence our morality by placing us in different 

environments that we feel are real, through body transfer to other avatars, and by 

providing us with morally relevant experiences. The following section will address some 

more concrete impacts of this technology. 

 

 

3. DOMAINS OF SOCIO-MORAL IMPROVEMENT THROUGH VR 

VR can influence human morality in many ways. In this section, I will focus on just a few 

domains. The following cases have been selected either because they have received 

considerable academic attention, because they have generated particular enthusiasm in 

civil society, or because they represent a mixture of both. I shall particularly focus on 

how VR technologies may affect empathic abilities, reduce implicit biases, and improve 

pro-environmental awareness and behavior.  
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3.1. The “empathy machine”  

The use of VR with the intention of improving empathic skills has been one of the leading 

discussions. This issue is the subject of at least three fundamental controversies. The first 

is what we mean by empathy and what subtypes can be distinguished within it. The 

second is whether VR actually influences empathy. The third is if the role played by 

empathy, or any of its subtypes, is important for morality. 

Let us start with the conceptual issue. The term ‘empathy’ comprises a set of 

diverse psychological capacities that enable us to feel or imagine the experiences of 

others. Although at least eight subtypes can be distinguished (Batson, 2009), it is 

common, in the literature about VR, to focus on two very different kinds of empathy 

(Fisher, 2017; Ramirez, 2017; Hamilton-Giachritsis et al., 2018; Francis et al., 2018; 

Seinfeld et al., 2018; van Loon et al., 2018; Bailenson, 2018; Schoeller et al., 2019). On 

the one hand, emotional empathy usually refers to the action of mirroring other people’s 

emotions, mimicking their affective states almost as a reflex action. On the other hand, 

cognitive empathy refers to taking the other person’s perspective, either by imagining the 

mental state of that subject from their point of view (imagine-other) or by imagining 

ourselves in that person’s position (imagine-self) (Davis, 1980; 1983; Batson, 1997). To 

these two main subtypes, some also add a third motivational dimension to empathy (Zaki, 

2014; Bailenson, 2018). Feeling or imagining the affective states of others may lead to 

alleviate their perceived suffering or to be proactively concerned about their well-being 

(Batson, 2015). This subtype, linked to altruistic motivation, is sometimes referred to as 

empathic concern. 

After seeing the different ways of understanding empathy, let us now turn to the 

empirical question of how VR can affect these empathic skills. This is an important 

question because several studies have examined whether VR really works as an “empathy 

machine”. The term ‘empathy machine’ was used by the filmmaker and visual storyteller 

Chris Milk (2015) to characterize VR during a TED talk, becoming a popular expression 

beyond academic circles. Some organizations, visual artists, and communicators with 

social concerns adopted this idea of using VR to empathize with, for example, refugees 

(Milk, 2015) or non-human animals.3 But were these social projects effective in 

influencing empathy? To answer this question, I must first clarify the main technical 

characteristics of these experiences. 

Most of the creators from civil society used videos recorded in 360º to be projected 

on the HMD. These cinematic experiences may give the impression of seeing the life of 

their protagonists in first person, but they do not allow us to embody interactive virtual 

avatars as such. Evidence in hand, these immersive videos or movies in VR glasses are 

                                                 

3 See iAnimal360 of Animal Equality [Available at: https://ianimal360.com/; last access 31st January 2023] 

or the projects of People for the Ethical Treatment of Animals such as I, Chicken, I, Orca, and Eye to Eye. 

 

https://ianimal360.com/
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not as powerful in eliciting empathy as their creators would have wished, nor significantly 

more advantageous in influencing empathic processes than other non-immersive media 

(Sundar et al., 2017; Archer & Finger, 2018; Bang & Yildirim, 2018; Weinel et al., 2018). 

The research of Schutte and Stilinović (2017) is one of the exceptions which showed a 

significant increase in empathic perspective-taking and empathic concern, in which 

participants did empathize more with the refugee protagonist of Milk’s Clouds Over Sidra 

compared to control groups viewing it in a two-dimensional format. But, on balance, the 

review of the majority of evidence does not allow us to affirm that immersive 360º videos 

make VR a particularly effective empathy machine (Rueda & Lara, 2020; Sora-Domenjó, 

2022). 

Other lines of research are related to virtual embodiment. In these simulations, the 

aim is to increase empathy with the groups represented by the avatars in which the 

participants were incorporated. In general terms, this line has been more successful in 

eliciting prosocial motivation and more inclusive attitudinal changes than immersive 

video. As mentioned, virtual embodiment permits us to incorporate individuals in avatars 

that represent the social targets with whom we want to raise empathy (Rueda & Lara, 

2020). In this way, changing our body depictions and social identities in VR may increase 

the tendency to take the perspective of the represented collective outside virtual 

environments. This strategy has been used to embody participants in avatars of other 

genders (Seinfeld et al., 2019), skin tone (Groom et al., 2009; Peck et al., 2013; Banakou 

et al., 2016; Hasler et al., 2017), ages (Oh et al., 2016; Hamilton-Giachritsis et al., 2018), 

members of disabled groups (Ahn et al., 2013; Chowdhury et al., 2019), homeless people 

(Herrera et al., 2018), and even non-animal species (Ahn et al., 2016).4  

We should be cautious, however, in interpreting too optimistically the later results 

as clear examples of empathy enhancement. Here, unlike with 360º immersive videos, we 

are not discussing whether there have been significant influences of virtual embodiments, 

but rather what the causal mechanisms inducing those prosocial changes are. The 

theoretical disagreement is about whether the main effects are produced by mechanisms 

linked to empathy or not. Some studies have associated positive attitudinal changes after 

virtual embodiment with empathy, as in one study that showed how cognitive empathy 

was increased (van Loon et al., 2018), and, more importantly, in another longitudinal 

study in which impacts on perspective-taking ability were longer lasting (Herrera et al., 

2018). Others have offered different cognitive explanations. At least regarding positive 

changes in implicit attitudes, some views challenge the idea that empathy-related 

mechanisms are the underlying force of these effects (Tsakiris, 2017; Bedder et al., 2019; 

Slater & Banakou, 2021). I shall attend to them in the following subsection when 

addressing the reduction of implicit biases.  

Finally, I shall briefly consider the normative dimension of the controversy around 

VR and empathy enhancement. Is it desirable to improve empathy to behave more 

                                                 
4 The term ‘homuncular flexibility’ refers to the high malleability of the body schema in VR, which 

facilitates even the virtual embodiment in avatars that do not have human appearance (Won et al., 2015a; 

2015b).  

https://link.springer.com/article/10.1007/s11031-017-9641-7#auth-Emma_J_-Stilinovi_
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morally? That question has sparked heated debates. On the one hand, for some authors, 

the role of empathy in morality is contested (Prinz, 2011a; 2011b; Bloom, 2016). On these 

views, not only is empathy not necessary for morality, but it sometimes hinders our 

aspirations for impartiality, as our empathic tendencies favor in-groups, i.e., those to 

whom we are already most motivated to help. Admittedly, we tend to have less problems 

in sharing the emotions of individuals with whom we share similarities, affinities, or 

familiarity (Bertrand et al., 2018). Therefore, according to this position, empathy may be 

counterproductive if we want to improve moral behavior in favor of out-groups. 

On the other hand, empathy may play a positive contribution to moral behavior. 

This is the case of reflective and reason-guided conceptions of empathy (Persson & 

Savulescu, 2018; Rueda & Lara, 2020; Lara & Rueda, 2021), which claim that empathic 

perspective taking is sometimes a source of valuable moral reasons to care about the well-

being of others. These views, however, may serve to criticize certain proposals that use 

VR for empathic purposes. For instance, emotive videos in an immersive 360º format are 

not ethically promising as long as they do not mainly foster perspective-taking 

capabilities (Rueda & Lara, 2020), which are less morally controversial compared to 

rudimentary forms of emotional contagion (see Prinz, 2011a; 2011b; Masto, 2015; 

Bloom, 2016). But these views, by contrast, could positively assess virtual embodiment 

initiatives as far as they make it easier to engage with the perspective of those with whom 

they have more difficulties, i.e., with the out-groups.5 In this way, improving empathy 

can be beneficial (but of course not sufficient) for morality because of its epistemological 

functions (Coplan, 2011; Oxley, 2011; Masto, 2015) and its role in motivating behavior 

(Masto, 2015; Persson and Savulescu, 2018; Read, 2019). 

 To summarize, VR puts users in the shoes of individuals representing multiple 

collectives. As the evidence and normative positions are not entirely conclusive, the 

debate on the use of VR to influence empathy is likely to continue. 

 

3.2. Reducing implicit biases  

As shown in the case of empathy, VR may alter social cognition. In this subsection, I will 

shortly deal with the phenomena—somewhat related to the previous controversy—of 

implicit biases. Generally speaking, implicit biases are automatic stereotypes and 

unintentional prejudices that may influence our decisions and behavior, leading to 

harmful social injustices (Brownstein, 2019; Lin et al., 2020). So, an apparently attractive 

                                                 
5 It should be noted, however, that being embodied in an avatar representing a particular group is not 

equivalent to having the same actual experience as a member of that group (Lara & Rueda, 2021). 

Moreover, in some cases, the risk of misrepresentation is high. In disability simulations, for example, the 

participant may feel the temporary deprivation of a capacity more acutely than the disabled person who is 

accustomed to his or her condition and who does not have the same negative perception. Although some 

disability simulations (not through VR) may increase empathy towards that group, they may also provide 

misleading information and increase discrimination in subtle ways (Silverman, 2015). I am grateful to 

Andrew T. Kissel for bringing this point to my attention. 
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option to influence our morality would be to reduce unconscious biases and implicit 

attitudes related to negative social stereotypes.  

The process of virtual embodiment, again, is a promising way for achieving the 

reduction of implicit biases. By changing our bodily self-representation, VR can help 

decrease implicit biases regarding the collectives represented by the avatar in which users 

are incorporated. Tanvir I. Chowdhury and colleagues showed, for instance, that 

embodying an avatar in a wheelchair reduces the negative association towards disabled 

individuals and leads to a lower score on the Implicit Association Test (Chowdhury et al., 

2019). They also revealed that the effects of simulating disabilities were significantly 

greater in VR compared to a non-immersive computer desktop.  

Furthermore, racial embodiment has been another prominent case of study. 

Tabitha C. Peck and colleagues showed that embodying light-skinned participants in 

dark-skinned avatars reduced their implicit racial bias. Domna Banakou and coauthors 

showed, moreover, that the reduction of implicit racial bias may last even one week after 

only one virtual exposure (Banakou et al., 2016). Similarly, a study conducted by Béatrice 

S. Hasler et al. (2017) demonstrated that racial embodiment may also reverse in-group 

mimicry favoritism, independently of their level of implicit racial bias. It increases 

mimicry behavior with the virtual counterpart that shares the virtual race of the 

participants (but not their actual racial identity). However, there is one example of 

increasing implicit biases after racial embodiment. In fact, in the first experiment on full-

body racial embodiment, conducted by Victoria Groom and colleagues, Caucasian 

participants increased their implicit racial biases after being embodied in dark-skinned 

virtual avatars (Groom et al., 2009). Subsequent research on racial embodiment has 

pointed out that a possible explanation for the above result is that Groom et al. placed 

participants in job interviews—arguably socially hostile, competitive scenarios in which 

self-representation is more fragile (Hasler et al., 2017; Bedder et al., 2019; Slater & 

Banakou, 2021).  

That said, how are the changes in implicit biases induced by VR? Implicit biases, 

needless to say, have a complex nature with cognitive, social, and physical ingredients 

(Brownstein, 2019; Lin et al., 2020). Still, some explanations from the cognitive sciences 

are particularly appealing to try to make sense of these changes produced by virtual 

embodiment. Prominently, Rachel L. Bedder and colleagues proposed the mechanistic 

account of “bodily resonance” to explain previous cases of implicit bias reduction through 

VR (Bedder et al., 2019). This proposal is based on how we compared our self-image 

representations with other individuals. Our self-image representations include diverse 

characteristics such as group membership, physical, bodily, or aesthetic traits. Bodily 

resonance, then, refers to the cognitive mechanism of comparing those encoded features 

with other people to see which characteristics overlap and which diverge. This cognitive-

based explanation converges with previous contributions about how changing our bodily 

representations may affect our self-image and subsequent social cognition of out-groups 

(Maister et al., 2015; Tsakiris, 2017; Farmer & Maister, 2017). Virtual embodiment 

fosters, therefore, new associations between our self-representation and others, which 
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may lead to a more positive appraisal of features that were not previously encoded in our 

self-image. 

Let us now turn to the ethical terrain. At first glance, the possibility of reducing 

implicit biases seems ethically desirable. These implicit attitudes condition our decisions 

and conduct, even if we are not aware of them, and even if we would well-intentionally 

wish that they did not affect us. Therefore, many agents may wish to reduce implicit 

biases that reinforce problematic behaviors and stereotypes. We could consider these 

interventions as improvements in moral autonomy. 

To this positive reading, however, two cautions should be added. First, as we have 

seen, the context and interactions that occur in virtual embodiment seem relevant in 

modulating the effects. Therefore, designers should avoid generating virtual experiences 

that produce a reactive self-identification that increases implicit biases towards 

disadvantaged groups. Indeed, avoiding undesired effects is important to avoid a backlash 

against the socio-moral uses of VR (Sora-Domenjó, 2022). Second, although VR can 

serve as a bias-reduction technology to help us mitigate problematic tendencies to which 

we are subtly predisposed, the use of this technology to eradicate social discrimination is 

limited. The case of racial embodiment is a clear example in this regard. Certainly, if we 

are predisposed to implicit racial biases, reducing them is a good thing. It even appears, 

according to neuroscientific research, that racial aversion has neural correlates—being 

particularly related to the activity of the amygdala (Gazzaniga, 2005; Douglas, 2008; 

2013). However, implicit racial attitudes should not be simply confused with the 

phenomenon of racism. Racism is a complex social phenomenon with structural causes, 

often including conscious discrimination, and where noticeable power relations are at 

play. Therefore, strategies to combat racism—in addition to using initiatives such as racial 

embodiment to reduce implicit bias—should be complemented with further measures that 

tackle the social roots of the problem (Rueda & Lara, 2020). 

 

3.3. Improving pro-environmental behavior 

Environmental degradation and climate change are among the most pressing challenges 

of this century. Those large-scale problems are global in scope and have repercussions 

for future generations. To mitigate their most deleterious ravages, these ecological 

challenges require joint coordination along with reinforcing individual motivation 

(Rueda, 2020). The massive scale of environmental problems, unfortunately, can 

demotivate many individuals due to the limitations of our moral psychology that favors 

those close in space and time (Persson and Savulescu, 2012). The difficulties in switching 

behavior to tackle climate change, however, are not only a motivational problem but they 

may also respond to cognitive factors (Kulawska y Hauskeller, 2018, p. 377). Fortunately, 

as we shall see, VR technologies can help in raising awareness and encouraging pro-

environmental behavior. 

Mainly, VR leads to the transformation of current information-based 

environmental communication strategies into experience-based approaches (Plechatá et 
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al., preprint). Multiple studies have exploited the idea of using vivid virtual experiences 

to test the impacts of VR on pro-environmental behavior. For this purpose, influencing 

the locus of control of individuals is one promising way of increasing responsibility 

awareness for sustainable behavior. Environmental locus of control refers to having the 

internal perception that one’s own behavior has a direct impact on the environment 

(Cleveland et al., 2005). In a seminal article, Sun Joo (Grace) Ahn and colleagues showed 

that the virtual experience of cutting a tree augmented the self-reported environmental 

locus of control and diminished paper consumption in the real world compared to print 

and video messages (Ahn et al., 2014).  

There are more studies providing evidence on how showing the environmental 

impacts of personal decisions in VR may achieve behavioral changes in the non-virtual 

world. Participants receiving vivid messages about the energy used to heat and transport 

water during a virtual shower used cooler water during real-life hand washing than 

participants that were exposed to less vivid messages (Bailey et al., 2015). Furthermore, 

other strategies focus on narrowing the temporal perception of future impacts. Indeed, 

another way to influence environmental attitudes is accelerating the progress of time to 

see, for instance, how marine life is endangered by ocean acidification, which positively 

affects its connectedness with nature (Ahn et al. 2016). VR serves to provide, moreover, 

experiences intended to foster sustainable eating through the anticipation of the future 

bad impacts of our dietary carbon footprint. Adéla Plechatá and colleagues showed that 

VR was effective in changing to more environmentally friendly plant-based diets one 

week after the virtual exposure (Plechatá et al., 2022; Plechatá et al., preprint).  

In short, influencing locus of control shows how one can affect the perception of 

one’s own responsibility. Although moral responsibility is not exhausted in attributability, 

attributability is important for knowing how to delineate when an agent causally 

contributes to a phenomenon for which they may deserve praise or blame (Douglas, 

2019). Thus, VR can narrow the attribution gap between an action and its environmental 

impact. This attribution gap can also be narrowed, moreover, by showing the future 

impacts of present actions. In this way, diverse phenomena of environmental degradation 

occurring in slow motion—such as marine acidification—can be perceived as events of 

greater proximity through its acceleration in VR. Therefore, the potential for promoting 

environmental conservation is not negligible (Millar, 2016). 

So, if combating environmental challenges is normatively desirable, and given the 

beneficial impacts empirically shown in the above studies, VR can be an ethically 

valuable tool to improve our pro-environmental behaviors. 

 

 

4. OBJECTIONS  

Initiatives that seek to do good through VR are not exempt from criticism. In this section, 

I will elaborate on three risks of VR, showing how (seemingly desirable) socio-moral 
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projects can contentiously feed the complacency of the privileged, how some virtual 

experiences might develop undesirable moral traits or behaviors, and how there may be 

trade-offs for the well-being of users. While these objections have appeal, my purpose is 

not to argue that they are strong enough to disqualify all attempts to improve human 

morality through VR. Rather, what I intend to show is that these counterpoints may reduce 

part of the enthusiasm for using VR to improve imperfect human morality. 

 

4.1. Swelling the complacency of the privileged 

Doing good can make us feel good. Personal gratification is often an element of altruistic 

behavior—which may even lead us to ask whether there is such a thing as a totally 

disinterested altruistic action (May, 2011; Kraut, 2020). Long-standing philosophical 

controversies aside, this question is important in the case of VR projects that want to 

promote social good, with some particularities. Most VR users and content creators 

belong to high-income countries, which may give rise to some criticism. 

Lisa Nakamura (2020) has particularly been very critical of projects that try to do 

social good originating from the VR industry. With video games and porn being the most 

popular applications of VR, marketing VR as a technology for empathy and justice can 

be a social washing strategy. According to Nakamura, several leaders of Big Tech and 

digital platform capitalism—including Mark Zuckerberg—have been keen to promote 

VR as a technology that fosters greater social connections and progress. Many immersive 

media practitioners and tech entrepreneurs have taken advantage of this “cultural alibi” 

to develop projects that offer virtual experiences from the perspective of people from 

disadvantaged groups (p. 49). However, this trend problematically leads to a form of 

“identity tourism” by privileged people who confuse their immersive experience with the 

reality of people from these groups (p. 54). In addition, these simulations are experiential 

practices that are limited in their political effectiveness, as they focus on individual 

experiences rather than on systemic changes that fight inequalities. 

It is important to consider, moreover, how the viewpoints of underprivileged 

groups are portrayed. The types of simulations fostered by social VR projects can range, 

for example, from the experiences of refugees, people with disabilities, individuals in 

prison or solitary confinement, the homeless, factory-farmed animals, to the perspective 

of people of other different races or genders. Thus, the issue of ethical representation is 

crucial (Brey, 1999). It is worth asking who represents whom, especially when it comes 

to creating experiences that want to bring the standpoint of marginalized collectives or 

stigmatized identities to the fore. A key recommendation is then to involve the 

underprivileged groups that are represented in the development of these virtual 

simulations (Rueda & Lara, 2020). Such participation would help to mitigate concerns 

that these simulations produce misrepresentations and inculcate false beliefs, especially 

when they are intended to convey the first-person experiences of members of 

intersectional out-groups (see Ramirez et al., 2021). 
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Ultimately, this objection reminds us of the importance of the power relations that 

underlie the different parties involved in the socio-moral projects of VR. This factor is 

relevant, certainly, when the production and consumption of seemingly laudable projects 

that seek to combat various social injustices are carried out by privileged collectives. 

 

4.2. The real perils of bad virtual actions  

For some people, the possibility of being able to abandon everyday morals may be an 

attractive feature of VR. Assaulting, stealing, killing, or raping are actions available in 

some virtual environments. For others, the above virtual experiences are examples of 

unacceptably risky content. In any case, the possibility of virtually performing courses of 

action that would generally be condemnable in non-virtual environments raises at least 

two interesting ethical questions. 

On the one hand, the ethical status of virtual actions is a question to be asked 

(Brey, 1999). Is it wrong to treat virtual avatars badly? Similarly, which virtual behavior 

with morally reprehensible content—such as murder, rape, or pedophilia—should not be 

allowed? This has led to interesting ethical discussions, for example, on how to justify 

violent video games in which killing is a common practice that generates little scandal, 

as opposed to other behaviors that cause greater rejection, such as virtual pedophilia—

the so-called “gamer’s dilemma” (Luck, 2009).6 

On the other hand, we may wonder whether bad virtual actions may lead to bad 

real-world actions or even to the development of an evil moral character. This is the issue 

that interests us the most here. Consider the case of violent VR games. Does virtual 

violence increase violent behavior offline? This is a typical concern in computer and 

gaming ethics. If violent VR games desensitize individuals to certain types of aggressive 

behavior, violent conduct by these persons may increase in the non-virtual world. Of 

course, this is an empirical question on which there is no clear evidence (Spiegel, 2018, 

p. 1542). However, it is often argued that this possibility may be harmful in terms of 

moral development, relying on an analogy with a typical Kantian argument. According 

to Philip Brey (1999, p. 9), “if disrespectful treatment of animals causes disrespectful 

treatment of human beings, then disrespectful treatment of virtual characters, which may 

be even more similar to such treatment of real humans, will have the same consequence”. 

Furthermore, this could be more problematic with more advanced VR, where we may 

encounter more realistic gaming characters with high-fidelity in human-like appearances 

(Kade, 2016, p. 82; Slater et al., 2020). 

As it can be seen, this objection depends on an empirical premise, for which we 

do not yet have solid evidence. If it were shown that objectionable virtual behaviors do 

not translate into an increase in objectionable offline behaviors, this objection would not 

hold. Yet, the uncertainty does not allow us to dismiss this concern entirely. The long-

                                                 
6 For ethical arguments that would allow virtual pedophilia through computer-generated child pornography 

(and also child-like sex robots), see Moen & Sterri (2018). 
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term development of undesirable moral traits is a relevant worry as regards VR (Ramirez 

& LaBarge, 2020). The absence of long-term longitudinal studies on the effects of VR 

exposure (Madary & Metzinger, 2016; Slater, 2021) is an added motivation for this type 

of research—which may resolve the issue of this objection’s validity in the future. 

 

4.3. Concerns about the well-being of VR users 

Another factor that would diminish enthusiasm of employing VR for moral improvement 

would arise if virtual experiences reduce the users’ well-being. There are various ways in 

which VR could go against users’ interests. Broadly speaking, virtual experiences may 

cause psychological and health problems for users. This risk is especially prominent in 

cases in which extended immersion may lead to neglecting the physical environment, 

fostering depersonalization—i.e., seeing one’s own physical body as strange—, losing 

interest in the non-virtual world, increasing long-term social isolation, and even leading 

to bodily and child neglect (Madary & Metzinger, 2016; Spiegel, 2018; Slater et al., 

2020). Moreover, in addition to being potentially addictive, the use of VR is sometimes 

accompanied by other addictive behaviors—especially the consumption of psychotropic 

drugs during gaming (Lorenz, 2020).  

All in all, although we need more evidence on the after-effects of virtual 

simulations and the lasting consequences of long-term exposure, there is the risk of 

creating bodily and psychological harm. This is even more problematic when VR exploits 

the vulnerabilities of consumers such as teenagers, people with addictive tendencies, or 

individuals with mental disorders.  

Another important interest of VR users has to do with privacy and personal data 

generated by their interactions with this technology (O’Brolcháin et al., 2016; Madary & 

Metzinger, 2016; Slater et al., 2020). Many VR applications are produced by platforms 

that may have a commercial interest in collecting user data. Therefore, the correct 

protection of personal data is key in order not to unduly threaten the privacy of users, 

especially when carrying out more sensitive behaviors in the virtual world. This concern 

is even more important if the use of VR systems that incorporate eye-tracking devices or 

emotion-capture technologies becomes widespread (O’Brolcháin et al., 2016). 

Furthermore, there are issues specifically related to the use of VR in morally 

salient scenarios. This problem arises, in particular, when VR places users in immersive 

situations that stand out as morally demanding. There is a very interesting example from 

psychological research on moral behavior in virtual environments. Kathryn Francis and 

colleagues (2016; 2017; 2018) simulated the footbridge version of the trolley dilemma 

(Foot, 1967), in which the only way to save the five innocent people trapped on the rails 

from a runaway trolley is by pushing a large person to die from a bridge (Thomson, 1985). 

Whereas previous research had already simulated the lever version of the trolley dilemma 

(Navarrete et al., 2012; Patil et al., 2014; Skulmowski et al., 2014)—and even trolley-like 

scenarios reproducing traffic dilemmas with autonomous cars (Sütfeld et al., 2017; 

Faulhaber et al., 2019)—, Erick Ramirez and Scott LaBarge (2020) found the footbridge 
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version experiments especially controversial. In their view, the vividness of the later 

sacrificial moral dilemma may have generated stress and even trauma in the participants. 

Although elsewhere I have tried to downplay these concerns (Rueda, 2021), those risks 

should not be completely underestimated in the future. 

According to Ramirez it would be unethical in research contexts to place 

participants in experiences that we would consider unacceptable in the non-virtual world, 

what he calls “the principle of equivalence” (Ramirez, 2019). That idea is interesting 

beyond research and scientific domains, though. Would it be problematic to place users 

in stressful situations but from which we could obtain a socio-moral benefit? Would it be 

ethically impermissible? To answer this last question, the magnitude of the risks and 

benefits should first be sized.  

Causing lasting psychological damage would be arguably unacceptable if the 

induced moral changes are minor, short-lived, or highly contextual. But if, on the 

contrary, the psychological costs are small and the benefits are high in terms of attitudinal 

and behavioral changes, we could be dealing with permissible simulations. Consider, for 

instance, the model proposed by Mel Slater and Domna Banakou (2021) about the Golden 

Rule Embodiment Paradigm for promoting helping behavior and diminishing antisocial 

behavior. This paradigm for using virtual embodiment to promote prosocial behavior is 

described, according to those authors, as follows: 

First, participants must be complicit in an action that causes harm to another person. Second, later, 

they must reexperience that episode from the embodied viewpoint of the victim, being able to 

observe their own previous actions (or acquiescence) during the course of the harmful event from 

that viewpoint. (Slater and Banakou, 2021, p. 506) 

These kinds of virtual experiences help us to put ourselves in the position of others, to 

avoid treating them in a way that we would not want to be treated, or to treat them like 

we would like to be treated—as the famous golden rule in moral philosophy recommends. 

To be sure, experiencing the victim’s point of view, and perhaps also being the 

perpetrator, can be unpleasant for users. But if these interventions are effective in 

improving prosocial behavior, that distress may be a minor cost justifiable by the resulting 

major benefits. As mentioned in the second section, VR (as much as it may create 

transient discomfort) can help in experiential moral learning, by training us in the 

development of moral character. To borrow a popular saying, in morality, as in life, a 

smooth sea never made a good sailor. 

 

 

5. CONCLUDING THOUGHTS 

Doing good with VR is a respectable aspiration, but not without its difficulties. Virtual 

environments and virtual embodiment generate opportunities for simulating experiences 

that help improve our moral tendencies. In this chapter, I have shown three areas where 
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there may be particular—albeit sometimes contested—potential. VR can help foster 

empathic skills, reduce implicit biases, and enhance pro-environmental behaviors. 

However, enthusiasm for using VR to improve human morality should be 

restrained. Many of the socio-moral projects may be comforting to privileged individuals 

and collectives, but the extent to which they improve the lives of the most disadvantaged 

must be studied. It is also worth considering the negative impacts that morally 

problematic virtual actions and risky content may have on the development of moral 

character. Finally, the well-being of users must be protected, trying to minimize the 

adverse effects that virtual experiences may have on their mental and bodily health, in 

addition to safeguarding the privacy of sensitive personal data. 

I hope that the analysis offered in this chapter will encourage future research to 

fill the alarming gap concerning VR’s long-term effects. As shown, empirical evidence 

is crucial for weighing the (beneficial or detrimental) impacts of VR from an ethical 

perspective. Consequently, not only should moral philosophers and applied ethicists be 

heartened to enter this debate, but scientists should also be encouraged to generate the 

strongest possible evidence. Whether VR becomes an ally for social good is an exciting 

topic for which there are still many unresolved questions. 
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