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Abstract:
If the defenders of typical postmodern account
treme social-constructivist partners) are at one
losophy of science, who shall we place at the oth
ical realists? Neo-neo-positivists? ... Are the choic
as simple as being centered around either, on the
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false? If, in terms of realism, “stro ;
tional sense, and “weak” implies “nd i pique”, what — if
anything — could realism aft ¢
entail? In accordance with yretic realist, I shall

independent reality

shall offer in this p be characterised as postmodern mainly in so far that it
accommodates a certa ption of diversity and that it posits and deals with various
possibilities of relationships between theory and empirical practices. However, a dis-
tinction is still made between the content of science (i.e. its theories, methods, and rea-
soning) and the context in which science is practised, although it is not only the con-
tent of science that is taken to be fundamental for understanding the processes of sci-
ence. On the other hand, the account offered here may turn out not to be postmodern
in any way, since my interpretation depicts the history of science as a realist narrative
of rationality, progress, and truth which does perhaps under a certain interpretation
serve to legitimate the products of science. The settling of this point is somehow
though not really crucial to me here and also this article is not primarily meant as a cri-
tique of Lyotard's (or anyone else's) notion of science. Rather what is important is the



objective of this article to offer an alternative possibility to make sense of what we
have now realised in terms of the varied constructed nature of scrence in general and
the implications there-of for philosophy of science in particular.'

My claim is that the defeasible nature of scientific knowledge does not necessarily
presuppose the abandonment of philosophy in relation to the knowledge claims made
by science, it merely means the abandonment of a foundationalist interpretation of
philosophy in relation to science. In science we need doxai to get to epist'm', and,
epist'm' is not the absolute unbreakable product that some have taken it to be, but
rather something much more human. However in my context this implies no form of
playful relativism, but rather a new understanding of the relationship between science
and philosophy showing us that scientific knowledge is “c
fers” to reality in qualified contextual ways that are iffythe aid of certain
variations of formal semantics in general and s ontemporary non-
classical logics in particular. My analysis here is se i ticular the basic
tenet of the model-theoretic realism I advocate is th

fer to more than one entity in some models of the rele also,
in the opposite direction, the same object — or rang ween
objects — in some real system can be referred to by more d, most
importantly, these relations of reference ca iculated, by using
Tarskian model-theoretic tools. And the ili tific theories is
the realist counter — surprisingly enough o'

aning of linguistic expres-
s are contingent on the na-

exact — in the sense of “unique”
sions cannot succeed, given th
ture of the Very mode

parable with other methods of acquiring
hs, religion, metaphysics, and even common sense
‘a source of cognitive attitudes about the world,
self-corrective scientific method [a Peirce-ian no-
or the most part, scientific activities do not involve
- 0-be-true: rather ... [based on certain assumptions or
so-called ‘backgrou cdge’] scientists propose hypotheses and pursue research
programmes in investigafing the limits of the correctness of their theories” (1999: 5).
He concludes that science, if successful, “will ... have tentative results, in principle al-
ways open to further challenge by later investigations, which constitute what is usually
referred to as the ‘scientific knowledge’ of the day” (1999: 5). Scientific knowledge,
in these terms, is defeasible and may be represented in many different ways, but it is
also cumulative and rational.
In the remainder of this section I shall explore recent developments in formal seman-
tics and knowledge representation to establish that relationships between logic and
philosophy in the context of reflections on science — yes, and even in terms of

1 See also in this context Hennie Lotter's (1994: 155-156) discussion of for instance Peter Galison's phi-
losophy of science in terms of postmodern content.



“postmodern” science — are alive and well. In Section 2 I shall briefly show how a
model-theoretic preferential analysis of science can offer the possibility of a rational
discussion of science and its processes. This is possible even if science is analysed in
terms of non-unique interpretations and complex clusters of model-specific theory ap-
plications. In Section 3 we shall see that there is a way in which truth and reference are
still intelligible albeit in a heavily qualified way, and finally in Section 4 I shall discuss
some postmodern ideas on philosophy and science.

Now, let us briefly consider the role of logic in studies of knowledge representation
of real systems. The notion of a formal language has its foundation in Frege's 1879
Begriffsschrift, in which he developed Leibniz's notion of a “calculus of signs, an arti-
ficially constructed language having a precisely defined mmar and unambiguous
sentences” (Heidema & Labuschagne ,1999). Frege of a formal lan-
guage to construct a foundation for mathematics, a he truth of mathe-
matics follows from universal logical principles. ject ogicism was thus
the construction of “one large and complex formal ally valid sen-
tences of which would represent the basic truths i
Labuschagne 1999) much as the universal meta-1

Whitehead however, came up agai
not universal logical principles,
(Heidema & Labuschagne, 199

These anomalies_eye

ifferent calculi, “each having a vocabu-
wledge about the components of [some
lema & Labuschagne, 1999). The most important
was the acknowledgement that each formal lan-
of possible interpretations” (Heidema & Labu-
ties Alfred Tarski's model theory, and his views in

between sets of sentence§’and classes of interpretations opened up new horizons for
studies in formal logic in general, and knowledge representation in particular.

This new development in studies in knowledge representation and its application in
non-classical logics undermine the connotation of “absoluteness” traditionally given to
the word “knowledge” that used to rule reference to “laws of nature” (Heidema &
Labuschagne 2001). Given my view of science as a body of defeasible knowledge
claims standing in certain time-bound relationships to reality, I advocate applications
of contemporary non-classical artificial intelligence logics (such as non-monotonic
logic, epistemic modal logic, and temporal logic) to defeasible scientific knowledge
without giving up on rationally accounting for either the processes of science in gen-
eral or, in particular, for the motivations behind particular choices for certain represen-



tations of real systems above others at certain times. I view the application of these
non-classical logics to the problem of partial or defeasible knowledge, not in the sense
of knowledge of individual agents as is the case in artificial intelligence and cognitive
science applications, but rather in the sense of representing knowledge in terms of the
various contexts in which the processes of science take place — covering the whole
spectrum from very general disciplinary matrices as background to a certain theory or
set of theorles to much more particular empirical models representing aspects of real
systems

For reasons of space I shall now briefly describe only the structure of a non-mono-
tonic logic, in particular one akin to Yoav Shoham's. A non-monotonic logic consists
(for our present expository purposes) of a propositional lan, age over a finite set A of
atoms, together with a minimal model semantics. This sem: cates truth values
to sentences with the aid of the usual valuations, but rder on the set of
valuations to define a new semantlc consequence T entences, namely
the defeasible entailment relation.’ This entailment e “key distinc-
tion between defeasible and indefeasible inference : 9) since it
makes explicit the difference between monotonic a
classical logic A = C if C is true in all the models of
cable. Moreover, since all the models of A A B asege
A B = C, and hence that an increase in the k d he antecedent of
an entailment relation in classical logic dog i ge represented
by the consequent of the relation, and so ¢ g

In line with the fact that “defeasi
presence of additional informatio
work we have that A |~ Cif C i
we choose only a subset of the
them at a given
the system at 4

some preference we have for
angc perhaps of our knowledge of
ed models that are not preferred models of

able’ in a cc¥ rred models are sometimes called “minimal mod-
els™).
ary matrix) may ha ds of knowledge (Heidema & Labuschagne, 2001):
sentential information 2 he aspects of the real system at issue, and which may be
expressed in the “designer-built vocabulary” of the relevant formal language (or calcu-
lus) (Heidema & Labuschagne, 2001); and heuristic meta-information depicted in
terms of so-called “default rules” in non-monotonic terms, and motivating certain

2 I choose the semantics related to non-classical logics above numerical semantics (such as probability
theory in any form (either pure or applied), many-valued logics, and fuzzy logic) since I view the nature
of the processes of science and of scientific knowledge as too supple to always allow numerical assign-
ment of values to choices made in scientific reasoning. Another reason why I prefer for instance the
minimal model semantics of non-monotonic logics to numerical semantics in the context of scientific
knowledge: the notion of preference underlying default rules (represented in terms of total pre-orders) is
comparative rather than absolute (Heidema & Labuschagne, 1999).

3 See the formal definitions given in the Appendix.



choices the agent/scientist makes at a given time. Notice that there is no grand scheme
of absolute knowledge ‘serving’ these agents as it were, but rather that meta-informa-
tion here is a local changeable concept.

The standard representation of meta-information is as a relation on the set of states
[of a system]. In the case of the minimal model semantics related to non-monotonic
logics this relation — which determines defeasible entailment in a given context — is a
preference relation on states (worlds, models) and is depicted as a “total pre-order”,
which is a reflexive, transitive relation capable of effecting comparisons between arbi-
trary states. Intuitively, such relations are thought of as allocating states (of some real
system) to levels of normality, or preference Total pre-ordgrs are the formal expres-
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The process of making informed guesses on the basis of a mixture of definite knowl-
edge and default rules is called defeasible reasoning. The word “defeasible” reflects
the fact that our guess may turn out to be wrong, in other words that the default rule
may be “defeated” by exceptional circumstances, or a change of circumstances caused
by a change in the content of our knowledge. Defeasible inferences are inherently
non-monotonic, since amending our system of knowledge might change our conclu-
sions. “Thus minimal model semantics provides one way to make precise the notion of

4 Example from Ruttkamp (2003).



a defeasible belief: a sentence supported by the agent's knowledge in the sense of be-
ing true in the minimal models of that knowledge” (Heidema & Labuschagne, 1999).

In terms of philosophy of science the above offers a mechanism for showing and ex-
pressing the fact that we do sometimes reflect on knowledge, and its acquisition, com-
munication, and representation from some meta-stance, but that such stances are local,
NOT in the sense that they can only merely be reduced to context, but rather, also, in
the sense that they represent amendable or defeasible viewpoints.

2.1 Application: the problem of over-determination
(a) A model-theoretic view of science’

Figure 1: A model-theoretigtaccou
science |
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We know from the s f mathematical model theory and its definitions of inter-
pretations of (sentences W) formal languages of the possibility of many different mod-
els of a given theory T (in language L). These models are interpretations of T's lan-
guage in the Tarskian sense and the choices between them are determined by — among
other factors — the research intentions and thematic preferences of the scientists apply-
ing T within some accepted Kuhnian disciplinary matrix, or “against” some back-
ground meta-theory. A model of a theory sees to it that every predicate of the language
of the theory has a definitive extension in the underlying domain of the model. Now,
when focusing on a particular real system at issue in the context of applying a theory,
which in its turn implies a specific empirical set-up in terms of the measurable quanti-
ties of that particular real system, it makes sense to concentrate only on the predicates

5 Figure from Ruttkamp (2002).




in the mathematical model of the theory under consideration that may be termed “em
pirical” predicates (in the particular context of application).

This is how an empirical reduct is formulated. Recall that a “reduct” in model-theo-
retic terms is created by leaving out of the language and its interpretations some of the
relations and functions originally contained in these entities. This kind of structure
thus has the same domain as the model in question but contains only the extensions of
the empirical predicates of the model. Notice that these extensions may be infinite
since they still are the full extensions of the predicates in question.

Now, from the experimental activities carried out in relation to the real system fo-
cused on at a particular time, a conceptualisation of the results of these activities, i.e.
of the data resulting from certain interactions with this systeni(such as performing cer-
tain experimental tests), may be formulated. This (ma eptualisation of
data is represented as an empirical model. Then, we i
isomorphic embedding function from the empirical
question, which would imply that there exists some

pirical reducts are interpreted only the te )
application or empirical situations. Think gs of the interpretative
models as representing sets of all at 3 i
cal terminologies true in the interpr odels — still mathemati-

sets of atomic sentences,

th’) of our conceptions nor the “reality” of
is absolute, because both are products of
t to change. Hence, model-theoretically

In these te
the system ag

“over-determination”, building on my comments
roliferation” or the “over-determination” of theo-
ries by mode i gverse of the traditional under-determination of theo-
ries by data sce § t of under-determination of theories by data, the

theory. Within a mod®e ¢ framework the other side of the coin — i.e. over-deter-
mination of theories by models — becomes evident in a twofold way. First, if we
accept the re-interpretability of the language of a relevant theory, one theory may be

6 Please note my particular use of the term “interpretative model”. There are other definitions for it in gen-
eral philosophy of science literature that are not applicable here.

7 Most of the above is also discussed, and, in places, at somewhat greater length, in both Ruttkamp (2002)
and Ruttkamp (2003).

8 More precisely, traditionally the nature of under-determination has been understood in terms of two
kinds of relations between the “real world” and scientific theories. The first kind is taken to exist be-
tween phenomena (or whole systems) in reality and the observation terms of theories, while the second
kind of relation is said to exist between sets of protocol sentences (formed from the observation terms
and expressing data) and possible theories incorporating or explaining such a set of protocol sentences —
that is, the existence of incompatible but empirically equivalent theories.



true in many different models, and stand in relations of empirical adequacy to many
different empirical models. Second, the information models carry is complete in the
sense that every term in the vocabulary of the language of the relevant theory is inter-
preted in terms of the models' domain(s) of discourse. In this article the focus is in par-
ticular on the first interpretation of the term “over-determination”, since the second, al-
though related, is not problematic in the same way.

In the scientific context I claim a default rule containing at least the following two
conditions — or orderings — might be useful in allowing us to get a grip on the com-
plexity of relations between theories and their various models in terms of a particular
kind of preferential ranking of these models, and so to find a new perspective on the
complexity of knowledge representation in science.” This ordiering induces an ordering
of empirical models, of empirical reducts and models ofith selves, and may
ultimately, by the defeasible entailment relation, eve ing of theories.

The first condition induces an ordering or ranki dels in terms of
precision or accuracy. This condition has to do with

e of empirical
model, also with a choice of empirical red ondition implies a rank-
ing of empirical models that may i ) ducts. Here the rule
states that empirical models that c . ical reducts of a type that
contains a larger class of empiri

ity. This is trivi S ition, sIfiCe precision is an obvious advan-
uch a ranking in terms of strength of refer-
eoretically linked to an empirical model

rst condition also represents the cumulative pro-
s of technological advances. As far as the second
condition goe efprogress of science, it might be preferable to have a
mechanism justi i i to a particular model of a theory previously exoge-
nous factors as end es. (Think of the problems related to such changes in
philosophy of econo and how a non-monotonic preferential analysis might im-
pact on resolving those problems.)

Placing both these conditions together into one default rule we may find that the re-
sulting rankings of empirical models induce rankings of empirical reducts, which
might induce rankings of models themselves, and which, may, ultimately, induce rank-
ings of theories via the non-monotonic (defeasible) entailment relation. Thus non-mo-
notonic preferential default rules and consequent rankings enable us to reduce both the

9 The possibility of over-determination is introduced and its nature specifically discussed in Ruttkamp
(2003).



available — or possible — choices of models, empirical reducts, and empirical models'’,
while still allowing a rational articulation of the various contingent links between theo-
ries and their different models at certain stages of theory development.

EXAMPLE 2: A LIGHT-FAN SYSTEM 11 !!

. Theory:pva=T

. Empirical situation: Only the light can be observed, and is seen to be on
This implies that
p: empirical term
@: theoretical term

Models of T Empirical Reducts
(in random order) (in random order)

1 1-
10 1-
01 0-

. The observation of the light being on, excl
cludes the model 01

. Our choice of empirical model th :
0-
1-
of models
01

10

We can t hat our fallible sensory experience and the finite-
ness of expe i ime indicate that our knowledge of reality at such
a time is limit¢ emporary, rationally discuss the choices we make
i y equivalent” models. Thus, rather than celebrating
the loss of a one-to- on of truth and reference indicating the emptiness of phi-
losophy in the foundat ist sense, | use non-classical analyses of science — such as
the model-theoretic preferential one briefly touched on here — that can deal with the
processes of science resulting in a body of contingent data about systems in reality that
offers us “glimpses” of different aspects of real systems at different times. The point of
a model-theoretic realism is exactly that instead of offering simply one intended model
of “reality”, a theory is depicted as a way of constructing or specifying a collection of

10 Although the above application of non-monotonic logic starts at a finer level of analysis than is usually
the case in non-monotonic contexts (where we simply look at rankings of the states — models — of the
system in question), the model-theoretic structuring of relations between models, empirical reducts, and
empirical models makes possible the kind of “carrying over” of rankings that I have set out above.

11 Example from Ruttkamp (2003).



alternative models, each of which may represent, explain, and predict different aspects
of the same (or different) real system(s) via the same or different empirical reducts
isomorphically linked to the same or different empirical models.

There are many (more and more diverse) application areas of non-monotonic rea-
soning, such as Minsky's discussions of vision, McCarthy's suggestion that default rea-
soning is used as a “communication convention” in the area of natural language pro-
cessing, Reiter's work on so-called closed-world databases, the field of temporal logic,
work in philosophy of science, and obviously, in general, the applications in Al pro-
gramming.

2.2 Truth and reference

In a model-theoretic representation of science such as
sumption made is that science is about something th
ontological assumption has however as little met
model-theoretic terms science is an individual ai
“transitive” in Roy Bhaskar's sense as against the “in
undoubtedly about “Nature”, and about discovering t

dently of it. This
as possible.” In
ion. Smence 1s

reducts is contingent on a certain interp i ituation, imply that
claiming model-theoretic referenc ( orm of realism, since in
this referential-semantic sense i ables “exist” in real sys-
tems (in the sense that terms i own to refer to them). The
Contextually empikies tually theoretical terms indi-
the theoretical term “electron” “refers” (or
terpretations or reducts is simply not re-

ful about this kind of “weak” realism, while actu-
wise “strong” means traditional metaphysical real-
and in that sense model-theoretic realism is much

Notice that refl S sther we are examining a “correct” or “true” represen-
tation of reality rema least, naive. The slogan of a model-theoretic realism is
“truth without universalify”. “Truth” is relative to specific models. Questions of truth
can indeed only be settled by focusing on conditions of verification, but in the seman-
tic sense of defining interpretations of the scientific language on specified domains of
discourse. So, there are elements of conventionalism in a model-theoretic approach to
theories, in the sense that “truth” is something that we “create” by our (heuristic or

12 Other applications of non-monotonic logic in philosophical accounts of science which I discuss in a
model-theoretic preferential context are the study of different stages of theory corroboration (Ruttkamp
forthcoming(b)), and the issue of theory reduction in the wider context of the unity of science (Ruttkamp
forthcoming(a)).

13 See Ruttkamp (2002) for a more in-depth discussion of the metaphysical nature of certain of the basic
tenets of traditional scientific realism.



pragmatic) choices (of interpretation), and not something dictated to us by nature (or
philosophy). At the same time though, we understand that the “truth” of a theory in
one model means the same as “truth” of the same or another theory in another model —
in other words the notion of truth is transcendental, in the sense of being philosophi-
cally effable even though it can only be given content in particular (different) contexts.
This conventionalism however does not collapse into the kind of reductionism against
which Quine had it in “Two dogma's” (1953). The range of verifying conditions corre-
sponding to each statement of a language are not determinable a priori, because the
choice of (verification) conditions rests on the nature of the interpretational domain of
denotation for a given language, which, in its turn, is determined by extra-logical and
extra-scientific factors inherent to disciplinary matrices and geals of theory application
expressed in different sets of default rules (among othe

Recall Fine's (1986: 173) warning against the logica
aim they all have” from “They all have aims”. A var
about any aspect of science at any time — i.e. no glob

Modern and also postmodern phil
ferent ways. J ean—Fran(;Ois Lyo

aracterised in many dif-
ism implies that philoso-

discourses (or language games),
995: 127), and not “legitimated externally”
ifferent language games — a heterogeneity
so keep in mind here Lyotard's subse-
to just another discourse or language

Wthh are ¢
(Cilliers, 1€

or disagree) because they can understand the reasons
oices and, most importantly, because they can rationally
represent and explain th ¢ choices.

The main focus for postmodernists in this context is Lyotard's denial of the trans-
latability of the rules of one language game to those of another, which causes the prag-
matic realm (Holub, 1991: 141) of language games to be “ungoverned by transcenden-
tal or pre-established rules” (Holub, 1991: 141), so-called “meta-prescriptives”. Thus
Lyotard (1984: 65) denies that it is possible to come to consensus on the universal va-
lidity of certain meta-prescriptives or rules for language games, and so in other words,
he denies the possibility of a universal meta-language. But we have seen that it is pos-
sible to do without such a meta-language and still trace the processes of science in a
rational way. I offer one way in which such discussion become possible by turning to



the mechanism of non-monotonic default logic and its minimal model semantics repre-
sented in terms of default rules telling us why certain choices were made in certain
contexts. These default rules are outside the logic employed to represent the knowl-
edge of a certain system in reality, but not part of any grand narrative because they are
heuristic and contingent on the context within which they are applied.

Lyotard claims though that it is the “function of the differential/imaginitative/ para-
logical activity of the current pragmatics of science to point out ... meta-prescriptives
(science's 'pre-suppositions') and to petition players to accept different ones” (Lyotard,
1984: 65). I agree, except that my interpretation of the pragmatics of science does not
depict it in terms of being para-logical (non-logical), but rather in terms of offering
contextual always-amendable ways to represent knowledg@yof real systems. Cilliers
(1995), in an article entitled “Postmodern knowle xity”, writes that
Lyotard uses the word “paralogy” to show that “lo,
when dealing with the richness and contradictions i exity” (Lyotard,
1984: 131). He continues, “[m]any stories, even co i
single events or phenomena. ... Paralogy is ‘a move pl
edge’ the consequences of which cannot be dete

of science can be offered a priori, rather
picking out certain contextual referentia
and real systems as part of the con

historically by
web between theories
e quest for paralogy,

non-classical logics) our decisi
cess of science, that validates

ing o owledge, namely the modernist notion of philoso-
phy as claims into one grand meta-narrative. I, too, con-
sidered hert grtai y of scientific knowledge and philosophy. My argu-
ments thus fa i actions — and thelr authority — are not about Nature

ody of neutral pure objective data about reality. But, nei-
ther do the entire scict enterprise and its products offer simply sets of (false) con-
text-specific data. Rathet, science is about “Nature” in the sense that it is a system of
knowledge claims that may be analysed according to a set of (defeasible) rules that re-
sults in a body of contingent data about systems in reality that offers us “snapshots” of
“Nature”.

One could, rather than speak of a specific scientific methodology in the sense of
constructing a meta-narrative ruling all forms of knowledge, speak of scientific meth-
ods as ideally providing model-dependent model-modifiable strategies of scientific
evolution, because such strategies (aided by the tools of non-monotonic logic in terms
of minimal model semantics) offer — within a realist context — the possibility of modi-
fying or amending our existing theories in the light of further research. The continuous

ological rules and O



self-corrective nature of science is also confirmed, since the methodological principles
of a strategy like this will themselves depend on the theoretical picture provided by
currently accepted theories. Both our new theories and the methodology by which we
develop and apply them depend upon previously acquired theoretical knowledge. And
this fact about the cumulation of scientific knowledge — as well as science's various re-
lations to reality — can successfully be supported and explained by a model-theoretic
preferential — realist — conception of scientific knowledge.

The role philosophy of science has to play in the new context we have found for sci-
ence, becomes far more challenging and nuanced than before. After Kuhn, the choices
for philosophy of science seemed to be between following a descriptive historical
method, or continuing with the positivist quest for the logicaband quantltatlve explica-
tion of concepts (Niiniluoto, 1999: 14). Illka Niinilu i

velopments in non-classical logics and knowledge r
tive studies) are not restricted to the mere study of “
1999), but can also smdy the processes, practice, and

sures of verisimilitude to issues concerning sg

The portrayal of the logical empiricists g
priori account of scientific rationality (N1
history of philosophy with the natu
his demand for methodology to
pragmatist “natural philosophy”

prescriptive a
may be contrasted in the
oped (in the sense of
istory of science), the
tructivist/sociological ac-
philosophy of science is a
study of the a I agree though, with Niiniluoto (Niiniluoto,

? 5 icnce has a lot to learn from empirical disci-

h a reduction is that although our beliefs may be
empirical studies, the definition of “truth” and
nfirmation”, and many other epistemological con-
ophical dispute (Niiniluoto, 1999: 15). The demar-
basic problem in the philosophy of science, and “ev
ery attempt to study Al history and practice of science already presupposes
some answer to this q ” (Niiniluoto, 1999: 15).

Another obstacle to a feduction of philosophy of science to some empirical disci-
pline is normative in nature. Acknowledging that the descriptive study of how we
think is relevant to the normative study of how we ought to think, does not imply that
the latter can be taken care of by studying the former (Niiniluoto, 1999: 15). If we test
methodology against the history of science, and thus accept the successes of using case
studies to “test” or support certain views in philosophical accounts of science, we
come up against the following circularity. Say for instance a case study shows that a
group of scientists “favours ‘bold hypotheses’ and ‘severe tests’, then we may judge
that they, or their teachers, have read Popper ...” Niiniluoto, 1999: . To avoid this cir-
cularity, it seems we need to find some group of scientists untouched by any method-



ological or philosophical ideas (Niiniluoto, 1999: 17), and in this sense, surely, natu-
ralism is implausible.

The point here is that although philosophers of science should have a good knowl-
edge of scientific practice in all its forms and so acknowledge a place for historical
studies, they should also be able to criticise the way science is actually done. This im-
plies that regardless of whether we are considering ontological, semantical, epistemo-
logical, axiological, methodological, or ethical problems in the context of science, al-
though we need support from scientific knowledge, “genuinely philosophical aspects
of these issues remain on the agenda” (Niiniluoto, 1999' 17).

does not need phllosophy as its foundation — and |
does not need science in this way either. The fo
least two different ways: Defenders of the “positiv
belief of science as the paradigm of rationality — h
philosophy, but has grown completely independent
has happily got rid of metaphysics and epistemolog

ileged protection of universality
thing as scientific knowledge J
ferent language games and i
not mean that no

improved in terms of reliability. Philoso-
not about giving absolute and final foundations for
e as it is” (Niiniluoto, 1999: 17). Normative ques-
knowledge have to be asked and answered, stan-
aluated, and the activities of science need to be criti-
cised if needed al role of the processes of science is in need of philo-
sophical reflection 50 also the ethics of science is in constant need of philosophical
attention. Philosoph science can however only successfully address these issues in
conversation with science and its disciplines.

Thus, on the one hand it might be the case that we all “live in ongoing stories”
(Rouse, 1990: 181) — even in science (Lotter, 1994: 157). On the other hand philo-
sophical analyses of these stories are needed and possible. Evidence of the need is
given simply by looking at the various accounts of science we have briefly touched on
in this article. Perhaps, given an interpretation of science as complex and changeable,
corrigible and tentative, we should not ask whether some philosophy of science is
modern or postmodern, but rather simply check if it helps us comprehend science and
its processes in new ways.



APPENDIX: Formal definitions

Definition 1
Let G be any set. A relation R < G x G is a fotal preorder on G iff
. R is reflexive on G (i.e. for every x €G, (x,x) €R), and

o R is transitive (i.e. if (x,y) R and (y,z) €R, then (x,z) €R), and
o Ris total on G (i.e. for every x eG and y <G, either (x,y) eR or else (y,x) eR.

Definition 2
Let L be a propositional language over some finite set A of ato
cal valuations of L (i.e. functions from A to {T, F}). A ranked fi
= (G, R, V) such that

. G is a finite set of possible worlds,

. R is a total preorder on G, and
. Vis a labelling function from G to W.

Let W be the set of all lo-
of Lis a triple M

Definition 3
Suppose that L is a propositional language o inite'Ser Dms, and that M = (G, R,
V) is a ranked finite model of L. Give ance ssible world x e G, the fol-

lowing rules determine whether M s

iff M satiSfies —p at x or satisfies y at x;
iff M satisfies both g and v at x or satisfies neither at x.

Suppose L is a prof

a ranked finite model'@

tails g iff M satisfies g @
. M satisfies a at x, and

. X is minimal amongst the worlds satisfying a, i.e. there is no possible world y of M such that g
is satisfied at y and (y,x) R and (x,y) ¢R.

o and B be any sentences of L. The sentence a defeasibly en-
y possible world x such that
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