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Abstract
Nudge is a popular public policy tool that harnesses well-known biases in human judgement to subtly guide people’s deci-
sions, often to improve their choices or to achieve some socially desirable outcome. Thanks to recent developments in 
artificial intelligence (AI) methods new possibilities emerge of how and when our decisions can be nudged. On the one 
hand, algorithmically personalized nudges have the potential to vastly improve human daily lives. On the other hand, blindly 
outsourcing the development and implementation of nudges to “black box” AI systems means that the ultimate reasons for 
why such nudges work, that is, the underlying human cognitive processes that they harness, will often be unknown. In this 
paper, we unpack this concern by considering a series of examples and case studies that demonstrate how AI systems can 
learn to harness biases in human judgment to reach a specified goal. Drawing on an analogy in a philosophical debate con-
cerning the methodology of economics, we call for the need of an interdisciplinary oversight of AI systems that are tasked 
and deployed to nudge human behaviours.
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1  Introduction

We are susceptible to external influences that make use of 
systematic biases in our judgement. Often we are not even 
aware of how predictable patterns in our thinking allow 

others to exert influence over what we choose and do. Nudge 
is a popular public policy tool that harnesses well-known 
biases in human judgement to subtly guide people’s deci-
sions. Usually this is done to achieve some socially desirable 
outcome (e.g., to increase the number of potential cadaveric 
organ donors in a society) or to help people attain outcomes 
that they would themselves agree to be best for them (e.g., 
adopt a healthy diet) but would not, left to their own devices, 
make an effort for.

As we begin to interact with artificial intelligence (AI) 
systems, do new possibilities emerge also of how and when 
our decisions can be nudged? On the one hand, nudging 
by AI can vastly improve daily human lives. Unlike nudges 
that target a society at large, which might work well for 
some people but not for others, AI systems can be deployed 
to develop and fine-tune personalized nudges, tailored to 
each individual separately. Healthcare is a particularly good 
example of a context in which, given the idiosyncrasy of 
patients, more effective personalized nudges could be devel-
oped thanks to big data and machine learning methods (Rug-
geri et al. 2020). On the other hand, outsourcing the discov-
ery and implementation of effective nudges to AI systems 
without proper oversight can have significant unintended 
negative side effects. This is especially so in the case of 
“black box” AI systems, the inner workings of which are 
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not easy to explain and monitor. While, in comparison to 
“human-designed” nudges, nudges developed by AI systems 
may be more effective in producing some desired outcome, 
the underlying human cognitive processes that they harness 
may not be fully understood.

In this paper, we unpack this concern by considering 
a series of examples. First, we provide examples of well-
known cognitive biases in human judgement (Sect. 2) and 
discuss nudges that can harness these type of bias to steer 
people’s decisions (Sect. 3). Then we discuss two recent 
case studies that demonstrate how AI systems can learn to 
harness biases in human judgment to achieve a specified 
objective (Sect. 4). Lastly, drawing on an analogy in a philo-
sophical debate concerning the methodology of economics, 
we call for the need of an interdisciplinary oversight of AI 
systems that are tasked to nudge human behaviours (Sect. 5).

2 � Biases in Human Judgement

It is by now amply evidenced that our thinking, for example, 
when we compare and evaluate various options presented to 
us, is often biased (Kahneman 2011). In analogy to optical 
illusions, biases in our thinking can be thought of as “cogni-
tive illusions” (Pohl 2016). They are illusions of perception, 
judgement, or memory that distort our understanding of real-
ity and sometimes make our thinking deviate from the nor-
mative principles of logic and also prudence. Importantly, 
the differences between reality and how we construe it are 
often systematic and, therefore, predictable. These “cogni-
tive illusions” often occur involuntarily and are difficult to 
avoid. Below are some examples of well-known biases in 
human judgement that have been discovered, documented, 
and extensively studied to date (many more are reviewed by 
Kahneman 2011 and by contributing authors in Pohl 2016; 
at the time of writing this article, the Wikipedia page on 
cognitive biases listed 251 of them1).

2.1 � The Conjunction Fallacy

Sometimes we judge the possible occurrence of a conjunc-
tion of two events to be more probable than the possible 
occurrence of one of those events, irrespective of the occur-
rence of the other. This contradicts logic. But a possible 
occurrence of a conjunction of two events can, in some cir-
cumstances, be more familiar to us compared to the possibil-
ity of occurrence of only one of those events. The canonical 
example was introduced by Tversky and Kahneman (1983). 
Consider Linda, a graduate in philosophy who is known to 
be deeply concerned with social justice and has recently 

participated in anti-nuclear demonstrations. Is it more likely 
that Linda is a banker and is active in the feminist movement 
(proposition a) or that Linda is a banker (proposition b)? 
When people were asked to rank these propositions among 
various others (e.g., that Linda is a teacher in an elementary 
school) in terms of their overall likelihood, many ranked 
the conjunctive proposition a above b, despite the fact that 
b must be at least as likely as a (the set of bankers who are 
active in the feminist movement is a subset of the set of 
bankers). While the example itself is somewhat dated (today, 
we rarely refer to feminism as the feminist “movement” and, 
hopefully, many more of us have become feminists since the 
1980s), it shows how quick and intuitive associations that we 
often rely on can lead us to commit a logical fallacy.

2.2 � The Illusion of Control

People prefer raffles in which they can choose a number of 
their liking for a random draw to those in which this number 
is given to them, despite the fact that the objective chances 
of winning are the same in both scenarios (Langer 1975). 
Relatedly, when asked about driving safety, many people 
rated the probability of being involved in a car accident to be 
lower when they are in the driver’s seat compared to when 
they are a passenger (McKenna 1993). These examples show 
that we tend to (falsely) think that by simply taking an action 
we can exert control over the outcomes of events that are 
purely probabilistic.

2.3 � Anchoring

Our evaluations of options can be predictably swayed by ref-
erence points—starting points for our thinking—even when 
there are no rational grounds to base our judgements on such 
“anchors.” Tversky and Kahneman (1974) asked people to 
estimate the percentage of African countries among those 
in the United Nations. Before producing their estimate, one 
group of participants was exposed to 10% as the starting 
point for their thinking. Another group was exposed to 65%. 
The median reported estimates in the two groups were 25% 
and 45% respectively (the true value is 28%). More strik-
ingly, Strack and Mussweiler (1997) asked participants 
in one group of people in their experiment whether they 
thought Mahatma Gandhi died before or after the age of 
9. They asked another group whether they though he died 
before or after the age of 140. Following this, participants 
in both groups estimated Gandhi’s actual age at the time of 
death. Even though the two anchors were clearly nonsensi-
cal, the mean reported estimates were 50 and 67 in the two 
groups respectively (the correct answer is 78).

1  https://​en.​wikip​edia.​org/​wiki/​List_​of_​cogni​tive_​biases.

https://en.wikipedia.org/wiki/List_of_cognitive_biases
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2.4 � The Hindsight Bias

We tend to think that the outcomes of probabilistic events 
that we actually experienced were more predictable than they 
actually were before those events took place. In a famous 
study of this “I-knew-it-all-along” effect, Fischhoff and 
Beyth asked people to judge the likelihood of various pos-
sible (at the time, future) outcomes of US President Richard 
Nixon’s planned state visits to China and the USSR in the 
early 1970s. The same people were later asked to remember 
or reconstruct their earlier predictions after the events took 
place. People’s remembered probabilities that they predicted 
were higher for those outcomes that participants believed 
to have actually occurred. In other words, people were less 
surprised about the actual outcomes of President Nixon’s 
visits after those events had happened than they were before 
those events took place (Fischhoff and Beyth 1975).

2.5 � The Outcome Bias

Somewhat relatedly, when we evaluate the goodness of our 
past decisions concerning (at the time, future) probabilistic 
events, we tend to overweight the importance of the actual 
outcomes of those probabilistic events after any uncertainty 
concerning them has been resolved (Baron and Hershey 
1988). For example, many of us have the tendency to judge 
the goodness of a decision to purchase a lottery ticket based 
on the subsequent outcome of that lottery. However, the 
outcome of the lottery is, of course, unknown at the time 
of making the decision. In our after-the-fact judgement, 
we tend to underweight the importance of the true odds of 
winning and the potential consequences of losing that were 
known to us at the time of purchase.

3 � Nudge

In their seminal book, Thaler and Sunstein described nudge 
as ‘any aspect of the choice architecture that alters people’s 
behavior in a predictable way without forbidding any options 
or significantly changing their economic incentives’ (2008, 
p. 6). Earlier they had given the initial impetus to the idea 
of nudge arguing that, since systematic biases in human 
judgement make people’s choices imperfect, many day-to-
day decisions could be improved with the help of subtle, 
non-coercive interventions (Sunstein and Thaler 2003). 
Based on their definition, a policy intervention is a nudge if 
it fulfils three criteria. First, a nudge concerns the design of 
choice architecture—broadly put, any feature of the context 
in which decision-makers make choices. Second, a nudge 
does not take away any of the available choice options from 
decision-makers. Coercive interventions, such as outright 
bans, are not nudges. Third, a nudge does not significantly 

alter the economic incentives to decision-makers. Taxes on 
sugary drinks or subsidised public transport, while being 
able to alter people’s behaviour in predictable ways, are not 
nudges.

Several refinements of the original definition have been 
proposed later on. For example, Hansen (2016, p. 158) 
stressed the connection to the irrationality of biases in 
human judgement: ‘a nudge is a function of any attempt 
at influencing people’s judgement, choice or behaviour in 
a predictable way that is made possible because of cogni-
tive boundaries, biases, routines and habits in individual 
and social decision-making posing barriers for people to 
perform rationally in their own declared self-interests and 
which works by making use of those boundaries, biases, 
routines, and habits as integral parts of such attempts.’ Since 
this description does not mention economic incentives, inter-
ventions that mix economic incentives with more subtle psy-
chological techniques, for example, a small tax on the use 
of plastic bags at a supermarket, can presumably still count 
as nudges. However, since Hansen’s definition stresses the 
rationality failures in human judgement, it can be thought of 
as a narrower definition of nudge than Thaler and Sunstein’s 
(Berthet and Ouvrard 2019). An educational campaign that 
informs people about the risks of contracting sexually trans-
mitted diseases in order to promote the use of contraceptives 
could be classed as nudge according to Thaler and Sunstein, 
but not Hansen.

3.1 � Beneficiary

Nudges are pro-self, pro-social, or pro-nudger, depending 
on who the ultimate beneficiary of a nudge is. If the sole pur-
pose of a nudge is to benefit the nudged person, it is pro-self 
(Congiu and Moscati 2022). Such nudges appear to be the 
least controversial and the most accepted by society at large 
(Hagman et al. 2015). They are typically used in situations 
in which, due to some cognitive bias in human judgement, 
people do not choose the option that is in their own best 
interest. For example, a nudge that results in an increase in 
people’s retirement savings can be seen as promoting the 
nudged people’s own future well-being.

Pro-social nudges do not or only partially benefit the 
nudged person. Their primary goal is to increase the wel-
fare of society at large. Nudges that promote tax compli-
ance, energy conservation, or charitable donations may or 
may not be pro-self, but they are pro-social. For example, 
households can be effectively nudged into consuming less 
energy by regularly providing them information on how their 
energy consumption compares to that of their close neigh-
bours (Allcott and Rogers 2014), or by setting the default to 
a green energy provider, when people move into their new 
homes, rather than a possibly cheaper, “greyer” alternative 
(Sunstein 2016).
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While effective in producing behavioural change, this 
form of nudging can come at the cost of unintended, prob-
lematic side effects. In the case described above, it was 
subsequently found that people who tend to stick with the 
default green energy provider are overall poorer compared to 
those who tend to switch their energy provider to a cheaper, 
“greyer” alternative (Sunstein 2016). That raises a moral 
dilemma for social planners: is it okay to use subtle, non-
coercive tools to steer people’s decisions to attain a state of 
affairs in which the poorer half of our society pays more for 
tackling climate change compared to the more wealthy half?

Some marketing techniques work just like nudges. Online 
retailers target our tendency to social conformity when they 
advertise products as “frequently bought,” employ decoys 
when displaying inferior products next to the product that 
a consumer is interested in buying, or use anchoring when 
they display a list price of the product as a reference, while 
the product is actually sold at a discount (Congiu and 
Moscati 2020). Sometimes these nudging methods can ben-
efit both the nudger and the person being nudged. This gives 
room for nudges that are part pro-nudger, part pro-self, or 
part pro-nudger, part pro-social, where private companies, 
as well as their customers or society at large benefit from 
the same nudge (Congiu and Moscati 2022). One of the case 
studies of AI-powered nudging that we will discuss later will 
concern this hybrid type of nudge.

3.2 � Target Thought Processes

Nudges also vary based on the cognitive process that they 
are designed to influence. The dual-process theory in psy-
chology suggests that our brains work at two different levels 
(Kahneman 2003; Julmi 2019). System 1 refers to implicit 
cognitive processes closely related to intuition. These pro-
cesses are not those that we customarily call “thinking.” 
The “thought” operations here happen automatically and 
often subconsciously. They are fast and difficult to control. 
In contrast, System 2 describes reflective processes that are 
performed consciously in a controlled and planned manner. 
Compared to the workings of System 1, System 2 is slow, 
effortful, and people are consciously aware of it when it is 
engaged. Not everyone agrees that this theorized dichotomy 
is right, but the distinction is useful to consider two contras-
tive ways of thinking: one that is fast, e.g., when it relies on 
intuitions, and the other—more reflective (see, for example, 
Mercier and Sperber 2011).

In situations where intuition dominates, our brains need 
to act fast, which implies that they need to rely on heuris-
tics—quick rules of thumb—to evaluate a situation at hand 
and to make a quick decision. These rules of thumb allow 
brains to act quickly, but they come at the cost of biasing 
our “thinking” and our choosing. Nudges that target intui-
tive processes steer people’s decisions without engaging 

the reflective processes of their cognition. Nudges that 
engage the reflective processes target slower, more delib-
erate domain of thinking. Examples of the latter are edu-
cational nudges that provide decision-makers with relevant 
information—information that they would not otherwise 
consider—in order to allow them to make better informed 
decisions, slowly, consciously, and deliberatively. In the rest 
of this paper, we will be concerned with the deployment of 
AI systems to develop and implement nudges that target the 
less reflective domain of thinking—those that are harder to 
detect by people who are nudged.

4 � Nudge in Human‑AI Interactions

As more aspects of our daily lives are digitized, more data 
about our preferences, choices, and beliefs can be amassed 
and studied. According to some estimates, two average days 
in 2010 saw as much data created as during the entire history 
of humanity up to 2003 (Siegler 2010). In a single min-
ute in 2019, people collectively watched the equivalent of 
700,000 hours of video on Netflix, sent 188 million emails, 
and entered 3.8 million search queries on Google (Desjar-
dins 2019). Digital technologies are transforming how we 
interact with others, work, and consume and process infor-
mation (Nadkarni and Prügl 2021). Our interaction with 
computers and AI systems also creates new possibilities for 
how and when our behaviours can be nudged (Caraban et al. 
2019). Below we discuss two case studies that demonstrate 
how AI systems can learn to harness biases in human judg-
ment to reach their goal.

4.1 � The Bandit Task Experiment

Dezfouli et al. (2020) conducted three experiments, in each 
of which they trained an AI agent to develop strategies to 
subtly sway human decision-makers’ choices. In one of their 
experiments (the Bandit Task) human participants repeat-
edly chose between two lotteries that would either yield 
or not yield a reward to them in any trial (iteration) of the 
game. Throughout 100 trials, each lottery yielded a reward 
exactly 25 times, but participants did not know on which 
trials which lottery (if any, or perhaps both) would yield 
them a reward. If for each participant the rewards for both 
lotteries were distributed randomly across the 100 trials, we 
should expect people, on average, to choose either lottery 
50% of the time.

With this setup, Dezfouli and colleagues developed and 
trained an AI agent to distribute rewards for each lottery 
across the 100 trials so as to sway human decision-makers 
into favouring one lottery over the other. At the end of its 
learning phase, the AI agent could successfully nudge human 
decision-makers to choose the specified “target” lottery 70% 
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of the time—a statistically significant shift from the 50% 
baseline. Moreover, the agent learned to dynamically adapt 
its optimal strategy to each individual human participant 
in the experiment by observing that participant’s decision-
making style during the early trials of the task. Strategies 
that were optimal to sway participants who engaged in an 
extensive trial-and-error exploration of the two lotteries in 
early trials of the game were different from those that were 
optimal to sway participants who, at the start of the game, 
stubbornly stuck with the first lottery that yielded a reward. 
This shows that AI systems can indeed develop and fine-tune 
personalized nudges tailored to each individual decision-
maker separately.

One well-documented bias in human judgement that 
the developed AI agent could exploit is the primacy effect. 
When we meet new people, try new experiences, or evaluate 
new products, the first impressions we form about them tend 
to stick. This is well known to advertisers. Extensive market-
ing campaigns are often launched before new products are 
released into the market to pre-emptively create good first 
impressions of them (Murphy et al. 2006). Evidence for the 
primacy effect comes in various “flavours” and has been 
reported in different contexts. For example, the first wine 
one samples during a wine-tasting session tends to be chosen 
significantly more often than other wines at the end of the 
session (Mantonakis et al. 2009). Shteingart et al. (2013) 
describe an experiment in which participants repeatedly 
chose between safe (no risk, mediocre gain) and risky (high 
risk, high potential gain) options to win money. Among par-
ticipants who chose the risky option in their first trial, those 
who won subsequently chose the risky option significantly 
more often than those who lost (on average, 47% and 31% 
of the time, respectively).

In the report of the results of their study, Dezfouli and 
colleagues illustrate how their developed AI agent was able 
to identify and exploit the primacy effect in some of the 
recruited human participants’ choices observed in early tri-
als of the game. However, the AI agent did not “assume” the 
primacy effect to occur across its interactions with all human 
participants in the experiment and, hence, was able to use 
different strategies for different participants to optimize its 
overall ability to sway as many people’s decisions as pos-
sible across the board.

4.2 � The Advising Game Experiment

AI-powered recommendation engines that provide personal-
ized advice on which movies to watch, which books to read, 
or which websites to visit, are a good example of automated 
advice-giving systems that we already use today. Many of 
these systems are built on the assumption that the better 
their recommendations are, the more we will rely on them 
to make personal decisions (Schrage 2020). Conversely, our 

use of these systems can be a reliable indicator that they 
fulfil their promise of issuing good recommendations to us.

In theory, this gives a neat and practically convenient 
result. An automated advice-giving system tasked to attract 
and retain its human users will simultaneously win busi-
ness for the service provider and give its users what they 
truly want—good recommendations to make better-informed 
decisions. In this light, our continued and increasing use of 
recommendation engines serves as evidence that we watch 
more movies that we truly like, read more books that we find 
truly interesting, and spend less time browsing the web to 
identify websites that contain information that we are truly 
after.

This reasoning makes good sense in a one-to-one rela-
tionship between an adviser and its client, where the client 
simply chooses whether to use the adviser’s issued recom-
mendations (to inform the client’s decisions) or not. How-
ever, the assumptions that underlie this reasoning break 
down when multiple advisers compete for a single client’s 
attention. This is so because, in a competitive market, advis-
ers that are tasked to attract and retain their clients will care 
not only about the quality of their issued advice, but also 
about winning clients away from the competition.

To illustrate this point, consider a simple game in which 
we place bets on sides in a series of football matches and 
we can turn to an adviser to inform our placement of those 
bets. Suppose that our ultimate and only goal is to maximize 
our winnings (for example, we don’t care about the mere 
buzz associated with placing bets, which can at times be 
pleasurable in and of itself). Suppose also that we have no 
information whatsoever about the football teams involved 
and, therefore, equate our prospect of picking the winning 
team in any match with a 50% chance. In this setting, if we 
have any reason to believe that the adviser that we can turn 
to is better informed about the odds of winning than mere 
chance, it makes perfect sense for us to follow that adviser. 
If we can thereby make a profit, it would even be wise for us 
to subscribe to this adviser’s service for a fee.

Suppose now that a second adviser enters the market. 
This adviser has the exact same information about the odds 
as the adviser we already follow. But we do not know this. If 
the second adviser communicates the exact same recommen-
dations as our original adviser (which they should if they 
wish to communicate their advice truthfully), we will have 
no reason to switch to them. This holds irrespective of how 
any single bet that we place actually plays out in any given 
match because the advisers will tell us the same thing. The 
only way the new adviser will be able to attract our attention 
is by saying something different. Knowing that our chosen 
oracle (our initially followed adviser) will support the team 
favoured by the current odds, the newcomer can fervently 
support the underdog and hope that an unexpected outcome 
of a match, if it occurs, will upset our trust in our present 
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oracle and will lead to us choosing them. At some point a 
low probability event (an underdog winning) is bound to 
happen, since the outcome of any football match is, after all, 
a probabilistic event.

Several recent studies confirmed this prediction empiri-
cally. For example, Kurvers and colleagues (2021) con-
ducted a series of experiments using a game similar to the 
one above. They found that dishonest advisers—advisers 
that did not always communicate the odds of winning truth-
fully—consistently outperformed honest advisers in com-
petition for attracting a human client. When people played 
the role of the advisers in the game, they quickly learned to 
use such tactics too (Hertz et al. 2018), as did AI-powered 
algorithmic advisers in tests with (simulated) human clients 
(Moll et al. Forthcoming).

One reason for why dishonest advice-giving strategies 
successfully attract human clients is the outcome bias in 
human judgement that we discussed earlier (Kurvers et al. 
2021). Because of our tendency to overweight the impor-
tance of the actual outcomes of probabilistic events, even 
when we know that the outcome of an event is probabilistic 
in nature, whoever happens to correctly guess that outcome 
immediately attracts our attention. AI-powered advisers can 
uncover and exploit this tendency to achieve their goals. 
Importantly, this example shows that, without game-theo-
retic methods to test this hypothesis empirically and without 
the knowledge of cognitive science and experimental psy-
chology research to interpret behavioural findings from such 
studies, dishonest strategies in algorithmic advice-giving 
can emerge without anyone’s malicious intent and they may 
never be noticed by unsuspecting developers, providers, and 
end users of automated systems.

5 � The Need to Look Under the Hood

A nudge always serves a specific purpose. In the role of 
a choice architect, a social planner may be interested in 
developing nudges that would help people adopt healthier, 
environmentally sustainable diets, take up physical exer-
cise, conserve energy, or save for retirement. Given some 
such benevolent goals, there may, however, be many ways 
to achieve them. Knowing exactly how a nudge does that is 
helpful and important. This is especially so if a nudge, while 
successful in bringing about the desired outcome, is found to 
produce an unintended, unwelcome side effect. Once some 
such side effect has been brought into light, without a good 
understanding of what exactly causes it and how, the only 
remedy to the problem might be to abandon the implemented 
nudge altogether, or implement a new, more complicated 
nudge on top of the first one to cancel the undesired effects 
of the former. If, on the other hand, one understands the 
mechanism through which the nudge produces the unwanted 

effect, one can work on improving or fixing that nudge 
instead. The need to be able to “look under the hood” of a 
mechanism employed to attain the desired objective is not 
limited to the outsourcing of the development and imple-
mentation of nudges to “black box” AI systems.

5.1 � A Lesson from Economics

In a famous philosophical debate concerning the methodol-
ogy of economics in the middle of last century Friedman 
(1953) argued that, while normative economics is concerned 
with values and what ought to be, for example, what con-
stitutes a just and fair distribution of wealth in a society, 
economics as a positive science deals merely with empirical 
facts and testable predictions. As social scientists, econo-
mists, according to Friedman, are primarily in the business 
of developing theories that make accurate and useful pre-
dictions. The predictions of these theories can then inform 
policies developed by social planners, who, among other 
things, are concerned with normative questions about how 
social affairs ought to be conducted and regulated. Accord-
ing to this instrumentalist view of economics, a theory is 
only good, from the perspective of a social scientist, inso-
far as it produces accurate predictions. Any other aspect of 
the theory is essentially irrelevant. As long as the theory’s 
predictive power is uncompromised, the “inner workings” 
of the theory itself, for example, the realism of axioms and 
assumptions on which the theory is built, do no matter.

Friedman’s view was and still is influential, but has also 
been criticized. Hausman (1994) challenged Friedman’s 
thesis by constructing an analogy as a counterargument. He 
considered what makes a good car. Ultimately, a good car is 
one that performs well in fulfilling its purpose—it is a safe 
and reliable mode of transport. Extending Friedman’s idea 
to the evaluation of cars, we could determine whether some 
car is good simply by observing how well it performs in a 
test drive. Any other aspect of the car is presumably irrel-
evant for assessing its quality. This view, Hausman argues, 
is short-sighted. Certainly nobody who plans to purchase a 
used car would accept this suggestion as true. Test drives are 
undoubtedly important, but they are only a part of a thor-
ough evaluation of a car. A potential buyer of a used car will 
want to know not only how well it performs in a test drive 
on some given day, but also how well it would perform in 
different circumstances (for example, when it rains or when 
it is freezing cold). A prudent buyer will demand to see a 
report of the most recent thorough inspection of the car’s 
components. They may even hire a trustworthy mechanic 
to take another look under the car’s hood to assess their 
present condition.

Hausman argues that, similarly to the case in his anal-
ogy, when we evaluate a theory, a thorough inspection of 
its “inner workings” (that is, in addition to the theory’s 
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performance in making decent predictions) is not merely 
helpful, but often also necessary. This becomes evident 
when, applied to novel circumstances, the theory fails to 
produce an accurate prediction. Upon encountering such an 
event, it would be hasty to ditch the theory outright deem-
ing it utterly useless. One could instead attempt to fix it by 
inspecting which of the theory’s many assumptions are most 
likely at fault. If a closer scrutiny reveals that some of the 
theory’s assumptions are clearly false in the circumstances 
under which it failed to produce a sufficiently accurate 
prediction, those particular assumptions might need to be 
relaxed or corrected. Returning to Hausman’s analogy, it 
would be crazy if, whenever our cars broke down, we would 
immediately replace them with new ones. It makes much 
more sense to tow a broken down car to a service station 
and ask a specialist to take a look under its hood in order 
to determine whether a fix or a replacement of one of its 
components might do.

We can extend this debate from the philosophy of eco-
nomics to the context in which we evaluate the perfor-
mance of a “black box” system that is tasked to produce a 
desired outcome. According to Friedman, there is no need 
to question the inner workings of such a system, so long as 
it succeeds in producing that desired outcome. According 
to Hausman, because the system can unexpectedly break 
down, for example, when it is applied to novel circumstances 
or when it produces a hitherto unpredicted side effect, dis-
regarding the actual processes by which it generates the 
desired outcome is not a good idea. This way we can extend 
Hausman’s argument to the use of “black box” AI systems 
that may be employed to develop and implement nudges to 
steer people’s decisions. In addition to monitoring how well 
such systems achieve the goals that we set for them, we want 
to be able to inspect and understand their inner workings in 
order to know what to do when things do not go as planned. 
Put simply, we need to be able to look under their hood.

5.2 � A Call for an Interdisciplinary Oversight

A serious drawback of blindly outsourcing the development 
and implementation of nudges to “black box” AI systems is 
that the ultimate reasons for why such nudges work, that is, 
the underlying human cognitive processes that they harness, 
will often be unknown. A personalized nudge developed by 
an AI system might be admirably effective in producing 
some desired outcome. But which biases in human judge-
ment (if any are at play) such a nudge harnesses will be 
hidden in the system’s inner “black box” workings. After 
all, an AI system may not “knowingly” utilize any bias in 
human judgement—it would merely do what works to attain 
its specified objective. That will be a problem when it comes 
to foreseeing and subsequently dealing with unintended 

side effects that the implemented nudge might eventually 
produce.

Consider again the case of algorithmic advising that we 
discussed in Sect. 4.2. Suppose a developer of an automated 
advising system works under the assumption that people’s 
use of the system will correlate with the quality of the sys-
tem’s communicated advice to them (an assumption that 
actually is true in a one-to-one relationship between an 
adviser and its client). In that case, it will be sufficient—
as well as practically convenient and mutually beneficial to 
all parties involved—to “instruct” the advice-issuing sys-
tem simply to attract and retain its human users. If, at a 
later stage, it is uncovered that, contrary to the prediction, 
a highly popular automated system communicates advice 
to its human users untruthfully, we might have no idea why 
that is the case. Crucially, without a good theory—in this 
case, without the knowledge of the existence and a thorough 
understanding of the outcome bias in human judgement—we 
will lack ideas for how to improve such systems, and how to 
regulate their deployment and use.

Recall our earlier discussion of the default rule nudge 
that effectively steered people’s decision to choose a green 
energy provider for their new homes (Sect. 3.1). The unin-
tended side effect of this, at first sight, successful nudge was 
that people who tended to stick with the suggested default 
(that is, on whom the nudge was most effective) were overall 
poorer compared to people who switched their energy pro-
vider to a cheaper, “greyer” alternative. In order to identify 
the most appropriate response to the discovery of this unwel-
come outcome, it is important to understand the underlying 
reasons for why the nudge worked in this context to begin 
with. Default rule nudges can be effective for a number of 
different reasons (Beraldo and Karpus 2021). If people stick 
with the default option because they deem this option to 
be implicitly recommended to them by policy-makers, the 
best response might be to investigate why the richer part 
of society tends to ignore this implicit recommendation. If, 
on the other hand, the default stuck for those people who 
continually delayed making a decision about their energy 
provider because they had other, more important decisions 
to focus on in their daily lives, the most appropriate response 
might be to abandon the introduced nudge altogether and 
to create opportunities and time for people to consider the 
importance of their choice and our communal need to tackle 
global warming.

The crux of the problem lies not merely in the need to 
make “black box” AI systems explainable, in the sense that 
they should indicate which known human cognitive pro-
cesses they learn to harness to achieve their specified goals, 
but in the need to monitor which potentially not-yet-known 
human cognitive processes they can learn to harness. Cog-
nitive scientists and psychologists investigate, explain, and 
try to understand human cognition and behaviour. In this 
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light, they will be valuable and, indeed, necessary colleagues 
to computer scientists and software engineers in develop-
ing and, more importantly, monitoring AI systems that are 
tasked and deployed to nudge human decision-makers “in 
the field.”

6 � Conclusion

Algorithmically personalized nudging has the potential to 
vastly improve daily human lives. As we argued, however, 
blindly outsourcing the development and implementation 
of nudges to “black box” AI systems comes with a seri-
ous drawback. When a human expert develops a nudge, 
they are informed by pre-existing theory and knowledge of 
human cognitive processes and biases in human judgement. 
At the very least, this theory informs our understanding of 
why developed nudges work and how to deal with any of 
their unintended side effects. When an AI system devel-
ops a nudge, it may not be informed by any pre-existing 
theory, making it harder to understand why its developed 
nudge actually works. Furthermore, if the AI system learns 
to harness some yet unknown, undocumented bias in human 
judgement, such a theory may not exist at all, even in prin-
ciple. That makes it particularly difficult to foresee potential 
pitfalls and to subsequently fix unwelcome consequences of 
nudging if and when they come to light.

Large technology companies are increasingly under pres-
sure to regulate themselves, for example, by developing and 
imposing codes of ethical conduct for their employees to 
follow (Nemitz 2018; Denning 2020). The obligation to use 
and leverage the expertise of cognitive scientists and psy-
chologists in cases where developed “black box” AI systems 
can profoundly impact decisions made by their human users 
should be added to these efforts. From a governmental per-
spective, requiring the developers of AI systems to consult 
experts on human judgement and decision-making would 
increase the accountability of companies for the effects of 
their marketed AI-powered tools. From a societal perspec-
tive, knowing that the “black box” systems are routinely 
reviewed and monitored by experts on human cognition 
could boost people’s trust in them (which resonates with 
the guidelines for trustworthy AI recently presented to the 
European Commission by the High-Level Expert Group on 
Artificial Intelligence 2019). The same would be true of their 
acceptance and use.
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