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# Bayesian Confirmation of Theories That Incorporate Idealizations* 

Michael J. Shaffer ${ }^{\dagger \ddagger}$<br>The University of North Carolina at Wilmington


#### Abstract

Following Nancy Cartwright and others, I suggest that most (if not all) theories incorporate, or depend on, one or more idealizing assumptions. I then argue that such theories ought to be regimented as counterfactuals, the antecedents of which are simplifying assumptions. If this account of the logical form of theories is granted, then a serious problem arises for Bayesians concerning the prior probabilities of theories that have counterfactual form. If no such probabilities can be assigned, then posterior probabilities will be undefined, as the latter are defined in terms of the former. I argue here that the most plausible attempts to address the problem of probabilities of conditionals fail to help Bayesians, and, hence, that Bayesians are faced with a new problem. In so far as these proposed solutions fail, I argue that Bayesians must give up Bayesianism or accept the counterintuitive view that no theories that incorporate any idealizations have ever really been confirmed to any extent whatsoever. Moreover, as it appears that the latter horn of this dilemma is highly implausible, we are left with the conclusion that Bayesianism should be rejected, at least as it stands.


1. Introduction. In this paper I present a new criticism of (subjective) Bayesian confirmation theory based on the empirically grounded observation that most, if not all, theories hold true only in models that incorporate, or depend on, one or more idealizing conditions. I will argue that
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if this assertion about the ubiquity of idealization in the sciences is true, then Bayesian confirmation theory does not, at least as it stands, provide us with a coherent measure of the support that most, if not all, scientific theories gain from empirical evidence. This is due to the peculiar logical form of such theories. I will refer to this problem as the Bayesian problem of idealization. Subsequent to the presentation of this criticism, two possible solutions to the Bayesian problem of idealization will be considered, and I will argue that these proposals are unsuccessful. In virtue of these results I will suggest that Bayesianism ought to be given up, at least with respect to those types of theories discussed herein.
2. Idealization in the Sciences. That scientists frequently employ the operation of idealization is easily seen in any serious empirical examination of virtually any area of science. Numerous examples can be found in physics, biology and economics, as well as the other special sciences, and this has been true at least since Galileo made that method more or less legitimate. ${ }^{1}$ However, the extent to which the sciences employ the operation of idealization has often been overlooked or, at least understated, in the philosophy of science. To some extent this myopia on the part of philosophers of science has recently been cured. In particular, the works of Nancy Cartwright, Ian Hacking, R. I. G. Hughes, Ronald Laymon, Leszeck Nowak, and Ernan McMullin have addressed issues concerning the ubiquity and function of idealizations in the sciences. ${ }^{2}$

For the most part, though, little or no attention has been paid to the formal issues that arise concerning both the logical properties of idealizing assumptions and the manner in which claims that depend on idealizing assumptions are empirically confirmed. In what follows I will address aspects of both of these issues. In addressing the issue of confirmation of such theories, I will present a novel criticism of Bayesian confirmation theories of the subjective sort, grounded in the claim I will make about the logical form of theories that depend on idealizing assumptions. Although I will not offer a full presentation of the logic of such expressions here, I believe that there are good reasons to accept the basic regimentation of such expressions proposed in Sections 3.1 and 3.2. ${ }^{3}$ In any case, from a purely pragmatic perspective, I believe that the account of idealization considered here provides the beginnings of a much-needed formal

[^0]grounding for the claims made by those philosophers of science concerned with the role of idealization in the sciences noted above.
3. The Function of Idealizations and Their Logic. Idealization is the operation of counterfactual simplification. ${ }^{4}$ It seems obvious that this is so when we examine particular historical cases of the use of idealization. Essentially what is being done in employing idealization is that a particular theoretical claim is being asserted on the basis of one or more simplifying assumptions that are known to be false. In many cases these simplifying assumptions are made explicit, but this is clearly not always the case, and so, often times, one has to do some digging to uncover the simplifying assumptions that are lurking behind a given theoretical claim. However, in uncovering the logical form of theories and ascertaining the meanings of theories it is absolutely crucial that we recognize and acknowledge the idealizing assumptions that are explicitly or implicitly presupposed within the context of any such theory.

When one starts looking at even the simplest cases in detail it quickly becomes apparent that idealizations are ubiquitous in all of the sciences, and I submit that this is so because the world is a highly complex place and our computational and descriptive powers are subject to numerous physical limitations. ${ }^{5}$ So, in general, it seems to be the case that we construct simplified models of complex physical processes in order to secure computational tractability by simplifying the equations that describe a given type of situation. ${ }^{6}$ Ultimately, this procedure appears to be employed in the sciences as a matter of physical necessity, and, again, this is because there are various physical/computational constraints imposed on both our cognitive abilities and those of computers. ${ }^{7}$
4. It is important to distinguish here between the concepts of one model being a simplification of another and one model being simpler than another. The former notion involves the concept of one model contracted by removing elements of some base model in question, while the latter is more plausibly construed as some absolute measure of the overall simplicity of models. This distinction is crucial for the semantics of VCP developed in Shaffer 2000.
5. I also tend to agree with the Humean observation, made in the context of our inductive practices, that humans have a natural tendency to regard the world as being much more orderly and homogenous than it probably is. Making this unwarranted assumption simply makes things easier to deal with, and this point is echoed in much of the work in artificial intelligence concerning the frame problem. For discussion of this problem see Pylyshyn 1986 and Shoham 1988. I believe that these sorts of observations concerning our tendency to simplify things apply equally well in the context of idealization.
6. The same point is made in Redhead 1980.
7. Detailed considerations of the physical limitations on computability can be found in Leff and Rex 1990, Casti and Karlqvist 1996, Geroch and Hartle 1986, and Pitowsky 1990. Details concerning mathematical aspects of computationally intractable problems
3.1 Analytical Mechanics of Projectile Motion: An Analysis. To illustrate how the procedure of idealization is employed in practice, consider the following example from Arthur and Fenster's Mechanics (1969, Ch. 7). They present an account of the general motion of particles. As one example of these sorts of motions they present the classical example of projectile motions. They offer three progressively more complex accounts of such motions, and the presentation of these accounts is qualified explicitly with the following caveat:

In studying the motion of projectiles, we begin with a much simplified case. As the original assumptions are changed to improve the approximation of the "real case," the equations become increasingly complex. In practice, a point is eventually reached in which numerical techniques suitable for computer solution are employed. The reader must be aware that approximations and simplifications limit the applicability of the results. (Arthur and Fenster 1969, 235)

In an exemplary presentation, this warning is explained in that they actually list the following idealizing assumptions that they are making in their first analysis of projectile motion:
a. The projectile is a point mass or particle. In a more accurate analysis, it would be considered a body possessing finite volume and a definite surface configuration. Our concern would then be with the motion of the mass center. The attitude of the projectile, described by the angles between reference axes in the projectile and a convenient external coordinate reference, is related to the air drag and would therefore enter into the formulation of this problem.
b. The earth is nonrotating. If greater accuracy is required, the accelerated or noninertial motion of the earth beneath the projectile must be taken into account. In this chapter the earth is used as a reference for which Newton's laws are assumed valid.
c. The gravitational field is constant and acts perpendicular to the surface of a flat earth. For distances small in comparison with the earth's radius, the flat-earth assumption yields good results.
d. The air offers no resistance to motion; that is, motion occurs as it would in a vacuum. Actually, air friction is important. It depends upon projectile attitude, wind velocity, air density, air viscosity, projectile configuration, and projectile speed.
e. Motion occurs in a plane. (Arthur and Fenster 1969, 235-236)

[^1]So, even something as basic as the mechanical account of projectile motion is presented in a way that depends on numerous, more or less serious, simplifying assumptions, and, recalling the warning quoted earlier, it is clear that the simpler accounts are introduced due to their computational tractability. Assuming a., b., c., d., and e. allows us to analytically solve the simpler sets of differential equations, whereas eliminating one or more of those assumptions makes those computations considerably more difficult, and in some cases analytically unsolvable.

The first account of projectile motion Arthur and Fenster provide, projectile analysis 1 (hereafter, PA1), holds true only under all of a., b., c., d., and e.. They derive the following set of equations to describe the motion of a projectile fired from a point, in terms of the components of its motion in the $X$ (horizontal) and $Y$ (vertical) directions:

$$
\begin{aligned}
& \text { (PA1.1) } \quad x=v_{o x} t=\left(v_{0} \cos \alpha\right) t \text {, } \\
& \text { (PA1.2) } \quad \partial x / \partial t=v_{x}=v_{0} \cos \alpha_{0} \text {, } \\
& \text { (PA1.3) } y=-1 / 2 g t^{2}+\left(v_{0} \sin \alpha_{0}\right) t \text {, } \\
& \text { (PA1.4) } \quad \partial y / \partial t=v_{y}=-g t+v_{0} \sin \alpha_{0} \text {, }
\end{aligned}
$$

where $v$ is velocity, $t$ is time, $\alpha$ is the angle of the initial velocity relative to the flat earth, and $g$ is the gravitational constant. So this example can be logically analyzed as asserting:
(II) Were it the case that a., b., c., d., and e., then it would be the case that (PA1.1)-(PA1.4),
where a., b., c., d., and e. are known to be false, but (PA1.1)-(PA1.4) are easily solved for some given set of initial conditions.

Following the presentation of (PA1), Arthur and Fenster introduce a second, considerably more complicated, account of projectile motion (PA2). In (PA2) the idealizing assumption d. is eliminated, and so they take into account fluid resistance in the medium in which the motion occurs. In eliminating d. the consequent of (I1) must be suitably modified so as to incorporate two types of frictional forces. The first force, lift, is perpendicular to the relative velocity of the approach of the fluid and the object, and the second force, drag, is parallel to the velocity of the approach of the fluid and the object. The drag and lift coefficients are as follows:

$$
\begin{aligned}
& C_{D}=F_{D} /\left(1 / 2 \rho u^{2} A\right), \\
& C_{L}=F_{L} /\left(1 / 2 \rho u^{2} A\right),
\end{aligned}
$$

where $F_{D}$ and $F_{L}$ are the drag and lift forces, $\rho$ is the mass density of the fluid, $u_{\infty}$ is the velocity of the undisturbed fluid relative to the object, and
$A$ is the is the area of the object projected on a plane perpendicular to the undisturbed fluid velocity. Each of these forces is described by a dimensionless coefficient, and in their presentation of how we are to incorporate frictional forces into (PA1), Arthur and Fenster assume that the projectile is spherical so that the coefficient of lift is 0 .

Having introduced this further stipulation, they continue and note that $C_{D}$, the coefficient of drag, is often related to another dimensionless variable, the Reynolds number. The Reynolds number is defined as follows:

$$
\operatorname{Re}=\rho u_{\infty} L / \mu
$$

$L$ is the characteristic length of an object, $\mu$ is the viscosity of the fluid, and the other terms are as before. In any case, Arthur and Fenster explain that when the Reynolds number is low, the drag force is (approximately) proportional to the projectile velocity and one can derive the correlates of (PA1.1)-(PA1.4) for the frictional case. They are as follows:

```
(PA2.1) \(\quad x=-(m / b) v_{0 x} e^{-(b / m) t}+C_{2}\),
(PA2.2) \(\quad v_{\mathrm{x}}=v_{0 x} e^{-(b / m) t}\),
(PA2.3) \(y=-(b / m)\left(v_{0 y}+(m / b) g\right) e^{-(b / m) t}-m g t / b+C_{4}\),
(PA2.4) \(\quad v_{y}=\left(v_{0} y+m g / b\right) e^{-(b / m) t}-m g / b\),
```

where $m$ is mass, $b$ is the linear drag coefficient, and $C_{2}$ and $C_{4}$ are determined by initial conditions. So, this theoretical claim should be construed as follows:
(I2) If a., b., c., and e. were the case, then (PA2.1)-(PA2.4) would be the case.

But, the equations that constitute (PA2) are, generally, much more difficult to solve analytically than those that constitute (PA1). Tractability is further reduced in the analysis of (PA3) where motions that involve higher Reynolds numbers are considered. As a result, it is often much simpler to accept (PA1) to secure computational tractability at the expense of realism, even if doing so results in greater disagreement with the observed evidence, and this is done with full awareness that (I2) is a much better explanation of that evidence than (I1).
3.2 The Logical Form of Idealized Theories. Regardless of whether or not presuppositions like those made in the cases of (PA1) and (PA2) are explicitly stated, once we recognize the function of idealizing assumptions the logical form of such idealizations should be clear. When we claim that a theory holds only in some idealized model, or under some idealizing conditions, we are claiming that that theory is true only on the basis of one or more counterfactual simplifying assumptions or conditions. As such, the logical form of a theory that incorporates one or more idealizing
assumptions is that of a counterfactual conditional, i.e. $A>C .{ }^{8}$ But, whereas standard counterfactual conditionals are about how things are in other close complete possible worlds similar to a given world, I want to suggest that idealizing counterfactuals, insofar as idealizing involves simplification, are about how things are in close simpler, incomplete or partial, possible worlds similar to a given world. ${ }^{9}$

So, the logic of idealization is a conditional logic, and I find it to be rather strange that this has gone unnoticed or ignored by those philosophers of science concerned with the role of idealization in the sciences. ${ }^{10}$ However, the details concerning which conditional logic most appropriately represents the logic of such expressions can be ignored in what follows, as it in no way affects the problem that I will raise. Given this brief examination of the logical form of theories that incorporate idealizations, we can now turn our attention to the treatment of theories like (I1) and (I2) by Bayesian confirmation theory.
4. The Basics of Bayesian Confirmation Theory. To generate the problem for Bayesian confirmation theory to be presented in Section 4.1, all that is necessary is that I be granted the assumption that theories incorporating idealizing conditions ought to be construed as counterfactuals, and I believe that this thesis is not open to question. However, before this criticism of Bayesian confirmation theory is presented explicitly I will outline the basic principles of Bayesianism for the benefit of those who might not be particularly familiar with that view.
8. As far as I have been able to discover, this point has been explicitly noted only in Hanson 1965 and Dalla Chiara 1992. Hanson recognized that no actual systems satisfy the presuppositions of Newton's first law, and, given the philosophical fashions of the time, concluded that it was unfalsifiable. Dalla Chiara, on the other hand, briefly comments that the boundary conditions assumed in the contexts of theories are not usually satisfied in actuality.

However, related methodological issues concerning the completeness of theories and partial explanations are discussed in Fetzer and Nute 1979, Fetzer 1981, and Railton 1981. Of special interest in this regard is Fetzer's criterion of maximal specificity. This criterion, essentially, states that theories or laws can be true only when all factors that make a difference to the phenomenon being described are taken into account. Of course, it is unlikely that such a criterion is typically satisfied, if it is even ever satisfied, when dealing with actual theories.
9. In this analysis I follow Tore Langholm's suggestion from Langholm 1996.
10. For a more detailed investigation of the logic of idealization I refer the reader to Shaffer 2000. In this work the logic of idealization is construed as an extension of Lewis' conditional logic VC that allows models to be more or less complete. As such, VCP is both three valued and nonmonotonic and it shares many features in common with default logics and circumscription logics. For some detailed considerations about logics of this sort see Brewka, Dix, and Konolige 1997, Makinson 1994, Poole 1994, and Lifschitz 1994.

Bayesianism is the most well entrenched theory of confirmation. Standard Bayesian confirmation theory holds that degrees of belief ought to conform to the axioms of the probability calculus. This requirement is referred to as the requirement of coherence, and is typically supported by appeal to various forms of so called Dutch book arguments. ${ }^{11}$ These arguments are designed to show that it would be irrational to have a probability distribution over one's beliefs that did not obey the probability calculus.

In any case, following the presentation in Howson and Urbach 1993, the axioms of the probability calculus are as follows:
(A.1) $\mathrm{P}(a) \geq 0$ for all $a$ in the domain of $\mathrm{P}(\cdot)$.
(A.2) $\mathrm{P}(t)=1$ if $t$ is a tautology.
(A.3) $\mathrm{P}(a \vee b)=\mathrm{P}(a)+\mathrm{P}(b)$ if $a$ and $b$ and $a \vee b$ are all in the domain of $\mathrm{P}(\cdot)$, and $a$ and $b$ are mutually exclusive.

In (A.1)-(A.3), $\mathrm{P}(\cdot)$ is a function whose domain is, normally, a complete set of statements closed under Boolean operations. ${ }^{12}$ Furthermore, from these axioms Bayes' Theorem can be derived, and Bayes' theorem, in its most well known form, holds that,
(B.1) $\mathrm{P}(h \mid e)=\mathrm{P}(e \mid h) \mathrm{P}(h) / \mathrm{P}(e)$, provided that $\mathrm{P}(e)>0$.

In other words, (B.1) tells us how well $e$ supports $h$. The sort of Bayesian confirmation with which I am concerned interprets the function $\mathrm{P}(\cdot)$ as the assignments of credal, or subjective, probabilities over a given agent's set of beliefs governed only by the axioms of the probability calculus. ${ }^{13}$ Given this brief exposition of standard Bayesian methodology, we can now ask how theories that incorporate idealizations might be regarded from the Bayesian perspective.
4.1. A New Problem for Bayesian Confirmation Theory. Consider how we would substitute theories of the form $A>C$, such as the theory of projectile motion (I1) described in Section 3.1, into Bayes' theorem. Recall that Bayes' theorem says that the posterior probability of an hypothesis

[^2]conditional on the evidence is equal to the product of the probability of the evidence conditional on the hypothesis, the likelihood, and the prior probability of the hypothesis, divided by the probability of the evidence, provided the probability of the evidence does not equal zero. Substituting $A>C$ for $h$ we get,
(B.2.) $\mathrm{P}(A>C \mid e)=\mathrm{P}(e \mid A>C) \mathrm{P}(A>C) / \mathrm{P}(e)$, provided $\mathrm{P}(e)>0$.

The problem I wish to point out concerns the nature of subjective prior probabilities of theories with the form of counterfactuals. Standard criticisms of subjective Bayesianism focus on the subjective character of prior probabilities (see especially Glymour 1981, Kyburg 1978, Brown 1994, and Salmon 1990). While I tend to be sympathetic to these criticisms, I will focus here on a rather different problem, viz., how are we to understand subjective prior probabilities of conditionals like $\mathrm{P}(A>C)$ in B.2.?
If Bayes' theorem is to be well defined in a given application, it must be the case that we can assign some meaningful value to each of the terms in that expression. But let us consider how we might assign a subjective prior probability to a theory that holds only under one or more counterfactual idealizing conditions. In essence, we are asking ourselves to assign a probability to an expression about what would be the case in close possible worlds that are similar to a given world, but simplified in some respect(s). Initially one might not really think that there is a problem here at all, but this is by no means the case.

The most plausible suggestion concerning how the probabilities of conditionals ought to be construed is that the probability of a conditional should be interpreted as the conditional probability of the consequent given the antecedent. ${ }^{14}$

$$
\mathrm{P}(A>C)=\mathrm{P}(C \mid A) \text { for all } A, C \text { in the domain of } P \text { with } \mathrm{P}(A)>0,
$$

and

$$
\mathrm{P}(C \mid A)=\mathrm{P}(C A) / \mathrm{P}(A) \text { provided } \mathrm{P}(A) \neq 0 .
$$

Alan Hàjek (1989) has proposed the acronym 'C.C.C.P.' to refer to this account (the conditional construal of conditional probability), and I shall follow this convention throughout.

Unfortunately for the Bayesian, as Davis Lewis and others have demonstrated, C.C.C.P. cannot be correct on pain of triviality. Based on some rather minimal assumptions, Lewis (1976) showed that any language having a universal probability conditional is a trivial language, and, hence, by reductio C.C.C.P. must be rejected. ${ }^{15}$ Furthermore, in Hájek 1989, 14. A detailed and illuminating history of attempts to interpret probabilities of conditionals is presented in Milne 1997.
15. For specific details I refer the reader to Lewis 1976, Lewis 1986, and McGee 1989.
C.C.C.P. was proved to be trivial under considerably weaker assumptions than those originally made in Lewis 1976.

For the Bayesian, this result becomes problematic with respect to the sorts of theoretical claims described above, such as (I1) and (I2). In point of fact, if one agrees with the basic point about the ubiquity of idealizations raised by Cartwright (1983), Hacking (1983), McMullin (1985), Nowak (1980), and others and with the account of the logical form of theories that incorporate idealizations given above, then most, if not all, theoretical claims made in the course of scientific activity cannot be confirmed in the way Bayesians claim. To drive the point home, this is because most, if not all, theoretical claims depend on idealizing assumptions, and theories that incorporate such idealizations ought to be construed logically as special sorts of counterfactual conditionals. If this is so and there is no extant suggestion for how to assign prior probabilities to counterfactuals, then the posterior probability of virtually every theoretical claim will be undefined in terms of Bayes' theorem.

It also seems intuitively obvious that given a set of experimental trials, say a set of actual projectile motions, (I2) should be better confirmed by that evidence than (I1) even though (I2) is not strictly speaking a correct explanation of that body of evidence; it omits several causal components of actual projectile motions. But, if all such theories lack well defined probabilities in terms of Bayes' theorem, then there is no way to compare the confirmational status of (I2) relative to (I1) on that body of evidence, and, hence, there will be no way to explain the common intuition that favors (I2) over (I1), given some fixed body of evidence.

In any case, this situation is unfortunate for the Bayesian as there does not seem to be any extant, coherent, suggestion as to how we are to nontrivially assign prior probabilities to indicative or counterfactual conditionals. This problem, the Bayesian problem of idealization, appears to have devastating consequences for Bayesianism. Unless Bayesians can come up with a coherent suggestion for how such probabilities are to be understood, either Bayesianism must be rejected or, given the ubiquity of idealizations, Bayesians must accept the rather counterintuitive conclusion that few, if any, scientific theories have ever been confirmed to any extent whatsoever. ${ }^{16}$ Insofar as the latter alternative does not appear to be one that most Bayesians would be willing to accept, they must come up with some (non-trivial) account of how to understand probabilities of counterfactuals or they must give up Bayesiansim.

[^3]5. Prospects for a Solution to the Bayesian Problem of Idealization. In response to Lewis' celebrated results, and the extensions thereof, two major proposals have arisen concerning the nature of conditionals and the probabilities of such expressions. First, Lewis has proposed a way for assigning probabilities to conditionals, called imaging, which will be considered in Section 5.1. Second, Isaac Levi (1996), Carlos Alchourrón, Peter Gärdenfors, and David Makinson (1985), and others have proposed various accounts that deny that conditionals are truth valued. Instead, they consider conditionals to be something like policies for belief revision; such policies have conditions of rational support, in lieu of truth conditions. Section 5.2 will consider this view. What we must now be concerned with here, first and foremost, is whether Bayesians can exploit these suggestions in order to solve the problem of idealization.


#### Abstract

5.1. Lewis' Concept of Imaging. Subsequent to rejecting C.C.C.P. with respect to Stalnaker conditionals, as well as many other types of conditionals, Lewis (1976) suggested that probability conditionals should be understood as policies for feigned minimal belief revision, and that the probability of such a conditional should be understood to be the probability of the consequent, given the minimal revision of $\mathrm{P}(\cdot)$ that makes the probability of the antecedent of the conditional equal to 1. Formally,


$$
\mathrm{P}(A>C)=\mathrm{P}^{\prime}(\mathrm{C}) \text {, if } A \text { is possible, }
$$

where $\mathrm{P}^{\prime}(\cdot)$ is the minimally revised probability function that makes $\mathrm{P}(A)$ $=1$. Lewis tells us that we are to understand this expression along the following lines. $\mathrm{P}(\cdot)$ is to be understood as a function defined over a finite set of possible worlds, with each world having a probability $\mathrm{P}(w)$. Furthermore, the probabilities defined on these worlds sum to 1 , and the probability of a sentence, $A$ for example, is the sum of the probabilities of the worlds where it is true. In this context the image on $A$ of a given probability function is obtained by 'moving' the probability of each world over to the $A$-world closest to $w .{ }^{17}$ Finally, the revision in question is supposed to be the minimal revision that makes $A$ certain. In other words, the revision is to involve only those alterations necessary for making $\mathrm{P}(A)=1$.

But this analysis of the problem of the probabilities of conditionals does not seem to help the Bayesian in the least. Consider Bayes' theorem in light of this suggestion. Substituting $\mathrm{P}^{\prime}(C)$ for $\mathrm{P}(A>C)$ yields
(B.3) $\mathrm{P}(A>C \mid e)=\mathrm{P}(e \mid A>C) \mathrm{P}^{\prime}(C) / \mathrm{P}(e)$, provided $\mathrm{P}(e)>0$.

What are we to make of this expression? What is the meaning of the product of the likelihood of the evidence given our theory and the prob-

[^4]ability of the antecedent of our theory in terms of some other probability function, especially where the latter probability is the probability one would assign to the consequent after making the minimal revision of one's beliefs needed to make the probability of the antecedent equal to one. The two terms appear, in some sense, to be incommensurate, but, more importantly, there does not really seem to be any coherent way to assign a probability to $\mathrm{P}^{\prime}(C) .{ }^{18}$ The revision in terms of which $\mathrm{P}^{\prime}(C)$ is defined does not actually occur, it is only a feigned revision. It only occurs counterfactually and it is not clear how in the world we are to assess what the value of $P^{\prime}(C)$ should be. This is complicated by the fact that what counts as a minimal revision has not been satisfactorily fleshed out in the literature, and so, in any case, we appear to be at a loss to actually employ Lewis' solution in practice. ${ }^{19}$

Furthermore, Lewis' suggestion places us in a position that appears to involve a regress. In order to assess the numerical value associated with the image on $A$ of $\mathrm{P}(\cdot)$ we must accept another counterfactual concerning what we would believe if we were certain of $A$. This is because the belief revision is not an actual belief revision, and in order to accept this we would need to assign a probability to the counterfactual 'If I were certain of $A$ (if it were the case that $P(A)=1$ ), then my beliefs would be $\{\psi\}^{\prime}$, where $\{\psi\}$ is the set of my beliefs and probability ascriptions on those beliefs. Presumably, this counterfactual must be interpreted in terms of imaging as well, and so we must accept another counterfactual about that feigned revision, and so on. ${ }^{20}$ As a result of these considerations, it does

[^5]not appear as if imaging will help the Bayesian avoid the problem of idealization, as imaging does not allow us to clearly specify a well defined prior probability for the kinds of theories we have been discussing.
5.2. The AGM/Levi Approach to Conditionals. In the spirit of F. P. Ramsey's and Ernest Adams' accounts of the nature of conditional expressions, some philosophers and computer scientists have adopted the view that conditional expressions do not have truth values (see Ramsey 1990; Adams 1975, 1976, 1993; Edgington 1986). Rather, they hold that conditionals ought to be regarded as various kinds of epistemic policies for belief revision. Although their views differ with respect to various details concerning the nature of such revisions, Isaac Levi, Carlos Alchourrón, Peter Gärdenfors, David Makinson, and others agree that conditionals of the sort we have been discussing should not be treated as assertions that have truth conditions (see Gärdenfors 1986, 1988; Alchourrón, Gärdenfors, and Makinson 1985; Arló Costa and Levi 1996; Levi 1996). Rather, they are to be treated as something like policies for updating or revising one's beliefs relative to what one already believes; in other words they are taken to be epistemic conditionals, and in lieu of truth conditions such conditionals have conditions for rational support relative to an antecedently given belief set. ${ }^{21,22}$
to assess $\mathrm{P}(A>C)$. But, by imaging, $\mathrm{P}(T(A)>\{\mathrm{B}\})=\mathrm{P}^{\prime \prime}(\{\mathrm{B}\})$, where $\mathrm{P}^{\prime \prime}(\{\mathrm{B}\})$ is the agent's beliefs and probability distribution on those beliefs were the agent certain that $T(A)$. Again, according to the definition of the concept of imaging this is only a feigned revision. So, in order to assign a numerical value to $\mathrm{P}^{\prime \prime}(\{B\})$ the agent must accept a conditional about what that agent would believe if he were certain that he were certain that $A, T(T(A))>\left\{\mathrm{B}^{\prime}\right\}$ (where $\left\{\mathrm{B}^{\prime}\right\}$ is that agent's suitably revised beliefs and his probability distribution on those beliefs). So, the agent must assign a numerical value to $\mathrm{P}\left(T(T(\mathrm{~A}))>\left\{\mathrm{B}^{\prime}\right\}\right)$ where, by imaging $\mathrm{P}\left(T(T(A))>\left\{\mathrm{B}^{\prime}\right\}\right)=\mathrm{P}^{\prime \prime \prime}\left(\left\{\mathrm{B}^{\prime}\right\}\right)$, and so on ad infinitum. Moreover, there does not seem to be any obvious, non-ad hoc, way to stem this regress that results from the nature of imaging.
21. Lindström and Rabinowicz (1995) and Hansson (1995) make a more or less sharp distinction between epistemic and ontic conditionals. They hold that ontic conditionals have truth values while epistemic conditionals have conditions of rational support. They distinguish these two types of conditionals based on the idea that the latter are accepted relative to belief systems that do not need to be complete, whereas ontic conditionals are true or false only relative to complete models. In general I fail to see the difference between these two types of conditionals, and I believe that the distinction can be dissolved by allowing possible worlds to be partial (i.e., incomplete). However, I will ignore this issue for present purposes. For a more detailed discussion of partial worlds and conditionals see the essays in Doherty 1996.
22. The epistemic implications of this view are discussed at some length in Gärdenfors 1992. In this article Gärdenfors appears to ally the belief revision tradition with coherence theories of knowledge, and this provides some explanation of the AGM theorist's views concerning conditionals, at least qua their lack of truth values.

I will not dwell on this alternative at length, but simply note that, when applied to the kinds of conditionals discussed in Sections 3.1 and 3.2, this analysis is rather implausible and does not reflect scientific or everyday reasoning very well. As Stalnaker pointed out long ago, "many counterfactuals seem to be synthetic, and contingent, statements about unrealized possibilities" (1970, 42), and I take it that physicists who assert (I1) are making a substantive empirical claim about how things would behave under conditions that (contingently) do not occur in this world. It simply does not seem that such conditionals are merely about how beliefs might be revised. Rather, those conditionals are synthetic and contingent claims about how certain types of objects would behave in worlds that are simplifications of our world in some specified respect(s). In any case, the AGM/Levi analysis cannot be used to solve the Bayesian problem of idealization, because it does not allow for prior probabilities to be assigned to theories of the sort with which we are concerned. For if they do not have truth conditions, then they certainly cannot have probabilities of being true.
5.3. Provisional Conclusions and Prognoses. Given the failure of C.C.C.P., imaging, and the AGM/Levi account of conditionals to solve the Bayesian problem of idealization, Bayesians must apparently look elsewhere if they are to avoid the unpalatable conclusions that few, if any, theories have really ever been confirmed to any degree whatsoever, and that theories like (I2) are not better confirmed by actual evidence than simpler alternatives like (I1). There does, however, appear to be another way in which one might approach this new criticism of the Bayesian way, without accepting the counterintuitive consequences discussed above. One could simply give up Bayesianism (at least with respect to theories of the sorts described above) in favor of some other account of theory confirmation or acceptance, and perhaps this is what should be done.

My own intuitions tell me that both counterintuitive consequences could be avoided by appealing to inference to the best explanation (IBE), construed in terms of inference to the likeliest explanation. If our theory acceptance rule was something like:
(A) accept the theory that confers the greatest likelihood on the available evidence in virtue of our background knowledge,
then our accepting (I2) in lieu of (I1) would not involve subjective priors. Nor would it be incoherent to prefer (I2) to (I1), as the former is manifestly a better explanation of actual observed projectile motions, even if (I2) is not itself the perfect explanation of such motions. ${ }^{23}$ These considerations
23. Including background knowledge in assessing the abductive strength of theories
and the criticisms raised above lead me to believe that the Peircean method of hypothesis, IBE, may be the only way to account for the acceptance of theories that involve idealizations, but, of course, much work needs to be done in defending this rather vague view. ${ }^{24}$
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[^0]:    1. For various perspectives on Galileo's methods and their subsequent impact see Butts and Pitt 1978, Pitt 1992, Shapere 1974, McMullin 1985, and Koyré 1968.
    2. See, for example, Nowak 1980, Cartwright 1983, McMullin 1985, Hughes 1990, Hacking 1983, Laymon 1989 and various other works by these philosophers.
    3. For a considerably more detailed presentation and justification of the logic of idealization see Shaffer 2000. Therein the logic of idealization is referred to as VCP.
[^1]:    are given extensive consideration in Garey and Johnson 1979. Considerations about the limitations on human computational abilities are discussed in Stich 1990, Brown 1988, and Cherniak 1986.

[^2]:    11. See Earman 1992 and Rosenkrantz 1981 for details concerning Dutch book arguments.
    12. Things are a bit more difficult when probabilities are introduced into the context of VCP, as the standard Boolean connectives are replaced in VCP by the strong Kleene connectives, but for the sake of simplicity I will ignore this issue in what follows. See the references in footnotes 9 and 14 for explanations of the genesis of this problem. Also, it is useful to compare and contrast VCP with the conditional event algebra developed in Walker 1994.
    13. For considerations of other interpretations of the probability calculus I refer the reader to Good 1983 and Howson 1995.
[^3]:    16. In effect, Bayesians would be committed to the view that only theories that do not incorporate idealizations can be confirmed in the manner suggested by Bayesians. There do not seem to be many theories of this sort.
[^4]:    17. Lewis also assumes that there is a unique closest $A$-world to $w$.
[^5]:    18. The sense in which I suggest that they are incommensurate is that the revised probability function is not about what I believe at all, but about what I would believe and the likelihood is about what I believe. It is not all clear how the product of these probabilities is to be understood. A similar sort of problem might also be found in Jeffrey's conditionalization, a kinematical generalization of Bayesian conditionalization, where $\left.\mathrm{P}_{\text {new }}(A)=\mathrm{P}_{\text {old }}(A \mid E) \mathrm{P}_{\text {new }}(E)+\mathrm{P}_{\text {old }}(A \mid \sim E) \mathrm{P}_{\text {new }} \mid \sim E\right)$ for the pair $\{E, \sim E\}$. As in the case of (B.3), the products of these probabilities are rather difficult to interpret. It is similar to assuming that one can make sense of the product of the probability ascriptions of two different individuals, say $\mathrm{P}_{\text {Joon }}(A \mid E) \mathrm{P}_{\text {James }}(E)$. My partial beliefs at some time $t_{1}$ and at some subsequent time $t_{2}$ are like the beliefs of two different agents, and they are, potentially, ascribed over two different sample spaces. It does not seem to be obvious just what an expression involving products of these sorts of terms could mean.
    19. See, for example, Gärdenfors 1984, Alchourrón, Gärdenfors, and Makinson 1985, and, especially Lindström and Rabinowicz 1989, Lindström and Rabinowicz 1990, and Lindström and Rabinowicz 1992.
    20. In a bit more formal presentation this problem arises as follows. If $\mathrm{P}(A>C)=$ $P^{\prime}(C)$ by imaging, then to assess the numerical value of $\mathrm{P}^{\prime}(C)$ an agent must accept the conditional $T(A)>\{\mathrm{B}\}$ where $T(A)$ is the belief that a particular agent is certain that $A$ and $\{B\}$ is that agent's set of beliefs and probability distribution over those beliefs. To accept $T(A)>\{B\}$ by Lewis' own admission is to assign a (high) probability to that sentence, so the agent must be able to evaluate $\mathrm{P}(T(A)>\{B\})$ if the agent is to be able
