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Abstract
The Value-free ideal of science (VFI) is a view that claims that scientists should not
use non-epistemic values when they are justifying their hypotheses, and is widely
considered to be obsolete in the philosophy of science. I will defend the ideal by
demonstrating that acceptanceof non-epistemic values, prohibited byVFI, necessitates
legitimizing certain problematic scientific practices. Such practices, including biased
methodological decisions or Questionable Research Practices (QRP), significantly
contribute to the Replication Crisis. I will argue that the realizability of VFI is not
a necessary condition for its validity. Then, I will show how some of the prominent
proposals of value-laden science legitimize problematic scientific practices, provide
real-world examples, and generalize the argument. Finally, I will show how value-
laden methodological decisions contribute to the Replicability Crisis and discuss two
strategies for realizing VFI.

Keywords Value-free ideal of science · Founder bias · Replicability crisis ·
Questionable research practices · Researchers’ degrees of freedom

1 Introduction

The value-free ideal of science (VFI) is a view that claims that scientists should not use
non-epistemic values when they are justifying their hypotheses. The view has enjoyed
varying degrees of popularity. It was popular in the high days of neopositivism. Then
it became controversial. It was both criticized (e.g., by Rudner, 1953) and defended
(e.g., by Jeffrey, 1956). In the last thirty years, it was generally regarded as obsolete,
for example, by Longino (1990), Douglas (2009), Elliott (2011), or Tsui (2016).1

Recently, researchers started, once again, to look at it more favorably, for example,
Koertge (2004), Hudson (2016), Betz (2013), John (2015a), Lacey (2018), Djørup et
al. (2019), or Menon and Stegenga (2023). My paper fits into the second group. I will
defend theVFI by showing that if we accept the use of non-epistemic values prohibited

1 See Holman and Wilholt (2021) or Hicks (2014) for discussion.
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by it, we are forced to accept as legitimate scientific conduct some of the disturbing
phenomena of present-day science like founder bias or questionable research practices.
Then, I will show that value-laden science contributes to the replication crisis.

In the Sect. 2, I will discuss the VFI in more detail. In the Sect. 3, I will present three
views that were proposed as alternatives to the VFI: Douglas’ value-laden science,
Ludwig’s proposal concerning ontological choices, and the proposal developed by
Janet Kourany. In the Sect. 4, I will present problems caused by the rejection of the
VFI. Then I will show how value-laden science contributes to the replication crisis in
the Sect. 5. Finally in Sect. 6, I will discuss two strategies (from Betz, 2013 and Levi,
1960) for realizing the VFI.

2 The value-free ideal: motivation and controversy

Generally speaking, the VFI is a view that claims that the non-epistemic values of
the scientists should not influence reasoning in science. Epistemic values are typically
understood as values that promote the attainment of truths; all other values are non-
epistemic (e.g., Steel, 2010). Examples of non-epistemic values include fairness and
equality, whereas examples of epistemic values encompass internal consistency and
parsimony. In various scenarios, values classified as non-epistemic may indeed pro-
mote the truth. For instance, in some cases, hypotheses that promote equality are more
likely to be true when compared to naive pre-scientific stereotypes. However, there
are also cases where equality may not promote the truth. In contrast, the connection
between epistemic values and truth is more systematic.2 For instance, a hypothesis
cannot be true without being internally consistent. Similarly, the connection between
other epistemic values and truth is equally systematic, though not necessarily equally
strong. For example, it has been argued that parsimonious hypotheses are more likely
to be true (e.g., Sober, 2015). If it is so, parsimony is an epistemic value. Consequently,
I will define epistemic values as those that systematically promote the attainment of
truths, while non-epistemic values are accidentally connected to truth or not connected
at all.3 For the purposes of this paper, I will assume the validity of this distinction.

The second assumption of my paper will be that we can distinguish between stages
of discovery and justification in a scientific process. The stage of discovery, also called
theory construction, includes all tasks a scientist performs to develop and present a
hypothesis (or theory). The stage of justification begins when the hypothesis or theory
is ready, and scientists proceed to test it empirically. This stage includes designing
and conducting studies and analyzing and interpreting data. For the purposes of this
paper, we can consider the stage of justification to conclude when collected data are
analyzed and interpreted, and responsible scientists have assessed whether the results
support the tested hypothesis.

The initial formulation of VFI is too strong; some of the uses of these values
in science are not problematic. For example, there is nothing wrong with scientists
choosing topics for their studies based on their interests. I will defend theVFI restricted

2 I amgrateful to an anonymous reviewer for directingme toward including the requirement of systematicity.
3 A similar definition was presented in Steel (2017).
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to the context of justification. It claims that scientists should not use non-epistemic
values when they are justifying their claims.4

It is important to remember that the VFI is an ideal. A few sometimes overlooked
consequences follow from this. First of all, no descriptive claim follows from the VFI.
It may be the case that no one complies with a given norm, but it is still a valid norm.
Secondly, it seems that even if it is not possible to satisfy an ideal, this does not make
it invalid. It may still be the case that by approaching an unattainable ideal, we will
become better off. This is consistent with how the role of ideals is typically understood
in the literature, e.g., “Ideals, on the other hand, should articulate aspirational goals.
They should help us define what we want to be, if we had all the time and resources
in the world.” ( Douglas, 2014 p. 9). Additionally, it seems that some ideals widely
believed to be valid are unrealizable. For example, impartiality is typically understood
in the following way:

The word “impartial” connotes absence of bias, actual or perceived. (UNODC,
2019, p. 28)

Each member of the jury, the whole jury, and the justice system overall are required
to be impartial. At the same time, in light of the psychological evidence showing
the prevalence of biases, it seems that there was never and never will be a perfectly
impartial jury or a perfectly impartial judicial system. This does not make the ideal
of impartiality any less valid or attractive, and possible improvements in impartiality
any less beneficial (see e.g., Gobert, 1988 or Cammack, 1994).

This issue is connected to the discussion of the Ought imply Can principle. The
principle requires that an obligation or ideal needs to be possible to satisfy in order
to be valid. The principle was popular among philosophers (see e.g., Feldman, 1986;
Zimmerman, 1996, orVranas, 2007) andused as a premise inmany arguments (see e.g.,
Graham, 2011). On the other hand, more recently, there has been a shift away from this
principle, with counterexamples being proposed against it (see, for example, Graham,
2011; Mizrahi, 2009, or Hughes, 2018). The standard counterexamples involve cases
of promises, for example:

(1) I promised that I will pick up my spouse from the airport. On my way there, my
car broke down, and because of that, it was not possible for me to be there on time.
It makes sense for me to say in such a situation: “I ought to be at the airport in 5
min.” even if that is no longer possible.5

Those and similar arguments presented in different contexts (see e.g.,Mizrahi,Mizrahi
(2012) for arguments in an epistemic context) and growing empirical evidence showing
that the principle is unintuitive (see e.g., Buckwalter & Turri, 2015; Chituc et al.,
2016, or Kissinger-Knox et al., 2018) strongly suggest that the principle is false and
obligations or ideals do not have to be realizable to be valid.6

As we have already seen, the VFI is controversial. Arguments both for and against
it were presented. Following Betz (2013), we can divide arguments against it into two

4 Some authors claim that the use of non-epistemic values is harmful even in the context of discovery (e.g.,
Okruhlik, 1994).
5 This example is based on examples from Hughes (2018).
6 A different argument for the same conclusion was presented in Menon and Stegenga (2023).
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groups. The semantic arguments show that the VFI is not a sound proposal. For exam-
ple, Dupré (2007) argues that the distinction between epistemic and non-epistemic
values on which the VFI is based is not well-defined. The methodological arguments
show that the VFI is unrealizable. Elliott (2011) distinguishes two groups of such
arguments: error and gap arguments.7 According to the gap arguments, no evidence
can ever fully support a general hypothesis. Therefore, a scientist needs to use back-
ground assumptions that fill this gap.When it comes to practically relevant hypotheses,
the non-epistemic values of scientists inevitably play a role in selecting which of the
background assumptions are applicable in a given case. Therefore, scientists need to
use their non-epistemic values when they accept their hypotheses. Versions of gap
arguments were presented in Longino (1990), Howard (2006), and Kourany (2003).
Error arguments start from the realization that when a scientist draws a conclusion
based on the collected evidence, she risks committing an error. She may accept a false
hypothesis (type I error) or reject a true one (type II error). If the tested hypothesis
is practically relevant, both kinds of errors have practical consequences. Therefore,
while deciding on what standard of evidence to use in a given case (which trans-
lates to a specific trade-off of both kinds of errors), the scientist has to consider the
practical consequences of error. Her non-epistemic values play a crucial role in such
considerations. Versions of this argument were proposed in Churchman and Acirc
(1948), Rudner (1953), and Douglas (2009). Finally, some methodological arguments
fit neither of the groups. For example, Ludwig (2015) argues that scientists have to
use non-epistemic values to make ontological choices on which their hypotheses are
based.

The methodological arguments rely on the assumption that an ideal has to be real-
izable to be valid. As I argued above, this assumption seems to be problematic; at the
very least, it should be explicitly defended. As far as I know, it was not. The second
assumption is that non-epistemic values are necessary to fulfill the role identified in
the arguments, be it to fill a gap between the evidence and theory or justify the chosen
standard of evidence and ontological choices. This assumption was undermined, for
example, in Levi (1960), Betz (2013), or John (2015a). If the arguments present in
those papers are sound, the VFI may be realizable after all. I will discuss this in the
Sect. 6.

Authors who criticize the VFI usually propose alternative ideals of scientific con-
duct. Not surprisingly, the core of all these proposals is a claim that scientists have to
or even should use non-epistemic values when they are justifying their hypotheses. In
the next section, I will sketch three of such proposals.

3 Value-laden science

In this section, I will present three counterproposals to the VFI.
Douglas (2009) presents the value-laden ideal of science. She claims that the influ-

ence of both epistemic and non-epistemic values should be restricted. Values can be
used in two ways. Firstly, a scientist can use them in a direct way when they serve as
reasons and evidence. Secondly, she can use them in an indirect way. According to

7 For the discussion concerning the connection between two types of arguments see: ChoGlueck (2018).
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Douglas, values can be used in a direct way just in the early phases of the scientific
process. For example, scientists can decide based on their values which problem they
will work on. During justification, the part of the scientific process interesting for our
purposes, scientists should not use values in a direct way. Values should not be treated
as reasons. On the other hand, in opposition to the VFI, she claims that values, includ-
ing non-epistemic ones, should play an indirect role in the context of justification.
What exactly is meant by the indirect role? Scientists have to be responsible for the
theories they accept. Therefore, according to Douglas, to make the final judgment con-
cerning the acceptance of a given hypothesis, a scientist has to take into consideration
the non-epistemic consequences of her possible mistake. The essential part of such
considerations is played by non-epistemic values. They are necessary to assess how
costly is a possible error and therefore what amount of evidence is necessary to accept
the hypothesis in question. It is important for our purposes to add that, according to
Douglas, making the final decision to accept a hypothesis is not the only part of the
justification where scientists should use non-epistemic values:

Choices regarding which empirical claims to make arise at several points in
scientific study. From selecting standards for statistical significance in one’s
methodology to choices in the characterization of evidence during a study to the
interpretation of that evidence at the end of the study to the decision of whether
to accept or reject a theory based on the evidence, a scientist decides which
empirical claims to make about the world. (Douglas, 2009, p. 103)

As far as I understand, she claims that they should use values (including non-epistemic
ones) to make all decisions that are not determined by the evidence.

The role of values discussed in Ludwig (2015) is consistent with Douglas’ theory.
He claims that scientists have to use them when they make ontological choices. For
example, choices concerning the meanings of theoretical terms used by their theories,
such as species or intelligence.According to the author, such choices cannot be avoided
or made without the use of non-epistemic values, and therefore scientists have to use
them. Again, it seems to be less of an argument against the VFI than against its
realizability.

Both Douglas’ and Ludwig’s proposals define the acceptable use of values in terms
of their function in the scientific process. Other proposals look to define a set of values
that can be safely used in scientific practice.An example of such a theory is the proposal
developed by Janet Kourany. The most recent version of the theory was proposed in
Kourany (2020). Kourany claims that scientific effort is supported by society because
science contributes to human flourishing. This determineswhich values should be used
in science: “values that support the kind of research that promotes human flourishing
are the right ones, values that don’t are not.” (see Kourany, 2020, p. 11).

4 Problematic consequences of value laden science

In the next two sections, I will build an argument in favor of VFI. In this section, I aim
to demonstrate that rejecting the VFI legitimizes unacceptable scientific practices. To
achieve this, I will first present a counterexample in the form of problematic scientific
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practices for each of the theories presented in the second section. Following this, I will
briefly discuss other theories of value-laden science and outline the general conditions
inwhich the influences of non-epistemic values becomeproblematic. In the subsequent
section, I showhow the influences onmethodological choices contribute, through those
unacceptable practices, to the replicability crisis.

Consider scientists who test a hypothesis, for example, a null hypothesis that some
new medical product has no negative side effects. The result of the experiment will
impact the society in which scientists live. If it is a (false) negative, policymakers are
likely to ban the product. A lucrative industry and many job opportunities will not be
created. On the other hand, if it is a (false) positive, the potentially harmful product
will be used in clinical practice. According to Douglas, a scientist should consider
the negative impact of both false-negative and false-positive results, and based on that
adjust the amount of evidence necessary for accepting the hypothesis. Let us assume
that two scientists conduct two experiments intending to test the hypothesis. Both of
them choose an established method and, luckily, they get the results that perfectly
match the distribution of the property in question in the population. At the same time,
the results are not conclusive, the revealed correlation is not very strong. Both scientists
are aware of the positive and negative effects of the adoption of the drug. Because of
different personal histories, they believe that different potential effects are the most
important. Thefirst of the scientistswas raised in a small townwith high unemployment
and saw the new product mainly as a great opportunity to reduce unemployment in
poorer regions of the country. Consequently, she sets a high threshold of evidence in
order to lower the chance of false positives. She concludes that the new product is not
dangerous. The second scientist has a history of serious diseases in her family and
therefore she thinks that her priority should be to shield the population against possible
harm caused by the new product. Therefore, she sets a low standard for rejecting the
null hypothesis and concludes, on the basis of the collected evidence, that the product
is dangerous.

According to Douglas’ proposal, both scientists perform perfectly well. Neither
of them used non-epistemic values in a direct way. They have used acceptable non-
epistemic values and consequently based theirmethodological decisions on reasonable
assessments of possible consequences of errors. Consequently, we have no reason
to suppose that neither did anything wrong. At the same time, they draw different
conclusions from the same data, and it seems that something went wrong. The final
conclusionswere not determined by data but by the personal histories of both scientists.
The example shows that even an indirect influence of non-epistemic values can be
a decisive factor. Nothing hangs on the fact that the scientists are using the non-
epistemic values to fix the sufficient level of evidence rather than to make any other
methodological choice.

Douglas does not specify to which degree one can lower or raise a sufficient level of
evidence. She just points out that values should not weigh stronger than the evidence.
If we can raise the required level of evidence arbitrarily high or low, it is hard to see
how that can be a consequence of her view rather than an additional postulate.

The problem is not just theoretical. Time and again, scientists used their non-
epistemic values in the way permitted by Douglas to deliver results that fit their non-
epistemic interests. An example of that is the founder bias (see e.g., Stelfox, 1998),
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which consists of the fact that empirical studies are significantly more likely to support
a result preferred by researchers or their employers. Biased studies are not frauds;
scientists do not fabricate their results or use other clearly unacceptable strategies. At
the same time, there seems to be something wrong with these experiments. To see that,
let us consider an example fromWilholt (2008). Industry-funded studies that tested the
toxicity of a chemical substance called Bisphenol A tend to use a special strain of rats
that are less susceptible to the substance. Consequently, none of the industry-funded
experiments showed a carcinogenic effect of the substance in opposition to 90% of
government-funded studies. The non-epistemic values were not used in a direct way.
On the other hand, it seems that the scientists used their non-epistemic values, perhaps
self-interest while making methodological choices concerning which strain of rats to
use. According to Douglas’ story, the industry-funded scientists did nothing wrong,
assuming that the crucial methodological decision was consistent with her values. On
the other hand, it is now widely recognized in the methodology of medical science
that such influences of industry on scientific results are prevalent (see, for example,
Oostrom, 2023). It is also recognized that the preferenceof the founder likely influences
the results through the interest and preference of the scientists as reconstructed above
(see e.g., Angell 2004; Friedberg et al., 1999; Krimsky, 2013; or May, 2020). Finally,
it is widely believed that those biasing influences and resulting unreliable results are
responsible for enormous human suffering and waste of resources (see e.g., Abramson
& Starfield, 2005; Angell, 2004; or Purdy et al., 2017 for literature review).

It is similar to the case of Ludwig’s proposal. As we remember, he claims that
scientists should make their ontological choices on the basis of their non-epistemic
values. At the same time, the author rightly claims that the results of experiments
depend on these choices. Therefore, the results of the experiments depend on non-
epistemic values. The way the non-epistemic values influence the results (through
ontological choices or through the adjustment of the required level of evidence) does
not make much of a difference.

Once again, the problem is not just theoretical. An example from Oreskes and
Conway (2010) shows how tampering with a notion of causality can misrepresent a
scientific result. I will assume, for the purpose of the example, that a choice concerning
the conceptualization of causality is an ontological choice.8 Causality is not explicitly
mentioned by Ludwig among ontological notions but it seems to play a similar role
in a scientific experiment:

When asked if a three-pack-a-day habit might be a contributory factor to the
lung cancer of someone who’d smoked for twenty years, Cline again answered
no, you “could not say [that] with certainty. . . I can envision many scenarios
where it [smoking] had nothing to do with it.” When asked if he was paid for
the research he did on behalf of the tobacco industry, he acknowledged that the
tobacco industry had supplied $ 300,000 per year over ten years - $3 million but
it wasn’t “pay,” it was a “gift.” (Oreskes & Conway, 2010, p. 31)

8 See also Lexchin (2006).
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The specialist in question,Martin I. Cline, seems to be using an implausibly demanding
version of the regularity theory of causation to present scientific results misleadingly.
The theory he implicitly endorses claims that a necessary condition for z to be a
contributory factor of y is that in all (possible?) cases in which z is present, y is. That
would explain his reluctance to admit that a “three-pack-a-day habit” is a possible
contributory cause of lung cancer. This theory of causality is too demanding. The
questioned claim is true, in light of scientifically informed common sense, as soon as
we accept any less demanding theory of causality. The quote is taken from a transcript
of a trial in which Cline served as an expert. It is hard to imagine a more responsible
function for a scientist. Given that he received money from a tobacco company, a
strong case can be made that the misleading ontological choice was caused by one of
his non-epistemic values, once again self-interest.

Another example of an ontological choice being problematic because of the influ-
ence of non-epistemic values was described in Bishop (1990). Dorothy Bishop
discusses studies investigating an association between handedness and developmental
disorders. The field is filled with inconsistent results:

...developmental dyslexia has been linked to mixed hand preference (Harris,
1957), strong left-handedness (Geschwipd & Behan, 1982), inconsistent right-
handedness (Schachter et al., 1987) and both left- and strong right-handedness
(Apnett &Kilsbaw, 1984). There are alsomany studies that report no association
(see review by Bishop, 1983). (Bishop, 1990, p. 812)

She shows through simulation that if a scientist is free to choose the way she con-
ceptualizes handedness after she already obtains the experimental data, she is almost
guaranteed to get a positive result. According to the author, the fact that scientists
make their choices motivated by a desire to find a significant result at least partially
explains the inconsistent results.

In the case of Kourany’s proposal, finding a similar problematic case is a bit harder.
Acceptable values in this proposal are determined by the society that supports a given
scientific practice. All scientists within the society should use only non-epistemic val-
ues deemed conducive to the flourishing of that community and therefore, problematic
influences of values of individual scientists are excluded. However, even at the societal
level, the influence of non-epistemic values can be problematic. For instance, Asatryan
(2020) presents empirical results strongly suggesting that the nationality of scientists
has a biasing influence on estimations of fiscal multipliers, comparable to the influence
of founder preferences. An extreme illustration of the influence of societally deter-
mined values can be found in Julian Huxley’s early account of Soviet genetic research
(Huxley, 1949). Huxley describes how political and ideological preferences compro-
mised Soviet genetic research, ultimately leading to the emergence and short-lived
dominance of the discipline of Lysenkoism. To what extent the values that influenced
reasoning in these cases supported research promoting human flourishing remains
unclear. Consequently, it is uncertain whether these cases constitute counterexamples
to Kourany’s proposal. Nevertheless, these examples demonstrate that the influence
of societal values can be just as corrupting as the influence of the values of founders
or individual scientists.
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In all the cases described above, problems arise from the influence of scientists’
non-epistemic values on their methodological choices. I am not suggesting that all
applications of non-epistemic values lead to false or misleading results. However,
any influence of non-epistemic values introduces another potential source of error.
Furthermore, in the Sect. 5, I will argue that if different scientists use different values,
such influences can lead to inconsistent results.

In light of the cases of problematic influence of non-epistemic values, it is now
widely acknowledged that a proposal of a value-laden ideal needs to be able to exclude
problematic influences of non-epistemic values (see e.g.,Anderson, 2004;Hicks, 2014,
or Holman &Wilholt, 2021). Literature devoted to the role of values in science is full
of such proposals, many of them are subtle and ingenious. Because of that, discussing
in detail how susceptible each of them is to my argument goes beyond the scope of the
paper. On the other hand, I would like to present two arguments suggesting that it may
be unlikely that any of such proposals will succeed in excluding all of the problematic
cases.

In my first point, I will rely on the work of Holman and Wilholt (2021). In their
article, the authors collected some of the demarcation proposals and categorized them
into four groups depending on the strategy used to demarcate between problematic
and acceptable uses of non-epistemic values. Axiological proposals focus on the kind
of non-epistemic values whose uses are not problematic. Already discussed theory
from Kourany (2020) is an example of such theory. Another prominent proposal from
this group was the ideal of well-ordered science developed by Philip Kitcher (see e.g.,
Kitcher, 2011). The proposal claims that the correct answers to the methodological
value-laden decisions, such as those central to the gap and error arguments, are deter-
mined by a decision reached by well-informed disputants in an ideal conversational
situation in which all perspectives were respected. The functionalist proposals focus
on the function played by the non-epistemic values in question. The theory, presented
in Anderson (2004), claims that an influence of non-epistemic values is acceptable as
long as they do not “operate to drive inquiry to a predetermined conclusion.” Another
notable theory of this kind is the proposal developed by Heather Douglas which I
discussed in the second section. Consequential strategies highlight the consequences
of the methodological choices influenced by given non-epistemic values. For exam-
ple, a theory presented in Intemann (2015) claims that “it is legitimate for scientists
to appeal to non-epistemic values insofar as doing so will promote democratically
endorsed epistemological and social aims of research” (p. 218). The last two groups
of proposals explicitly focus on social rather than an individual perspective. Coordi-
nate strategies utilize the interplay between scientific practice and the expectations of
the general public. For example, a proposal fromWilholt (2008) claimed that scientific
conventions (both implicit and explicit) regulate the way scientists can use their non-
epistemic values while making methodological decisions. Finally, critical-contextual
theories rely on social institutions to counterbalance the possible negative conse-
quences of scientists using their non-epistemic values. The most prominent of such
proposals is contextual empiricism developed by Helen Longino (see e.g., Longino,
1990). Longino’s proposal can be interpreted as claiming that a given influence of
value is acceptable as long as a given experiment is embedded in a broader epistemic
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context that has venues for criticism, is responsive to this criticism, has a standard of
discussion, and promotes equality of intellectual authority.

Howdo those theories squarewith the presented problematic cases?Anderson’s the-
ory will clearly rule out cases of biased experiments; the methodological decisions in
those experiments were made in a way that makes a favored outcome far more likely.
On the other hand, the proposal will not exclude the practices described in Bishop
(1990) and similar ones. In those cases, the decisions targeted a positive result rather
than any specific result. The situation is likely similar in the case of other proposals
that put the responsibility to decide if a given use of non-epistemic values is legitimate
on individual scientists. Plausibly, different scientists consider different results to pro-
mote “democratically endorsed epistemological and social aims of research.” If so, the
proposal from Intemann (2015) will not rule out all problematic cases. In light of that,
it seems that the proposals that relegate the responsibility of demarcation to the com-
munal level are more promising (e.g., proposals from Kitcher, 2011 orWilholt, 2008).
On the other hand, the results of Asatryan (2020) suggested that the inconsistency in
results on the level of communities exists and may be equally problematic.

There is a more general reason to expect that neither of the demarcation proposals
will be successful. If the only feature common to all of the problematic cases is that
they involve non-epistemic values motivating the crucial methodological decisions, a
value-laden proposal that would be successful in excluding all of the problematic cases
would have to exclude all the uses of non-epistemic values and therefore transform it
into a VFI-like proposal. Is it plausible that there are no features present only in cases
of problematic use of non-epistemic values? To answer this question, we have to first
introduce researchers’ degrees of freedom (see e.g., Simmons et al., 2011 or Wicherts
et al., 2016). During designing and conducting a scientific experiment, a scientist has
to make a lot of decisions concerning the exact shape of the experiment. For example,
she has to decide: How to collect the data? When to stop collecting the data? Should
some observations be excluded? How to understand theoretical terms? Each of these
issues can be approached in many equally correct and some incorrect ways, and this
constitutes researchers’ degrees of freedom.

Researchers’ degrees of freedom can be misused in many different ways. First of
all, a decision may be biased, that is, it can be made with a specific result in mind
as in the case described by Wilholt (2008). Biases come in many different flavors
(see e.g., MacCoun, 1998 for a detailed discussion). Some of them are conscious,
others unconscious; some are caused by the preferences of the scientist (as the one we
discussed), and others by their prior beliefs (confirmation bias). Secondly, after the
experiment has been performed, a scientist can considerwhich combination of possible
choices will likely generate a positive result and report just these choices. This and
similar practices are called questionable research practices (see e.g., Simmons et al.,
2011). Other examples of questionable research practices are: using underpowered
statistical designs or optional stopping, which I will discuss in the next section. These
phenomena (questionable research practices and biases) are not considered to belong
to one homogeneous group and were not analyzed as such.

In all of the mentioned cases, non-epistemic values motivate crucial decisions.
However, these values vary, potentially encompassing material self-interests, national
values, or the value attached to a successful publication. Any other type of non-
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epistemic value can motivate a problematic decision. Even the most noble and
uncontroversial non-epistemic values do not inherently promote truth. Consequently,
they can similarly motivate misuses of researchers’ degrees of freedom and steer a
study toward a false result. An interesting example of noble values compromising
scientific reliability was uncovered in the recent trial of Elizabeth Holmes. In 2022,
Holmeswas found guilty of defrauding investors of her company Theranos (seeUSAO
NDCA, 2022). The company was developing a revolutionary method of blood testing
requiring only a small amount of blood to run a wide variety of tests. During the trial,
it was revealed that many of the claims concerning the reliability of the method used
by Holmes to attract investors were not warranted. It was also demonstrated that those
claims were supported by the results of unreliable experiments. Responsible scientists
were urged by Holmes to treat data points that went against the preferred result (high
diagnosticity and reliability of developed blood tests) as outliers and disregard them
(Randazzo, 2021). On the other hand, the majority of jurors remain convinced that
Holmes’s main motivation for her questionable and illegal actions was noble. They
were convinced that Holmes genuinely believed that the methods and medical devices
developed by her company had the potential to improve the reliability and availability
ofmedical diagnosis (Cohen, 2022).Holmes’s noble and indirectly used non-epistemic
values did not make the practices she commissioned any less problematic.

In light of the above examples, we can attempt to sketch the general conditions in
which influences of non-epistemic valueswill be problematic in away analogous to the
discussed problematic methodological practices. Let us assume that we do not know if
the tested hypothesis is true or not. In such a situation, every methodological decision
that has the potential to change the outcome of the study and is not motivated purely by
empirical values is problematic. Such a decision will steer the study toward results in
line with the underlying non-epistemic value and therefore is a potential source of bias
(see e.g., May, 2020 or Hudson, 2022). Decisions motivated by epistemic value, by
definition, orient the results of the study toward the truth. This is not guaranteed in the
case of any other values. As often pointed out by proponents of value-laden science, it
may be the case that a non-epistemic value will accidentally skew the scientific study
toward the right result. Does this validate the uses of such values? No, it does not.
Questionable research practices are not legitimized by rare cases in which they lead to
true results. They were shown to, on average, inflate the rate of false positive results
and therefore are not considered to be acceptable scientific strategies. It is the same in
the case influences of non-epistemic values.

This idea can also be expressed in terms of logical dependence. A scientific result
that relies solely on collected data and epistemic values, which promote truth, may
have a high chance of being true. When dependence on other factors is introduced, it
introduces the risk of compromising the result. In a given case, it is uncertain whether
these additional factors are guiding the result toward truth. It is known that, in general,
they do not promote truth. This way of articulating the conclusion clearly highlights
that the effectiveness of reforms aimed at reducing the influence of the non-epistemic
values does not hinge on the ultimate reliability of the VFI. Each potential source
of bias that is eliminated improves the reliability of the procedure in question and
therefore enhances the reliability of the results, regardless of whether all such sources
can ultimately be eliminated or not.
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5 Value-laden science and the replication crisis

In this section, I will show how the influence of non-epistemic values on methodolog-
ical decisions in the presence of conflicting values contributes to the replication crisis.
I do not intend to claim that it is the sole or primary cause of the crisis, but I will argue
that it constitutes a significant and plausibly sufficient contributing factor.

Somebody may still think that there is nothing wrong with using non-epistemic
values, for example, in the way proposed by Douglas (2009). She may think that
there is nothing wrong with two scientists reaching different conclusions from the
same observation because of their different sympathies or interests. I do not think
that this response is plausible or, in other words, that the bullet is worth biting. To
see that, let us consider the Replication Crisis (for discussion see: Open Science
Collaboration, 2015 or Romero, 2017). The crisis consists of the fact that the results
of many scientific experiments are not replicable. This means that an experiment with
a similar or identical design conducted by different scientists (or even the second time
by the same researchers) delivers different results. The exact percentage of replicable
studies is unknown. Some approximation is provided by Open Science Collaboration
(2015). The authors attempted to replicate the results of one hundred experiments from
papers published in prestigious psychological journals. Less than half of the attempts
were successful.9 This is a disappointing result. In light of this, it is hard to have any
confidence in the truth of a psychological hypothesis based on a single experiment. The
crisis is generally perceived as something very disturbing, as the name itself suggests
(see e.g., Pashler & Wagenmakers, 2012; Anwari & Daniël, 2019 or Simine, 2018).
Many philosophers and methodologists explore different ways to deal with it (e.g.,
Ioannidis, 2005). As we have seen, a similar attitude toward inconsistent scientific
results is present in the literature devoted to funding bias in biomedical research. A
recent study, Oostrom (2023) compared the results of randomized control trials (RCT)
funded by the drug manufacturer with the results of other RCTs testing the same drug.
The study found significant differences in the results; experiments financed by the
manufacturer were more likely to deliver results demonstrating the effectiveness of
the drug. The presence of these effects in pharmacology and resulting inconsistencies
are widely believed to be problematic by scientists.10

At the same time, according to Douglas’ proposal, such situations are expected and
natural. If different scientists share different non-epistemic values, theymake different
methodological decisions. As a result of that, they sometimes, or maybe even often,
draw different conclusions from the same data. If this is the case, the fact that the
scientists responsible for the original study have different non-epistemic values than
the scientists responsible for its replication may be a reason for the failure of the
replication attempt. To see that, let us go back to our example (p. 8). Suppose the
first scientist tests the hypothesis concerning the harmfulness of x , and the second one

9 “Thirty-six percent of replications had significant results; 47% of original effect sizes were in the 95%
confidence interval of the replication effect size; 39% of effects were subjectively rated to have replicated
the original result...” (Open Science Collaboration, 2015, p. 943)
10 It has also been frequently noted that funding can influence a scientist’s interests or non-epistemic
values, which, in turn, can impact her methodological decisions and final results (see e.g., Friedberg, 1999
or Angell, 2004).
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tries to replicate the result, given the inconclusiveness of the data. In that case, the
replication will fail no matter how similar they will be. Given the differences in the
statistical design, the second experiment is an attempt to conceptually replicate the
result. The conceptual replication, unlike the direct replication, does not impose using
an identical statistical design in both experiments (see e.g., LeBel et al., 2018). In the
case of a direct replication, a scientist who attempts to directly replicate an experiment
cannot use her non-epistemic values to adjust the sufficient level of evidence; she has to
follow the design of the original study. Even in the case of direct replication, there are
some decisions that scientists can use to tamper with the outcome of the experiment.
For example, it is typically not required for replication to use the same population as
the original study. As we have seen, these choices can be used to change the results of
the experiment.

Once again, the examples from Wilholt (2008) and Bishop (1990), as well as the
results of Friedberg et al. (1999) or Oostrom (2023), show that this way of influencing
the results is present in science. In the case of industry-biased studies, it is unlikely that
the result of a biased study will be successfully replicated by an unbiased experiment.
Similarly, in the case of studies of handedness, it is not highly probable that the result
of any of the experiments will be repeated in a high-quality replication in light of their
conflicting results and the prevalence of questionable research practices.

The connection between the use of non-epistemic values influencing methodolog-
ical decisions and the replication crisis is acknowledged in methodological literature.
For example, consider two factors named as the causes of questionable research prac-
tices by Simmons et al. (2011):

(a) ambiguity in how best to make these decisions and (b) the researcher’s desire
to find a statistically significant result. (Simmons et al., 2011, p. 1359)

The first cause is the existence of researchers’ degrees of freedom; the second is the
fact that scientists value statistically significant results.Both causes are connectedby an
implicit assumption that these non-epistemic values motivate methodological choices.
The use of questionable research practices greatly inflates the chance of a false-positive
result and therefore lowers the replicability of a given study (see Simmons et al., 2011).
Similar factors are predictors of false-positive results according to Ioannidis (2005):

Corollary 4: The greater the flexibility in designs, definitions, outcomes, and
analytical modes in a scientific field, the less likely the research findings are to
be true. (Ioannidis, 2005 p. 698)

Corollary 5: The greater the financial and other interests and prejudices in a
scientific field, the less likely the research findings are to be true. (Ioannidis,
2005, p. 698)

Interestingly, some of the questionable research practices can be interpreted as a
way of “deciding what amount of evidence is necessary,” as recommended by Douglas
and other defenders of value-laden science. A perfect example is optional stopping
(see e.g., Rianne & Grünwald, 2017 or Montori et al., 2005). A scientist using this
procedure, instead of deciding beforehand howmany subjects shewill use in her exper-
iment, decides during the experiment. She either stops and concludes the experiment
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after some subjects are tested or adds additional subjects. Unsurprisingly, scientists
seem to be inclined to conclude their experiments when the correlation they hoped for
is present. Similarly to other questionable research practices, the procedure increases
the rate of false-positive errors. Another decision a scientist has to make while design-
ing her experiment is how statistically powerful it will be. Statistical power is the
likelihood that an experiment will detect the effect if it exists. If the effect size is
small, a large number of participants is required to get a moderately powerful experi-
ment. Because of that, scientists are sometimes inclined to conduct many cheaper, less
powerful studies instead of one more powerful study with the hope to get a significant
result in at least one of them by luck. The low statistical power of an experiment is
also responsible for its low replicability (e.g., Vazire, 2016 or Ioannidis, 2005).

It is not clearwhat exactly proponents of value-laden sciencehave inmindwhen they
write about “deciding what amount of evidence is necessary." On the other hand, given
that neither of the above procedures involves using non-epistemic values in a direct
way and any non-epistemic value can motivate it, it seems that they are acceptable
ways of using such values. At the same time, both contribute to the replication crisis.

According to Douglas, both scientists in our example performed perfectly well.
Similarly, some cases of optional stopping or underpowered experiments are consis-
tent with her theory. Situations described in other counterexamples from Sect. 4 have
similar effects on replicability. In light of that, it seems clear that the discussed pro-
posals failed to rule out problematic uses of non-epistemic values. If scientists are
permitted to incorporate their non-epistemic values during the process of justification,
these values may introduce bias into the results of their studies and, when conflicting
values are at play, potentially contribute to the replication crisis. Similar concerns
over plausible effects of non-epistemic values on replicability were raised by Hudson
(2020). He argued that the value-ladenness of scientific practice contributes to the
crisis by causing publication bias, another phenomenon commonly recognized as a
factor contributing to the crisis (see e.g., Scargle, 2000). This argument together with
the concerns raised above suggests that theremay bemanyways inwhich the influence
of non-epistemic values compromises the replicability of scientific results. In light of
the crucial role played by replicability according to many scientists or methodologists,
for instance:

Reproducibility is a defining feature of science, but the extent to which it charac-
terizes current research is unknown. Scientific claims should not gain credence
because of the status or authority of their originator but by the replicability of
their supporting evidence. (OSC, 2015, p. 943)

the very idea of value-laden science seems to be problematic.
Before we proceed, it’s essential to address the limitations of the replicabil-

ity objection. Replicability is not compromised if all scientists adhere to the same
set of non-epistemic values. In such a scenario, the influence of values would
guide the results of experiments in a consistent direction, thus not jeopardizing the
replicability of the findings. Therefore, if a value-laden proposal identifies a unique
set of non-epistemic values that scientists can legitimately employ and excludes all
other values, the constrained influence will not compromise reliability. For instance,
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in the case of Kourany’s proposal, all scientists within a given society should
utilize the same set of values, preventing any differences in results due to influences
of values. It is similar in the case of theories that rely on an ethical assessment of
scientists to distinguish legitimate from illegitimate values (e.g., Douglas’ proposal,
see Schroeder, 2020 for discussion of ethical and political approaches) if we assume a
version of moral realism, which implies a single correct solution for each situation that
necessitates the use of non-epistemic values. Such a combination would imply that at
least one of the scientists from the example discussed earlier in the fourth sectionmade
a mistake in her assessment of values. If both had been correct, they would have used
the same values and reached the same conclusion. However, it is worth noting that the
biasing influence of uniform non-epistemic values will be more problematic than the
influence of the non-epistemic values of individual scientists. When the same set of
potentially biasing factors is imposed on all scientists, the resulting bias becomesmore
prevalent.Moreover, such a systematic biasmay be challenging to detect due to its uni-
versality. Replication plays a crucial role in scientific self-correction (see e.g., Sikorski
& Andreoletti, 2023) and failed replications can help uncover biasing assumptions. If
the problematic assumption is widespread among scientists, the chances of it being
detected through replication are slim.

Steps toward implementing the VFI promote replicability by reducing the influ-
ence of non-epistemic values on methodological choices, which is a significant factor
contributing to the irreplicability of results. For instance, experiments biased by the
preferences of the founder often produce results inconsistent with unbiased studies.
Furthermore, the manner in which non-epistemic values influence results does not
differ significantly, as different scientists may reach divergent conclusions due to
these influences. Thus, each step toward achieving VFI diminishes the impact of such
factors and consequently enhances the replicability of results. Even if VFI is ulti-
mately unattainable, eliminating potential causes of irreplicability improves scientific
practice. Although other factors contribute to the replicability crisis, addressing the
influence of non-epistemic values must be part of the solution, as argued herein and
by Hudson (2020). In the subsequent section, I will outline two strategies for realizing
VFI, which translate into specific recommendations aimed at promoting replicability.

6 Realizability of VFI

In light of the ways in which non-epistemic values can compromise scientific practice,
it is worth reconsidering the realizability of VFI.

As we have seen, error and gap arguments convinced many philosophers that non-
epistemic values are indispensable in scientific practice, and therefore the VFI is
unattainable. Even if we grant that from the fact that an ideal is impossible to realize
it follows that it is not a valid ideal, which is, as I argued, not obvious, at least two
strategies for demonstrating its realizability were proposed.

First, Betz (2013) describes a general strategy for hedging scientific results in cases
where some of the assumptions or methods are not standard or well-supported. For
example, if the experimental design used is not standard, researchers can present their
results in the form of a conditional statement with the assumption in the antecedent and
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the original non-hedged results in the consequent. This strategy can be applied in cases
of other methodological decisions which, according to methodological arguments,
require the use of non-epistemic values. For instance, both scientists from our example
could present their results in the following form: “Given the used threshold of evidence,
the substance x is harmful/harmless”. Betz presents examples of this strategy from
actual scientific practice. Surprisingly, even some philosophers who oppose the VFI
seem to favor a similar solution. As noted by Betz (2013), Douglas (2009) proposes a
similar strategy. Similarly, Rudner (1953) points out that it is essential for a scientist
to make their value decision explicit, and one way to do so is to follow Betz’s strategy.

Betz’s strategy was criticized by John (2015b) and ChoGlueck (2021). The strategy
employed in both papers seems to be similar, as they do not argue that hedging cannot
be used to avoid the use of non-epistemic values11 but rather that it is in some way
unattractive. John reanalyzes an original case study used by Betz, the work of the
Intergovernmental Panel on Climate Change, and on this basis argues that a scien-
tist, in order to avoid the use of VFI, has to not only hedge the degree to which the
collected evidence support the tested hypothesis but also should hedge other method-
ological choices made for the purpose of the study, for example, the chosen criterion
for acceptable evidence. The report hedged in this way would be, according to John,
too complicated to be useful for a policymaker which is too costly a price to pay for
the value-freedom. Similarly, ChoGlueck argues, using a case study of a “drug effect”
of morning-after pill Plan B, that expressions used to hedge hypotheses like “may”
are sometimes value-laden and therefore Betz’s strategy can be in some cases unsuc-
cessful. Both authors have a point here, it seems true that in some cases the hedging
strategy, despite demonstrating that the VFI is realizable, may be impractical. Other
such cases may be already discussed ontological choices. It seems to be impractical to
list the results of all the ontological choices done on behalf of an experiment. More-
over, some assumptions may be just too standard or too widely shared to be listed, or
listing them may make the results of the study too hard to interpret to be useful.

In such cases, a strategy of adopting conventions instead of making value-laden
choices may be superior. The strategy was proposed by Levi (1960). I will present it
in the context of biased science discussed in Wilholt (2008). As we have already seen,
industry-funded scientists use a special strain of rats while examining the toxicity of
Bisphenol A. Those rats are less susceptible to the substance, and therefore the choice
makes the experiment far less likely to show its harmful effect. In analyzing the founder
bias, Witholt does not blame what seems to be the main cause of the problem, namely
non-epistemic values of the scientist affecting their methodological choices. Instead,
he points out that in all cases of founder bias, scientists failed to comply with some
important scientific conventions. For example, in order to prevent the use of insensitive
strains of animals, the scientific community formed the following convention:

11 See: “Proponents of the methodological critique who claim that value-freedom is impossible are, as Betz
suggests, mistaken. However, there is a difference between showing that some state-of-affairs is possible
and showing that it is ideal. The discussion above shows that achieving value-freedom for science comes
at a significant non-epistemic cost.” (John, 2015b, p. 9) and “I do not take my case study as evidence that
values are ineliminable from all drug facts, all regulatory science, or all scientific knowledge. While I am
sympathetic to such conclusions, I am not arguing here for the generalizability of this case study and my
two-fold account of value-ladenness.” (ChoGlueck, 2021, p. 69).
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Because of clear species and strain differences in sensitivity, animalmodel selec-
tion should be based on responsiveness to endocrine active agents of concern
(i.e. responsive to positive controls), not on convenience and familiarity (National
Toxicology Program, 2001, p. vii)

This analysis does not seem to be satisfactory.What about instances of similar practices
that occurred before the norm was established? They inspired the norm but cannot be
explained as cases of biased science due to the lack of compliance with a norm that had
not yet been established. Wilholt claims that in such cases, the norms may be implicit.
While this defends his analysis against obvious counterexamples, it alsomakes it much
more speculative. Implicit norms can always be postulated. Amore satisfying analysis
should consider the behavior of scientists that these norms were meant to prevent in
the first place.

Given the described cases, it seems plausible that these and similar norms aim to
prevent methodological decisions motivated by non-epistemic values that can alter
the outcome of a given experiment. This suggests the following conceptualization of
founder bias:

A study is founder-biased iff during its course:

(a) a methodological decision(s), influenced by consideration concerning which
outcome of the study would be preferable to the founder, was made;

(b) this decision(s) influenced the outcome of the study.

It seems to be a more straightforward and satisfying analysis of founder bias (see also
May, 2020).

At the same time, the process during which biased studies inspire new scientific
norms is interesting for our purposes. In light of all the above, it seems that by consti-
tuting new conventions, the scientific community releases individual scientists from
some of their responsibilities. Some of the choices for which they were responsible
before are no longer required, following the proposal from Levi (1960). In response to
the version of the error argument from Rudner (1953), he proposed that a standard of
evidence can be conventionally fixed. The convention then determines if a given infer-
ence was successful. A scientist, instead of making value-laden decisions, just needs
to follow the convention.12 A notable example of the conventionally fixed standard
of evidence is the value of formal statistical significance set to 0.05. This standard is
commonly used in psychology (see e.g., McLeod, 2019), but other standards of evi-
dence are used in other scientific disciplines; for example, a much stricter 5σ standard
is used in physics (see e.g., Franklin, 2013). Recently, in response to the replication
crisis, some conventions were proposed to regulate the statistical power required for
an experiment to make it appropriate for publication. For example:

If the effect being examined is likely to be in the range of typical published effects
in social/personality psychology, which is an r of .21 or d of .43 (Richard et al.

12 Wilholt (2008) criticizes a convention aimed at setting the acceptable standard of evidence proposed in
Levi (1962), but he does not argue that a conventional strategy will not be successful. As we have seen in
the third section, he himself adopts a similar solution.
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2003), then researchers should aim for a sample size that will provide at least
80% power to detect such an effect or more... (Vazire, 2016, p. 4)

The convention specifies the statistical power for which scientists should aim in order
to get published. If we interpret the question about the necessary level of evidence
posed by proponents of value-laden science in terms of the statistical power and
significance, then a scientist does not have to decide which standard of evidence
to adopt. Instead, she just has to conform to the convention, which is at the same
time a precondition for being published. Similarly, there are conventions in place that
regulate other aspects of experimental design, like conventions regulating the use of
experimental animals discussed above or following conventions regulating some of
the aspects of experiments testing the efficacy of β-alanine:

“The diversity of the methodologies used in the assessment of the efficacy of
β-alanine highlights the importance of clear logical progression through the dif-
ferent aspects of supplementation to eventually be able to produce a clear concise
set of criteria for its efficacy. Authors should also make every attempt to demon-
strate: the purity of the supplement used; the double-blinding of the treatments;
and the reliability of the exercise tests or measure employed.” (Hobson et al.,
2012, p. 34)

As we see, here the authors express a need for a conventionally fixed efficiency
criterion. Then, in the next sentence, they formulate a few methodological recom-
mendations, for example, one concerning a need to demonstrate the purity of the
substance used in the experiment. With the support of the community of scientists, the
advice can become a fully-fledged convention. All those and similar conventions are
steps toward the realization of Levi’s strategy.

It is easy to see that both strategies are similar. Conventions play a role analogous
to assumptions. Neither is meant to be tested, and both impose a particular method-
ological decision. From the perspective of an individual scientist, it seems to make
little difference if she assumes something or follows a convention to the same effect.
If an assumption becomes popular and well-established enough, it can be turned by an
appropriate sanctioning body into a convention. On the other side, in line with John
(2015b), it may make a lot of difference for consumers of the results. Conventions that
a scientist follows in a given experiment are often implicit and do not necessarily need
to be stated in the presentation of the results. Therefore, Levi’s strategy may provide
results that are easier to interpret and utilize than heavily hedged results criticized in
John (2015b).

Many reforms aimed at reducing themethodological flexibility of experiments (and
therefore the need for the use of non-epistemic values) were proposed in reaction to the
replication crisis. As we have seen, Ioannidis (2005) lists such flexibility as one of the
main factors that increase the probability that a result of a scientific experiment is false.
In response to this problem, he recommends standardizing the conduct and reporting of
research designs (see also Schulz, 2010). Similar proposals include preregistration (see
e.g., Nosek et al., 2018), which amounts to a requirement that the experimental design
used by a scientist has to be specified and registered before the data are collected,
or multiverse analysis (see e.g., Steegen et al., 2016), which consists of conducting
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a statistical analysis for some/all methodological choices that can be made during
data analysis. Compliance with those conventions restricts how scientists can use
their non-epistemic values. In principle, it is possible that the further development of
scientific methodology will lead to the construction of a system of conventions and
other precautions that will eventually make value-laden choices unnecessary. If so, the
VFI may be realizable after all.13

It is sometimes argued that scientific conventions need to be justified by consid-
erations based on non-epistemic values, and therefore the conventional strategy is
unsuccessful in realizing VFI. Scientific conventions clearly have practical conse-
quences. For example, conventions concerning the acceptable level of statistical power
translate into an expected probability of type II error, which in turn will influence
political decisions. A similar example was described inWilholt (2022). He argues that
implicit conventions present in climate science promote underestimation of indicators
of global warming in comparison to actual changes. Such results influence political
decisions and lead to under-regulation. One might expect that those practical conse-
quences will translate to (a need for) the pragmatic justifications of such conventions,
based in part on the non-epistemic values. Interestingly, justifications presented for
those and similar scientific conventions are typically epistemic. For example, experi-
ments need to be well-powered in order to be reliable, which justifies the convention
from Vazire (2016). Similarly, the rich discussion of the optimal level of statisti-
cal significance (see e.g., Benjamin et al., 2017; Fiedler et al., 2012, or Oberauer &
Lewandowsky, 2019) focuses on epistemic reasons for the adoption of the stricter cri-
terion for statistical significance (e.g., α > 0.005 proposed in Benjamin et al., 2017).
The justifications presented for all other conventions mentioned in the paper seem to
be purely epistemic. Moreover, even in the case of the biased convention with prac-
tically problematic consequences described in Wilholt (2022), the primary deficiency
seems to be epistemic. The results in question fail to deliver empirically adequate
results (there is a discrepancy between predictions and observations) due to the polit-
ically motivated, conservative convention used during the study. Consequently, the
justification for a new improved version of the convention will likely be epistemic.

In many cases, the epistemic justification will single out a unique optimal con-
vention. Randomization or blinding are uniquely epistemically beneficial approaches
at many stages of experiments, for example, during assigning participants to control
experimental groups. On the other hand, in some cases, the epistemic reason will not
determinewhich one ofmany possible conventions will be optimal. For example, there
likely is not a good epistemic reason to instantiate a convention that will ask scientists
to aim for a statistical power of 80% rather than 81% or 79%. Consequently, one may
claim that non-epistemic values need to be used in order to distinguish which of the
infinitely many possible values should be used. I do not find this diagnosis plausible.
In many cases, the content of the convention does not need to be justified in order for
conventions to fulfill their regulatory function.14 Conventions are typically understood
as solutions to coordination problems, a situation inwhich agents have several possible

13 For papers arguing for the realizability of VFI from a different angle see Mattes (2019) or Djørup et al.
(2019).
14 This feature of convention seems to motivate Poincare’s conventionalism (Poincare, 1905). General
laws of nature cannot be fully confirmed by empirical observations and at some point, further tests have a
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ways to coordinate their actions for mutual benefit. The content of the convention to
drive on the left side of the road does not require justification and perhaps cannot be
justified. The fact that the members of society agreed to drive on one side of the road is
useful, no matter which side of the road was chosen. Likely there is no reason to prefer
conventions prescribing either of the sides and consequently, there seems not to be
much point in asking for justification for the content of the convention. Plausibly, the
situation is similar in the case of equally (or close to equally) plausible scientific con-
ventions. For instance, there may be no strong (epistemic or non-epistemic) reason to
prefer 80% rather than 81% if both values fall within an epistemically plausible range.

I will not be able to demonstrate that no scientific convention was justified by non-
epistemic values or has to be justified in this manner. Plausibly, there are examples of
such conventions, and perhaps a hedging strategy can be employed in some of these
cases. Furthermore, adherence to scientific conventions often comes with costs, and
in certain situations, these costs may be prohibitive. I will not discuss these costs and
the trade-off between the epistemic benefit and the cost of conventions. On the other
hand, I argued that many important methodological conventions were justified based
on epistemic considerations, and in some cases, exhaustive justification may not be
necessary.

The existence of those strategies (hedging and convention) not only makes a strong
case for the realizability of the VFI but also gives us a clear idea of what a scientist
can do to approach it. She has to follow the standard scientific conventions for a given
problem when justifying her claim. Whenever the conventions do not specify which
methodological decision should be made, she should make the decision herself and
explicitly present it as an assumption of her result. As we have seen, even if the choice
is motivated by her non-epistemic values, a hedged conclusion does not depend on
them. This easy-to-follow procedure restricts the flexibility of the design. Either the
convention was followed and therefore the non-epistemic values of scientists were not
involved or the final result was hedged and because of that, it does not depend on the
non-epistemic values of the scientist. Additionally, she should preregister her study and
if possible use amultiverse analysis. All of thosemethodological improvements reduce
the flexibility of the design of the study (and the potential influence of non-epistemic
values) and therefore promote replicability (see also van Dongen & Sikorski, 2021).
The improvements in replicability are likely proportional to the achieved reduction
in flexibility and do not depend on a given procedure being fully methodologically
rigid (i.e., involving no methodological flexibility) or even the possibility that such
rigidity can ever be achieved. Even if some of the choices requiring non-epistemic
values are unavoidable, and as far as I know it was not convincingly shown that there
are such choices, it does not make removing others any less beneficial. All this is
consistent with my argument concerning the realizability of VFI not being a condition
for its usefulness from the first section. In conclusion, it seems that if we combine
these strategies with the above argument, the VFI becomes, once again, a viable and
perhaps even attractive ideal of scientific conduct.

Footnote 14 continued
marginal utility. In such a case, we can elevate the status of the law by conventionally accepting it to be
true.
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7 Conclusion

In my article, I defended the VFI by showing that if we reject it, we are forced to
accept, as legitimate scientific conduct, some of the problematic scientific practices
like founder bias. I argued that it does not have to be realizable to be useful. I presented
counterexamples to some of the main value-laden proposals. I also showed that value-
laden science contributes to the replication crisis. Finally, I presented strategies for
making the VFI realizable. Following Betz (2013), a scientist can hedge her final result
and therefore make it independent from her (value-laden) methodological choices.
Secondly, in line with Levi (1960), a scientific community can instantiate a scientific
convention that recommends a particular solution for a given methodological problem
and therefore makes a corresponding (value-laden) choice unnecessary.
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