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Abstract
We discuss the evolutionary transition from animals with lim-
ited experiencing to animals with unlimited experiencing and
basic consciousness. This transition was, we suggest, inti-
mately linked with the evolution of associative learning and
with flexible reward systems based on, and modifiable by,
learning. During associative learning, new pathways relating
stimuli and effects are formed within a highly integrated and
continuously active nervous system. We argue that the mem-
ory traces left by such new stimulus–effect relations form
dynamic, flexible, and varied global sensory states, which we
call categorizing sensory states (CSSs). These CSSs acquired
a function: they came to act as internal “evaluators” and led
to positive and negative reinforcement of new behavior. They
are therefore the simplest, distinct, first-person motivational
states that an animal can have. They constitute what we call
basic consciousness, and are the hallmark of animals that can
experience. Since associative learning has been found in many
invertebrate taxa that first appeared during the Cambrian era,
we propose that the processes underlying basic consciousness
are phylogenetically ancient, and that their emergence may
have fueled the Cambrian explosion.
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In the companion paper (Ginsburg and Jablonka 2007), we
suggested that the raw material from which experiencing was
molded by natural selection was a global sensory state that
is a by-product of the incessant activity of the highly inter-
connected nervous system that characterizes all neural ani-
mals. We argued that overall sensory states became persis-
tent (present-extending) when they became associated with
the short- and long-term memory mechanisms involved in the
simplest kinds of nervous-system-mediated learning and se-
lective stabilization. Limited experiencing involves a small
number of overall-sensory states that are global, integrated,
unitary, and private. They are side effects of neural activity
and do not play a causal role in learning. Limited experiencing
is, however, the foundation on which what we call unlimited
experiencing, or basic consciousness, arose.

In this article we suggest that limited experiencing evolved
into feelings that function as flexible, ontogenetically con-
structed evaluators and discriminators of new inputs, and gen-
erators of new adaptive outputs, when open-ended, associative
learning evolved. Of course, when looked at from a computa-
tional point of view, associative learning can be quite simple
and we do not claim that associative learning in the computa-
tional sense alone is a sufficient condition for consciousness.
The ability of robots or neural networks to learn by association,
even when computationally sophisticated, captures only lim-
ited and fairly simple aspects of the process in animals, just as
a camera captures limited aspects of seeing. What is lacking is
an understanding of the experiencing-based value systems that
guide associative learning. It is precisely the evolution of these
systems, which, as we argue, are dependent on the biological
evolution of associative learning from the simpler systems de-
scribed in the companion paper that is our focus here.

The idea that associative learning evolved from less flexi-
ble learning mechanisms was suggested several times. Razran
(1971) proposed that associative learning evolved from mod-
ulations of sensitization and habituation, and Wells (1968)
developed a detailed scenario for the evolution of asso-
ciative learning from sensitization, suggesting that pseudo-
conditioning evolved into increasingly more refined associa-
tive sensitization, culminating in associative learning. Our fo-
cus, however, is on the central role of new value systems in
this evolution. Open-ended, flexible, associative learning re-
quires memorizing new associations and attributing intrinsic,
whole-organism “value” to them. Because the relations that
are formed are new, assigning values cannot be determined
by natural selection, through their long-term effects on repro-
ductive success. Instead, the individual organism must have
internal criteria for deciding whether a new association or a
new behavior is appropriate: it must be able to evaluate, during
its own lifetime, whether a response is generally beneficial or
detrimental. It must have an internal, flexible, yet robust, eval-
uative system, which can assess new stimuli and responses in

a highly context-dependent, ontogeny-sensitive manner. We
call such value systems reward systems and focus on their
evolution.

The preconditions for consciousness that we suggest, and
our focus on value systems, are similar to ideas discussed by
Edelman (1987, 2003, 2005) and Edelman and Tononi (2000).
Like them, we believe that a necessary condition for conscious-
ness to emerge was a highly distributed, connected neural net-
work that allowed rich reentrant signaling. Reentrant signaling
led to ongoing neural reverberations throughout the system as
the organism responded to internal and external stimulations,
and enabled the selective stabilization of a practically unlim-
ited number of connection patterns. We agree with Edelman
and Tononi (2000) that integration of different types of sensory
processing, associated with temporal persistence of the bound
sensory patterns, was fundamental to the evolution of feelings.
We propose that these structures and processes and their as-
sociated functions (learning through feelings) appeared very
early in animal evolution and drove the Cambrian explosion,
and were tied up with the evolution of associative learning. In
other words, we suggest that the transition from animals that
could not learn by association to those that could led to the
emergence of basic consciousness. This transition involved
changes in neural organization including cephalization, new
types of memory involving new molecular mechanisms, and
the formation of sensory states that functioned as motivational
states, that is, proper feelings.

Associative Learning and Reward Systems

Associative learning is a behavioral modification involving a
novel association between two sensory stimuli, or between
sensory stimuli and responses, that is brought about by rein-
forcement. At the neural level, it involves the modification or
formation of new connections among neural circuit elements
linking sensors and effectors. The nature of the stimuli that en-
ter into association can include “neutral” stimuli, biologically
important stimuli such as those that are typically linked to the
maintenance of basic homeostatic and reproductive functions,
the animal’s own responses, and the contexts in which particu-
lar stimuli and responses occur (Macphail and Bolhuis 2001).
The crucial thing is that during associative learning a new re-
lation is constructed, remembered, and can be recalled (Rose
1993). Inherent in the notion of associative learning is the
assumption that the reinforcement of new behavior depends
on internal evaluation—on internal value systems. Usually,
the implicit assumption is that the value system is based on
feelings of pleasure, pain, fear, and so on. However, generally
speaking, the existence (and evolution) of such reward systems
is taken for granted, and is not itself a subject of study.

Associative learning has been conclusively documented
only in organisms with a central nervous system (CNS). We
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found no evidence for it in sponges and the placozoan Tri-
choplax, and little evidence for it in cnidarians and ctenophores
(Razran 1971; Rushforth 1973; G. E. Mackie, G. Matsumoto,
personal communications, 1 November 2006). On the other
hand, evidence for associative learning has been found in ne-
matodes (Rankin 2004), platyhelminthes, crustaceans, arthro-
pods, annelids, mollusks and, of course, chordates (Corning
et al. 1973; Abramson 1994). It seems that a CNS is a neces-
sary, though possibly not a sufficient, condition for the evolu-
tion of associative learning in animals.

The simplest types of associative learning are through
associative sensitization and the modulation of habituation
known as “protection from habituation” (Grau and Joynes
2005). Protection from habituation occurs when pairing an
additional cue with the habituating one decreases habituation,
while an unpaired cue does not. In associative sensitization,
pairing two stimuli, in whatever order, sensitizes the neural
pathways involved. Although no new stimulus–response link
is created, the association between the two stimuli does have
an impact on the response. This is different from pseudo-
conditioning, another modification of sensitization, where the
application of an unpaired stimulus (itself inadequate for elic-
iting the specific response) sensitizes the reaction, and the
animal reacts to the original eliciting stimulus more readily.

It is customary to distinguish between two major types of
associative learning—classical (Pavlovian) conditioning and
instrumental or operant conditioning. Classical conditioning
is a modification of behavior in which a new “neutral” stim-
ulus is paired with a stimulus that already elicits a particular
response (either because it is innate or because it was learnt
at an earlier stage). An organism exposed repeatedly to pairs
of the “neutral” and original stimuli will eventually respond
to the “neutral” stimulus alone. For example, a dog normally
salivates (unconditioned response, UR) at the smell of food
(the unconditioned stimulus, US). But if the dog hears a bell
(new “neutral” conditioned stimulus, CS) just before smelling
the food, it will learn to associate the sound with being fed, and
salivate when it hears the bell (conditioned response, CR). A
simple and very widespread type of conditioning is inhibitory
(punishment) conditioning, where the CS, when paired with
the normally eliciting US, inhibits the UR (Razran 1971).
Many types of classical conditioning and many combinations
of different types of learnt associations have been described in
the learning literature (Abramson 1994). However, although
an animal can learn many associations, not all associations
are equal: it is recognized that the effect of different CS–US
pairings depends on the type of stimuli applied and on how
“dominant” the reaction to each is, how predictive a CS is of
the US, and the relation between the timings of the paired stim-
uli and the intervals between consecutive trainings (Rescorla
1988). In terms of attractors and reward systems, the attractor
in classical conditioning is the new relation formed between

the new stimulus and the preexisting response. The reward
systems are those neural/affective systems that stabilize this
relation on the basis of their evaluation as pleasant or aversive.

Instrumental (or operant) conditioning is a form of as-
sociative learning in which the actions of the organism are
reinforced by their consequences. For example, a rat placed in
a box with a lever accidentally presses the lever and receives
a pellet of food; if this happens a few times to a hungry rat,
the rat will press the lever more and more often. A tempo-
ral association is thus formed between the rat’s response (lever
pressing) and a special consequence of this response (food, the
reinforcement). As with classical conditioning, there are many
types of instrumental learning. They are commonly classified
according to the type of reinforcement (desirable or aversive)
and the effect of the response (prevents or enhances a de-
sirable or an aversive response). The sensory biases and the
motor constraints of the particular species, as well as the spe-
cific organization of its nervous system, are important factors
in determining the rate and complexity of learning.

With instrumental conditioning, the motor act can be fixed
and rigid, but the context in which it is performed can be com-
pletely new. For example, pecking behavior may be unlearnt
and stereotyped, but a bird can learn what to peck if the pecked
grains are tasty, and this type of learning by consequence is a
clear example of instrumental conditioning. It is also possible
for the motor behavior to be novel and nonstereotyped (e.g.,
pressing a lever or jumping through a burning hoop), that is, it
is not part of the animal’s preexisting behavioral repertoire. In
such cases, when the animal learns to reorganize and recom-
bine its motor acts in a new way, conditioning is called operant
rather than instrumental. For instrumental and operant condi-
tioning, the attractor is the new relation between the reinforcer
and the motor behavior of the animal, and the reward systems
are the neural/affective systems underlying reinforcement.

It is sometimes difficult to judge the novelty of a motor
behavior and to separate between classical and instrumen-
tal/operant conditioning in natural situations. Consider
feeding: pecking in a chick, which preexists at the time of
training, could nevertheless undergo modifications according
to the size and difficulty of handling the food item, and the
handling of different items can be learnt. In nature, motor
behaviors such as feeding and escaping are inherently flexible:
they depend on, and are tailored to, local, somewhat variable,
conditions. For example, some birds know that when there
is fire (original stimulus) insects come out of their hiding
places, so they fly to the vicinity of the burning region (which,
of course, varies on different occasions) to feast upon them
(Cody 1974). The birds learnt to associate smoke with fire, so
smoke alone (the new stimulus) elicits the flexible orienting
and motor behavior. The responses of an unrestrained
animal in natural conditions are usually plastic, depending
on interacting multiple stimuli and responses. The animal’s
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learning involves both classical and instrumental conditioning,
with different degrees of neutrality of associated inputs and
different degrees of motor plasticity, so separating the types of
conditioning in such situations is almost impossible (Brembs
2000). We believe that simple classical and instrumental
conditioning were always intertwined in evolution (although
they can be separated in laboratory conditions). Consequently,
we disagree with Razran (1971), who suggested that classical
conditioning preceded instrumental conditioning in evolution.
Razran based his proposal on the greater memorability of
instrumentally learnt behavior, on data suggesting the greater
prevalence of classical conditioning in lower invertebrates,
and on the greater novelty of instrumentally learnt reactions.
The greater memorability of instrumentally learnt responses is
not an argument in favor of later evolutionary origin, however,
and neither is the argument that instrumental behavior leads
to more novelty, since the number of perceptual stimuli
and associations seems almost unlimited. Recent data from
invertebrate taxa show that the distribution of classical
and instrumental conditioning is equally broad (Abramson
1994).

Associative learning was, of course, modulated and so-
phisticated during evolution, leading to new types of learning
and of value systems. In this article, however, we focus on the
simplest learning and reward systems, so we do not discuss
the evolution of these more complex learning mechanisms.

The importance of associative learning in ontogeny and
evolution has not escaped the notice of philosophers (Dennett
1995; Beisecker 1999; Dretske 1999), and psychologists con-
sider associative learning to be the most fundamental form of
learning. Macphail (1987) and Macphail and Bolhuis (2001)
have argued that learning in all vertebrate species, from gold-
fish to chimpanzee, can be explained by a general mechanism
of associative learning. Although we disagree with this view,
the generality and commonality of basic mechanisms of as-
sociative learning in both vertebrate and invertebrate taxa are
not in doubt, and we accept that these mechanisms form the
foundation for other species-specific modulations in learning
ability. Moreover, as we argue below, the evolution of long-
term memory for new associations led to the formation of a
value system based on feelings.

Constructing Associative Learning

We assume that associative learning evolved on the basis of
simpler mechanisms of neural learning. Although we do not
rule out the possibility that a limited number of new associ-
ations may form in animals without a highly centralized ner-
vous system, we think that the evolution of flexible and varied
experiencing and learning required the interrelated evolution
of cephalization, new memory mechanisms, and new value
systems.

Cephalization
The evolution of greater centralization of the nervous system
was probably related to the dawn of bilateral symmetry. A
change in body shape from radial to bilateral need not involve
drastic changes in neural machinery, but it inevitably leads
to an anatomical reorganization of the nervous system, with
far-reaching consequences for learning and memory. Once a
single, forward direction of locomotion was defined, the ante-
rior parts of animals became the first to meet or seek various
stimuli in the environment. This resulted in the concentration
of sensory cells in the front end of the animal—its head—and
of other neural elements along the body. Such differentiation
between sensory and motor regions allowed integration of sen-
sory inputs and coordination of motor outputs within regions
as well as coordinated interactions between regions.

Flatworms of the phylum Platyhelminthes are some of
the earliest organisms with definite external bilateral symme-
try. The planarian Dugesia, for example, has a nervous system
consisting of a CNS and a peripheral nervous system (PNS).
The CNS is made up of two ganglia in the head region (the
brain) and a pair of ventral longitudinal nerve cords extending
along the anterior–posterior axis. The brain has a rich wiring,
with two-way anatomical projections leading to and from the
sensory organs, converging input wiring from different sen-
sors, and some direct connections to and from the nerve cords
(Sarnat and Netsky 1985; Okamoto et al. 2005). Through their
organization, various external signals can be integrated in the
brain, and the outputs can be transmitted to the whole body.
The PNS consists of sensory neurons located along the en-
tire body and lateral nerves arranged in rings and plexuses
perpendicular to the longitudinal nerve cords. This organiza-
tion allows efficient motor control of parts of the body lying
in close proximity and integration of the sensory input from
these parts.

The type of rudimentary division of labor seen in the bi-
lateral nervous system of flatworms paved the way for further
specialization in the segmented worms. In segmented inver-
tebrates, such as the annelids, in addition to the composite
head ganglia, each body segment is equipped with a distinct
ganglion. A segmental ganglion serves the reflex functions of
the segment it occupies, as well as one or more adjacent body
segments. Nerve fiber trunks—connectives—join the ganglia
of successive body segments. Such an arrangement is a major
evolutionary advance, because it enables extensive intercon-
nections among neurons, with an economy of fiber branching.

In principle, centralization, which is a necessary condi-
tion for sensory integration and fine motor control, could be
achieved by connecting neurons in a variety of ways. How-
ever, grouping individual neurons in ganglia, the fusion of
head ganglia into a brain, and the formation of some long
connections between nerve clusters minimize the combination
of total wire length and the number of processing steps along
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pathways. Neural networks arranged in this manner thus seem
to optimize both wiring and processing efficiency (Kaiser and
Hilgetag 2006). An innovation involving the growth of new
connections between neurons is also very important: it allows
shortcuts among active neurons, which enable better integra-
tion and more efficient signal transduction.

The Evolution of Memory
We suggest that generalized long-term memory evolved in two
main stages. The first, which we discussed in the companion
paper, was the evolution of mechanisms of short- and long-
term habituation and sensitization—the temporal, quantitative
modulation of existing reflex paths. This stage also involved
the transient selective stabilization of newly used neural path-
ways. The second stage involved the evolution of long-term
stabilization of new associations: memory traces persisted even
in the absence of the activating stimulus. We suggest that the
molecular memory mechanisms underlying long-term sensiti-
zation and habituation were recruited and further elaborated
as associative learning evolved.

An example of simple associative learning in which long-
term sensitization mechanisms are recruited and modulated
is conditioning of the siphon withdrawal reflex in Aplysia
(Antonov et al. 2001). Lightly tapping the siphon has a small
effect on siphon withdrawal, whereas a shock to the tail leads
to an enhanced withdrawal response. After repeatedly pairing
siphon tapping with a tail shock, mechanical tapping on its
own becomes more effective in eliciting siphon withdrawal.
Two cellular mechanisms contribute to this conditioning. The
first is activity-dependent facilitation: the tail shock activates
sensory neurons in the tail, and these synapse onto interneu-
rons that produce presynaptic facilitation of siphon sensory
neurons (which synapse on the motor neurons) as well as
interneurons that excite the motor neurons. Compared to un-
paired training, paired training results in a greater increase of
evoked firing from the motor neurons and greater facilitation
of the monosynaptic postsynaptic potentials. This is correlated
with the enhanced siphon withdrawal. The second cellular
process contributing to conditioning is long-term potentiation
(LTP) (Murphy and Glanzman 1997, 1999; Antonov et al.
2003), which is mediated by N-methyl-d-aspartate (NMDA)
receptors—a subclass of glutamate receptors. The LTP mech-
anism acts as the detector of the temporal association between
the paired stimuli. Thus, activity-dependent facilitation and
LTP both contribute to conditioning, and the two processes
may not be independent. The overall picture is that condi-
tioning in Aplysia involves both presynaptic and postsynaptic
associative mechanisms, acting together.

The evolution of the long-term memory underlying as-
sociative learning probably involved other new mechanisms,
like the back-propagating action potentials found in mam-
malian hippocampal neurons (Markram et al. 1997; Paulsen

and Sejnowski 2000). It also relied on the growth and retraction
of synaptic connections and other structural synaptic changes
(e.g., Kim et al. 2003).

The simplest general neural model for Pavlovian associa-
tive learning assumes that sensory pathways for two indepen-
dent stimuli (CS and US) converge anatomically (Martin et al.
2000). Synaptic strength is increased by coincident stimulation
by the CS and US affecting the locus of convergence. Mech-
anisms such as LTP bring about changes in synaptic efficacy
between the CS sensory pathway and connected (follower)
neurons, ultimately ending in motor output. Thus, subsequent
behavioral responses to the CS alone are strengthened. Other,
more global memory mechanisms have also evolved. Several
models suggest that memory processing is a system-level phe-
nomenon in which patterns of firing by neuronal ensembles
play a major role (Dubnau et al. 2003). Reentrant signaling,
that is, the back and forth transmission of signals along recip-
rocal connections between groups of neurons (Edelman 1987),
may enable finer and more reliable relations between specific
stimuli and responses, and also make the signaling between
nerve groups more persistent (Edelman and Tononi 2000).

In addition, the evolution of more diverse systems of neu-
rotransmitters and neuromodulators must have been crucial
to the ability to integrate and coordinate increasingly more
sophisticated pathways between stimuli and responses. It is
known that different categories of responses employ shared
chemicals; for example, the ratio of serotonin to octopamine
controls whether the behavior of lobsters is submissive or ag-
gressive (Kravitz 1990), and serotonin is involved in the neuro-
modulation of various chemosensory circuits in Caenorhab-
ditis elegans, including those associated with food aversion
(Chao et al. 2004). Thus, even in invertebrates, the combi-
nation of diverse neurotransmitters and neuromodulators has
further elaborated memory mechanisms and given enormous
scope for associative learning.

The Evolution of Feelings: From Value Systems
to Reward Systems
The evolution of feelings was closely allied with that of mem-
ory, and we suggest that it, too, went through two main stages.
The foundation of feelings is the integrated, incessant activity
present in the interconnected nervous system—the very fuzzy,
constantly changing, overall sensation. As discussed in the
companion paper, the first stage in the evolution of feelings
was associated with the distinct, integrated sensory signatures
conferred on the overall sensation when particular reflex
paths became activated and could be modulated, and with the
transient selective stabilization of neural sensory-motor path-
ways. Although still associated with innate reflex paths, many
newly used, transient, distinct connections could contribute
to overall sensation. However, these overall sensory states
did not play any role in learning. They simply accompanied
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transient selective stabilization of new neural pathways. They
did not serve as criteria or motivational states for motor
activities. We suggest that animals with this type of sensory
state have “limited experiencing” and that the mechanisms
underlying limited experiencing were the raw material from
which open-ended learning and feelings evolved.

The second stage, the focus of this section, was a facet
of the evolution of memory for newly formed associations,
which left memory traces that lasted after the stimulus was
no longer present. Such memory made associative learning
possible and probably depended on cephalization. Since with
associative learning the animal always and inevitably learns
something new, the value systems that enable reinforcement
and make learning possible have to accommodate novelty—
they must be plastic, adjusted to the specific ontogeny of the
individual animal. Distinct overall sensations, the by-products
of neural activities, became not only more numerous, but they
also began to play a causal role in the learning process. So how
did a state of the system—accompanying feelings, become a
state for the system—motivating feelings?

In outline, we suggest that the overall sensation that is
elicited when an animal first encounters a new situation is
still merely a state of the system, a by-product accompany-
ing an unlearnt response. However, when the animal learns a
new relation, its neural effects are integrated within the original
overall sensation, and this sensation—the feeling—can then be
triggered by the newly learnt cue, and guide the correspond-
ing behavior upon subsequent encounters. We will therefore
argue that the function of feeling is to alert and “inform” the
animal about its present general state and to trigger adaptive
behavior.

Even in a relatively simple animal (e.g., an annelid worm),
many different neural trajectories are involved in producing,
for example, a food-seeking response. Because the neurons
are highly interconnected and closely packed and because the
animal can memorize associations, following behavioral and
neural exploration, new trajectories become inevitably linked
to the reflex network. Every encounter with a stimulus that
elicits food seeking activates parts of this network, and neural
connections that are repeatedly activated by encounters of the
same type are strengthened, stabilized, and made persistent.
This is the basis of both the ability to learn by association and
the extension of the present.

The long-term stabilization of neural connections that are
repeatedly activated when a particular response is elicited oc-
curs in a ceaselessly active nervous system, against the back-
ground of overall sensation. It confers on the nervous system a
particular distinct and persistent signature, a sensory state that
is the consequence of the animal’s learning history. We call
any activated, distinct, history-dependent, persistent overall
sensory state a CSS. At the organism level, the CSS is a global
sensory neurophysiological state—a feeling, an experiencing.

Every CSS is built around a basic reflex trajectory. How-
ever, this fixed trajectory can be thought of as a neurophysio-
logical scaffold, which may become redundant after its initial
activation, so that a particular CSS in the adult may have lit-
tle similarity to the original, fixed-reflex scaffold. In the same
individual at different stages of its life, as well as in different
individuals, the CSS leading to food-seeking behavior, for ex-
ample, may be different in detail, because the learning history
and memory of the encounters with the food-seeking stim-
uli are different. The patterns of connections of the neurons
that are activated during a given type of response have family
resemblances, but are not identical. They share many connec-
tions, but no single connection is obligatory. The effects of
any new stimulus or response can become part of a particular
CSS; they can belong to the CSS that elicits food seeking, or
withdrawal, or partner seeking. Thus, although CSSs are con-
strained to a certain domain of the animal’s actions, they have
great flexibility within this domain, and yet are robust. Hence,
each CSS is both typical (constrained, belonging to a type) and
idiosyncratic because of the uniqueness of each individual’s
ontogeny. Moreover, once CSSs are formed, the neural effects
of a single incoming stimulus are produced in the context of
other, preexisting, and previously formed neural trajectories.
The effect of any additional incoming stimulus is dependent
on this integration. The integrated internal state, rather than the
effect of a single stimulus, becomes the cause of the behavior.

During associative learning, new paths of exploration lead
to an “attractor,” the dynamic end state at which the animal’s
physiology “settles.” For example, a sensory state associated
with a need for food initiates and then constrains and guides
the exploration process toward the stabilized attractor state, sa-
tiation. A new learnt cue associated with the food that is found
will have effects on the CSS and trigger its future activation.
In other words, the animal learns that the cue is specifically
predictive (in this case that it predicts food), so when encoun-
tered again, the CSS will guide the food-related behavior of
the animal.

CSSs are therefore flexible value systems: they are the
neural dynamic structures that are necessary for the animal to
modify its behavior according to the salience of a new cue.
They guide the selective stabilization processes that occur in
the nervous system and underlie the behavioral modifications
taking place during and following learning. Since they are
defined as patterns of overall sensation, their reinforcement-
enabling effects are based on their global, yet specific and
integrated sensory pattern, which is what we refer to as feeling.
They are reward systems, because they are value systems based
on feelings.

Every activated CSS has a value, which we refer to as
either “positive” or “negative.” A CSS that the organism main-
tains or enhances is “positive”; one that it alters or reverses is
“negative.” As we pointed out earlier, the selective stabilization
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processes that lead to either the persistence or the modifica-
tion of neural activity states (the precursors of CSSs) operate
around preexisting, evolved, reflex trajectories. With CSSs, the
general basis for a given “value” is founded on these precursor
dynamic states, and is therefore established by past evolution.
However, the effects of selective stabilization processes are
memorized, and CSSs are therefore flexibly modified by onto-
genetic experience. The adaptive state toward which the system
tends is the attractor, and we can assign to the CSS that leads
to it a positive or a negative value, which has a corresponding
sensory signature. CSS maintenance is termed “positive” be-
cause activities that lead to its maintenance have usually been
beneficial (over evolutionary history in general and over the
animal’s ontogeny in particular). For example, upon detecting
food, an organism may act in ways that maintain its existing
sensory state, leading it to approach the food and consume it,
so the CSS is “positive.” In the cases we term negative, only
if activities modify the CSS is fitness enhanced, so the persis-
tence of the CSS is usually detrimental. For example, when the
animal has a CSS correlated with conditions leading to tissue
damage (a fitness-reducing condition), it will act to alter the
activity associated with this CSS, so the CSS is negative, and
the organism acts in order to reach a different (positive) attrac-
tor CSS state. CSSs, therefore, not only evoke behavior but
also guide behavior, by being positively or negatively loaded.

We stress that it is the internal dynamic sensory state—the
CSS—that has a “value,” not the stimulus nor the actions of the
organism. Once CSSs evolved, they became the major orga-
nizing causes of the animal’s actions. The effect of an external
stimulus became merely a component of the system, contin-
gently related to the direct organizing cause—the CSS. The
same sensory or motor stimulus can activate different CSSs,
either positive or negative, and hence elicit different behaviors.
Moreover, internal stimulations of the network components of
the CSS can activate it, so a response can be evoked without
requiring an external stimulus. Although the overall activity
in the whole nervous system contributes to every CSS, which
sensory stimulation causes which change in behavior depends
on the particular CSS in which it is incorporated.

The emergence of CSSs meant that an internal, flexible
value system had evolved. A CSS categorizes as “reward”
any action that relieves a “negative” or reinforces a “positive”
sensory state. Change from a “negative” (“food-requiring”)
state and reinforcement of a new “positive” state (“food-
consuming”) will occur during trial-and-error behavior, with
the “attractor”—the state to which the system “strives”—being
a fitness-enhancing end state (“satiation”). Many different
combinations of new stimuli can therefore be categorized as
either “rewards” or “punishments,” depending on whether they
contribute to positive or negative CSSs respectively. Each CSS
can thus function as a special type of motivational state. We
suggest, then, a definition of basic feeling: basic feeling is

an evaluative, categorizing sensory state (CSS) that (usually)
leads to adaptive behavior. We suggest that CSSs with their
assigned values form basic consciousness.

We can now account for the way in which the global sen-
sory state of a system became a state for the system during
evolution. The function of CSSs is to evaluate inputs and gen-
erate outputs: the effects of an input (an external stimulus or the
animal’s own actions) (1) are incorporated into a preexisting
CSS on the basis of the previous learning history of the animal
and (2) generate actions by guiding selective stabilization pro-
cesses, which maintain/reinforce or modify/reverse this CSS
until an adaptive state is reached. A learnt external or internal
input into the sensory region in the brain is first integrated
within this region, and then evokes the activation of the appro-
priate neurons in motor regions. The individual-specific, learnt
inputs that are received evoke a persistent, integrated global
sensory state (a feeling—“fear,” “hunger”) that leads to a par-
ticular category of exploratory action (run away, seek food).
These actions drive the animal until another integrated global
and persistent sensory state, a feeling recognized as “good”
and associated with an adaptive end state is reached. In James’s
([1890] 1950, vol. I: 140) words, consciousness (and experi-
encing) brings “more or less constant pressure to bear in favor
of those of its [the animal’s] performances which make for the
most permanent interest of the brain’s owner.” Consciousness
is a “ fighter for ends, of which many, but for its presence,
would not be ends at all” (p. 141). “Fighting for ends” occurs
through associative learning: “blind” reflex-like actions cease
to be “blind” following their first activations, because the neu-
ral effects of newly learnt salient cues become related to fixed
neural circuits (see James [1950, vol. II: 390]). In our terms,
CSSs are constructed, and they begin to guide the animal’s
actions. For example, an animal that upon an encounter with
a new cue had the inborn feeling of fear that accompanies the
escape reflex, in later encounters will have the newly learnt cue
evoke a very similar feeling of fear, which both precedes and
guides its escape. Moreover, the CSSs themselves, the feelings
themselves, just like the cues that elicited them and the motor
actions that they elicit, are modulated through learning, and
can act as ever more sophisticated elicitors of action.

Associative learning and CSSs evolved hand in hand, ap-
pearing in early Bilateria: the ability to memorize new asso-
ciations and the formation of overall, yet distinct, integrated
sensory states that function as reward systems, are interrelated.
Although the memory of an animal at any particular stage of
life may be very limited, once associative learning and CSSs
had evolved, the number of potential, newly learnt associations
was greatly expanded, because many new links between the
effects of stimuli and responses could belong to the same CSS.

The evolutionary scheme we propose is illustrated in
Figure 1. We start with a hypothetical ancestral metazoan
that had localized neural connections, but no integrating nerve
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Figure 1.
Stages in the evolution of associative learning. a: Hypothetical ancestor with only local reflexes (heavy continuous lines) that can be modified through habituation
and sensitization. The circles denote sensors; the squares denote effectors. b: The first nerve net; the integrated net has several reflex (heavy lines) and many labile
nonreflex neural connections (light lines): Some connections are transiently reinforced (broken lines). c: A more integrated nerve net, with some centralization
and new, transiently reinforced connections; new associations are not yet remembered. d: Cephalization and new memory mechanisms enable the formation of
CSSs; some new connections are persistently stabilized (skewed lines). e: Selection of genes that facilitate particular learnt responses lead to connections that
are stabilized without learning (new heavy lines replacing some of the skewed lines in d).

net; it could learn through local habituation and sensitization
(Figure 1a). Such an animal, if it ever existed, was probably
evolutionarily short-lived. It was soon replaced by an animal
with an interconnected nervous system, a nerve net, formed
by connections between nerve cells (Figure 1b). Interconnec-
tivity enabled selection for flexible responses built around the
reflex circuits. A by-product of the nerve net was the first
overall, white noise sensation. Natural selection for flexibility
in this metazoan led to a more integrated system, where parts
communicated via a more centralized interconnected nerve net

and new connections were transiently reinforced (Figure 1c).
These new connections were associated with preexisting reflex
trajectories and led to limited experiencing—to a limited parti-
tioning of “sensory space.” There was, as yet, no long-term sta-
bilization of new associations. The evolution of new anatomi-
cal features and mechanisms, such as increased cephalization
and differentiation into sensory and motor brain regions, LTP,
more neuromodulators, and reentrant signaling, led to memory
for new associations (Figure 1d). Such memory involved sen-
sory categorization of types of stimuli–response relations that
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resulted from multiple-event encounters, and to the formation
of CSSs that acted as motivators for action, guiding the animal
to an attractor end state. When ontogenetically constructed,
CSSs proved consistently adaptive, and when it was beneficial
to learn more and more quickly, some neural connections that
contributed to the CSS were genetically assimilated (see next
section), and developed prior to actual experience (Figure 1e).
As we argue in the next section, this was important for further
evolution, as animals became adapted, both morphologically
and cognitively, to new niches.

The simple affective systems that we described were or-
ganized around the reflex systems that enabled the animal to
respond adaptively to changes in the world. These affective
states were probably similar to the primordial emotions de-
scribed by Denton (2006): a state akin to “hunger” related to
food seeking, a state related to the pursuit of a sexual partner
(“sexual urge”), withdrawal or freezing upon injury (“fear,”
“panic”), and a few additional affective states related to exis-
tential needs (e.g., “thirst” and “suffocation” in land animals).
In early Bilaterians, the variations in the neural networks of
each CSS were limited, and each CSS had either a positive
or a negative value, the basic “currencies” of reinforcement.
It was only at later evolutionary stages that these affective
systems were honed into more organized and complex affec-
tive categories. Only then did specialized pleasure and pain
neural systems (Cabanac 1992) and more specialized neural
structures directing what are called primary emotions evolve
(Panksepp 1998, 2004).

Did Associative Learning Drive the Cambrian
Explosion?

The transition to organisms with basic consciousness depended
on the evolution of the neuron and the nerve net. No phylum
older than the Ctenophora has a cell type that can be interpreted
as a precursor of the neuron, although many of the molecu-
lar components of neurons, such as ion channels and receptor
molecules, are found in protists, and the mechanisms of signal
transduction in protozoans and metazoans are similar. Neurons
and neural communication systems probably emerged quite
suddenly. Stanley (1992) suggested that one of the intrinsic
biological barriers that delayed the onset of the adaptive radia-
tion of the metazoans may have been the difficulty of evolving
the neuron. Before its evolution, the use of specialized con-
tractile cells for feeding and locomotion was very limited, as
is evident from the Porifera (sponges). But the advent of the
neuron, with its ability to rapidly propagate electrical signals
and its endless connectivity, opened up new possibilities. A
dramatic realization of these possibilities occurred in what is
known as the Cambrian explosion, a geologically very short
period, 530 to 515 million years ago, when many metazoan
phyla first appeared in the fossil record (Valentine 2002).

Although paleontologists all agree that very rapid mor-
phological diversification occurred during this epoch, there are
many controversies concerning the causes of this explosive ra-
diation, and the relation between morphological and molecular
evolution (see Wang et al. [1999] and Blair and Hedges [2005]
for arguments for a pre-Cambrian origin of animal phyla, and
Rokas et al. [2005] for the view that the rates of morpho-
logical and molecular evolution are compatible). Among the
suggested external, environmental causes for the morpholog-
ical and taxonomic radiation are changes in atmospheric free
oxygen concentration, changes in the chemical constitution of
the oceans, and drastic climatic changes. However, even if it
is accepted that one or several external environmental changes
were the trigger for the explosion, the nature of the internal
biological changes that led to the patterns of diversification
observed still has to be resolved. Some of the suggested in-
ternal causes are the reorganization of key regulatory genes
in developmental networks, which led to new body plans; an
ecological arms race driven by macroscopic predation (Con-
way Morris 2000); and the evolution of a new modality—sight
(Parker 2003).

We suggest that the Cambrian explosion may have been
fueled primarily by the emergence of associative learning and
that it marks the ascendancy of learning and consciousness
as driving forces in animal evolution. Hameroff (1998) has
also suggested that the emergence of consciousness may have
caused the Cambrian explosion, but he attributed it to emergent
processes at the quantum level, which involved microtubule
cytoskeletal structures. We propose that associative learning
drove the evolution of new sensory modalities, of macroscopic
predation, of new and more efficient feeding methods, and of
new relations between ancient regulatory genes. The fossilized
traces of Cambrian animals suggest that they were invading
new niches and developing new behaviors such as active hunt-
ing, burrowing deeply into sediment, and making complex
branching burrows (Conway Morris 2000, 2003).

The idea that learnt behaviors can drive physiological and
morphological evolution is not new; it has been suggested re-
peatedly since the late 19th century. Hardy (1965, chs. 6 and 7)
provided an excellent summary of these early ideas, and argued
that what is known as the “Baldwin effect” had a major role in
animal evolution. The Baldwin effect is the idea that evolution-
ary change is initiated by behaviorally learnt (or physiologi-
cally induced) ontogenetic adjustments to new environments,
which foster and pave the way for hereditary changes that
simulate the ontogenetic changes. Baldwin’s basic idea was
later elaborated and empirically validated by Waddington, who
showed how the reassortment and selection of combinations of
existing genes can construct new genetic networks that produce
inborn responses similar to those that were environmentally
induced, a process he called “genetic assimilation” (Wadding-
ton 1957). A more inclusive term, “genetic accommodation,”
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has been suggested by West-Eberhard (2003), who argues that
any heritable variation in morphology, physiology, or behavior
that contributes to the effectiveness of an adaptive ontogenetic
response (making it more reliable, rapid, and precise, and/or
ameliorating detrimental side-effects) will, through natural se-
lection, be “accommodated” by the genetic system. Bateson
(2005, 2006) suggested that adaptive plasticity in general, and
learning in particular, guides genetic evolution, and called this
guidance “the adaptability driver.”

Hardy believed that the dramatic adaptive radiations of
reptiles, and later of mammals and birds, were driven by their
enhanced learning ability. He argued that new learning strate-
gies, which involved greater inquisitiveness and exploration,
and in birds and mammals also social learning, led to the in-
vasion of new niches and thus to new selection regimes, a
process that was later called “behavioral drive” (Wyles et al.
1983). The selective regimes driven by new habits led both
to neural adaptations and to morphological and physiological
changes that enhanced the adaptedness of the learnt behav-
iors (Hardy 1965; Wyles et al. 1983). West-Eberhard (2003,
ch. 28), too, suggests that developmental plasticity, including
learning, had an important role in adaptive radiations.

Our suggestion that associative learning drove the Cam-
brian explosion is based on the same reasoning. Organisms that
could learn flexibly by association had an enormous selective
advantage. They could associate many new stimuli with old
ones and many new acts with outcomes. They therefore had
an increased capacity to discriminate and could anticipate the
effects of environmental change and their own actions. Their
ability to adapt ontogenetically to a variety of environments
and to use new resources increased dramatically. These onto-
genetic adaptations determined where animals looked for food
and protection, how they sought mates and handled food, how
they reacted to predation, and so on. They were fundamental
to the construction of the niches that animals and their off-
spring inhabited (Avital and Jablonka 2000; Odling-Smee et
al. 2003). For example, an animal that learnt that food sources
are available in a particular area tended to stay and repro-
duce there; an animal that learnt that a hole in a rock affords
protection against predators tended to hide in holes, and was
likely to reproduce in or near them. Such behaviors introduce
the offspring to the same learning environment and learning
opportunities, and may lead to the genetic accommodation
of any physiological, neurological, or morphological feature
that enables more effective adaptation to this learning environ-
ment (including more sophisticated or more efficient learning
ability). The explosion of new behaviors was therefore accom-
panied by an explosion of new congruent morphologies, which
were probably based on regulatory modifications of genes in
the existing developmental networks.

Learning may also have driven the directional evolution
of particular sensors. For example, if the proximity to a food

source was frequently associated with a change in light inten-
sity, the association could have driven the evolution of greater
ability to discriminate visually. Rapid, directional evolution of
vision and other modalities, such as touch, taste, and smell, is
expected once associative learning has evolved. The evolution
of the eye, which Parker (2003) suggested drove the Cambrian
explosion, was, we believe, just one of the several important
consequences of the evolution of associative learning (which
is underlain by a highly interconnected nervous system, de-
veloping according to action-dependent processes), each with
strong evolutionary domino effects.

In addition to directing the morphological and behavioral
evolution of the lineage in which it evolved, learning had ef-
fects on other species’ evolution, because learning in one ani-
mal can exert strong selection pressure on the organisms with
which it interacts. For example, as the learning ability of a
predator species improves, there is strong selection for mor-
phological and physiological adaptations (such as protective
hard parts and escape reactions) in its prey species, and also
for the prey’s ability to learn. Consequently, not only did as-
sociative learning lead to the radiation of the group in which it
emerged, it also probably led to learning-guided morphologi-
cal coevolution and a learning arms race in interacting species.

Discussion

We sketched the transition from an animal with limited ex-
periencing and nonmotivational feelings to one with basic
consciousness and motivations. We suggested that associa-
tive learning required the evolution of memory mechanisms
that allow the long-term persistence of newly learnt and in-
tegrated cause–effect relations. In the framework of an inter-
connected, nervous system with overall sensation, the evo-
lution of these memory mechanisms led to the formation of
systemic CSSs, that is, motivating feelings. The function of
CSSs is to act as internal guides and selectors of new rela-
tions and new behaviors. Their evolutionary emergence gave
rise to the first motivations and the most basic types of indi-
vidual experiences. Since these experiences are integrated, in-
ternally reverberating, whole-organism physiological effects,
their accessibility to others is by definition (and nonmysteri-
ously) limited. We see basic consciousness as the processes
enabling the learning of new relations through the mediation
of feelings. Intelligence could take off only in conjunction with
feeling.

Surprisingly, few modern attempts have been made to
describe the evolutionary origins of basic consciousness.
Humphrey (1992, 2000, 2006) suggested that consciousness
is founded on sensations (equivalent to what we call feelings)
through which the animal knows what happens to it. He pro-
posed that sensory activities developed gradually from local
stimulation and responses, through local sensory stimulations
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transmitted by nerves that feed back to the site of stimulation;
finally, the sensory stimulation feeds back on itself in the sen-
sory part of the brain, generating consciousness. Humphrey
regards sensation as different in nature and processing from
perception, through which the animal is informed about what
happens in the external world. The prominence of sensation
(rather than perception) is also central to Denton’s view, which
stresses the primary importance of internal sensors that moni-
tor basic homeostatic functions (Denton 2006).

Our position differs from both Humphrey’s and Denton’s.
First, we disagree with the categorical distinction between sen-
sation and perception: an animal learns what happens in the
external world by knowing (feeling) what happens to it. Al-
though perceptions do not depend on associative learning and
motivational feelings in extant perceiving animals, they are
evolutionarily dependent on them. Second, unlike Humphrey
and Denton, we link the evolution of consciousness to the
evolution of learning and the dawn of the great metazoan
radiation. Our view is that CSSs underlie the ability of or-
ganisms to feel and experience, and that they evolved in the
context of selection for the memory involved in associative
learning.

We argued that all the above processes are phylogenet-
ically far more ancient than commonly assumed, and have
come together through selection for associative learning. They
do not require the vertebrate neural organization and brain ar-
eas that Edelman (1987, 2003, 2005), Crick (1994), Panksepp
(1998), Damasio (1999), Koch (2004), Merker (2007), and oth-
ers identified as generally necessary. We suggested that CSSs
made their appearance in the first Bilateria that were able to
learn by association, although precursors were present in an-
cient, cnidaria-like animals. However, the number of CSSs was
initially very small, and there were strong constraints on the
number of possible variants within a given CSS, reflecting the
learning and memory limitations of the animals. As we see it,
basic consciousness is not restricted to vertebrates, although
we believe that vertebrates (and possibly other groups such as
the cephalopods) did evolve qualitatively new aspects of con-
sciousness, such as pain and pleasure, thoughts and beliefs,
which are evolutionary derivatives of basic CSSs and reflect
complex, evolved relations among them.

Our account raises the question of the “conscious status”
of animals with a small number of neurons: Can animals with
very few neurons—like Caenorhabditis elegans—that do learn
by association be said to have motivating feelings and basic
consciousness? We are here in the gray area where answers
to such questions strongly depend on the extent of integration
and the response richness one deems necessary. This dilemma
is similar to that of researchers of the origin of life who study
limited heredity systems. Can a short RNA molecule that repli-
cates in a defined chemical milieu in laboratory conditions be
said to be alive? We think that this question, like the question

about the status of consciousness in nematodes, is not very
constructive and is not likely to advance research. When fun-
damental evolutionary transitions occur, there are likely to be
gray areas between sharply defined biological organizations,
and these gray areas evade clear definition. Our own posi-
tion is that if an animal has integrated overall sensations, and
these direct and guide its actions so that it has the potential to
learn flexibly by association, it can be said to be conscious
even when this (very basic) consciousness is very limited
indeed.

Although feelings and associative learning are evolu-
tionarily linked, in highly specialized nervous systems the
ties between learning and feelings can be decoupled, leading
to both normal and pathological conditions (Merker 2007).
When learning occurs during dreaming, feeling is present,
but inhibition of motor acts probably leads to the inhibition
of some affective circuits. Learning under anesthesia (Garcia
et al. 1974) involves the inhibition of probably all affective
neural circuits, and with subliminal learning—learning rela-
tions between events without the subject being aware of the
association presented to her (Wong et al. 2004)—some affec-
tive circuits are inhibited and attention is directed toward more
salient events. Although instrumental learning involving a leg
withdrawal reflex can occur in spinal rats (rats whose spinal
cord has been severed), this learning is very limited (Grau
and Joynes 2005); operant conditioning is impossible in spinal
animals.

Learning by association without feeling reflects the abil-
ity of already specialized parts of a complex nervous sys-
tem to become decoupled in certain natural and pathologi-
cal/experimental conditions. Learning evolved in intact an-
imals that needed to know about relations between salient
events and to do something about them. Feeling-independent
learning points to already specialized and evolutionarily de-
rived features of a nervous system. Zombies are possible only
as pathologies of previously conscious animals.

We are well aware that our account of the evolution of
basic consciousness is very sketchy. We have only hinted at
the role of systemic hormonal communication explored by
LeDoux (1996) and have overlooked many other ingredients
of the processes involved. However, we think that whatever
the specific shortcomings of our scenario, the evolutionary
framework and the emphasis we have suggested are useful and
lead to some specific predictions and implications, which can
be studied through experimental and comparative methods:

1. The reentry mechanisms suggested by Edelman will be
found in the simplest Bilateria that are capable of learning by
association.
2. The evolution of the eyes in cubozoans could have been
driven by intense competition with already associatively learn-
ing Bilaterians, and if so the evolution of the eyes in cubozoans
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is predicted to be post-Cambrian. Similarly, the evolution
of new elaborate sensory and defense mechanisms in other
cnidarian taxa lacking a CNS and flexible associative learning
will be found to be associated with the Cambrian explosion and
the appearance of Cambrian, associatively learning animals.
3. Comparative studies of the proteins and organization of the
signal transduction pathways that underlie classical and instru-
mental conditioning in different groups will indicate whether
they originated through diversification from one common an-
cestor or, as we think likely, through parallel evolution in
different taxa.
4. We expect secondary radialization of body form, with its
consequent reversion into a decentralized, radially organized
nervous system, to be correlated with a significant reduction
in the ability to learn by association (e.g., in the adult, but not
the bilateral larval stage of sea urchins).
5. We expect that the neural mechanisms that underlie neural
maturation and habit-driven behaviors on the one hand, and
exploratory learning on the other, will differ. The absence
of a behavioral exploratory phase in maturational triggering
and habit-driven behavior and its obligatory presence during
exploratory learning suggest that the latter requires additional
neural mechanisms.
6. Since we argued that whatever its local function, the ani-
mal’s “value” system, unlike the robot’s, is based on feelings,
associative learning cannot be a sufficient condition for con-
sciousness (although it is a necessary and sufficient condition
for basic consciousness in animals). Nevertheless, it should
be possible to build feeling robots if (1) they are embodied
and have a highly interconnected peripheral system linked to
very rich arrays of external and internal sensors and effec-
tors, and to a central system; (2) in addition to various al-
gorithms, including conditional fixed-pattern and open-ended
algorithms, the robot has a few but fundamental preinstalled
value systems (such as “avoid mechanical and electrical dam-
age” or “reconnect to a source of electricity every X hours”);
(3) there is associative memory coupled with specific reen-
trant connections between elements of the system at differ-
ent levels of hierarchical organization; and (4) there are parts
of the system that allow highly efficient information inte-
gration at levels and on time scales which are equivalent to
nervous, hormonal, and immune system integration and time
scales.

First-person experiences need to be included in the sci-
entific discussions of animal psychology. We should therefore
add one more “cause” to the four that Tinbergen (1963) listed as
necessary for biological explanations. In addition to his phy-
logenetic, functional, developmental, and immediate causes,
which apply to all (neural and nonneural) living organisms,
in metazoans with a CNS there is a fifth cause—intrinsic mo-
tivating experiencing—that is special to them and sets them
apart.
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