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Abstract. The semantic view of theories is normally considered to be an ac-

count of theories congenial to Scientific Realism. Recently, it has been argued 

that Ontic Structural Realism could be fruitfully applied, in combination with 

the semantic view, to some of the philosophical issues peculiarly related to bi-

ology. Given the central role that models have in the semantic view, and the 

relevance that mathematics has in the definition of the concept of model, the fo-

cus will be on population genetics, which is one of the most mathematized areas 

in biology. We will analyse some of the difficulties which arise when trying to 

use Ontic Structural Realism to account for evolutionary biology. 
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1 Introduction 

Recently, Steven French [1] has claimed that Ontic Structural Realism (OSR), a posi-

tion normally held by philosophers interested in metaphysically accounting for physi-

cal theories, may be, in combination with the semantic view of theories, fruitfully 

adopted also to account for biological theories, especially population genetics. The 

present work is aimed at assessing whether this proposal hits the mark or not.  

This paper will firstly briefly present the context in which OSR has been devel-

oped, and what is the main problem that this position has to face (sec. 2); then, it will 

briefly present the semantic view and three of the main problems that this position has 

to face (sec. 3); then, the paper will take into account two different possible responses 

to the main problem of structuralism, i.e. Psillos’ and French’s responses, and it will 

try to underline the difficulties of each position (sec. 4). Finally, the paper will focus 

on one of the examples given by French to illustrate his proposal of adopting structur-

alism in biology, i.e. Price’s Equation, and it will try to spell out the difficulties of 

supporting French’s claims on the metaphysical significance of Price’s Equation for 

population genetics (sec. 5). 
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2 Scientific Structural Realism 

2.1 Scientific Realism 

Scientific Realism (SR) can be briefly described as the claim that our best scientific 

theories are true. As Saatsi and Vickers state: “scientific realists seek to establish a 

link between theoretical truth and predictive success” [2, p. 29]. SR is based on a two 

step strategy [3]: 1) infer from the empirical success the truth of the scientific theo-

ries; 2) infer from the truth of the successful scientific theories the existence of those 

entities which appear in such theories. So, the claim that theories are able to refer to 

such existing entities is justified from their empirical success, while this very same 

ability explains their predictive empirical success. 

2.2 Truth 

The concept of truth is central for SR. For example, Giere states that: “virtually every 

characterization of scientific realism I have ever seen has been framed in terms of 

truth” [4, p. 154]. The most shared view of truth among the realists is that of truth as 

correspondence. For example, Sankey states that: “correspondence theories which 

treat truth as a relation between language and reality are the only theories of truth 

compatible with realism” [5, p. 17]. 

Given that the crucial element in order to claim for the truth of a theory is the con-

firmation of such theory, and that confirmation doesn’t allow to discriminate between 

the different parts of the theory which has been confirmed, and that theories usually 

contain theoretical terms, i.e. terms which refer to some unobservables, realists be-

lieve in the existence of the theoretical terms postulated by the confirmed theory. 

2.3 The No Miracle Argument 

The main argument to support SR is the No Miracle Argument (NMA). Putnam for-

mulated the NMA as follows: “The positive argument for realism is that it is the only 

philosophy that does not make the success of science a miracle” [6, p. 73]. The central 

idea of the NMA is that the truth of a scientific theory is the best, or the only scientifi-

cally acceptable, explanation of its empirical success. The problem is that, given the 

traditionally accepted realist view of truth, claiming that the success of a theory is due 

to its being true would imply that such theory should not be radically modified over 

time or ever considered false. 

2.4 The Pessimistic Meta-Induction 

But the history of science seems not to allow us to support such a claim. The Pessi-

mistic Meta-Induction (PMI), firstly developed by Laudan [7], can be briefly summa-

rized as follows: 
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(1) The historical record reveals that past theories which were successful turned out to 

have been false. 

(2) So, our present scientific theories, although successful, will probably turn out to 

be false. 

(3) Therefore, we should not believe our best present theories.1 

 

To face the PMI different strategies have been developed by the realists. Many of 

them try to show that despite the theory shift, something is retained from one theory 

to another, and that it is just such ‘something’ that the realist is committed to. 

2.5 Scientific Structural Realism 

The most credited position in this realist line of reasoning is Scientific Structural Re-

alism (SSR). French states that SSR has been developed exactly “to overcome the so-

called Pessimistic Meta-Induction, which presents the realist with the problem of 

accommodating the apparent historical fact of often-dramatic ontological change in 

science” [9, p. 165]. Even if SSR does not rely on the NMA, it is normally considered 

to be able to support the intuition at the origin of the NMA, i.e. that there is a deep 

correlation between success and truth.
2
 SSR is articulated in two main positions: Epis-

temic Structural Realism (ESR), which claims that we can be realist only about the 

mathematical structure of our theories [11], and OSR, which claims that structure is 

all there is [12].
3
 So, what is thought not to change during the theory shift by SSR is 

the mathematical structure of the theories. For example, Sneed says that “structuralists 

see the mathematical structures associated with a theory to be much more ‘essential’ 

features of the theory than the claims it makes. The claims may change with the his-

torical development of the theory, but the mathematical apparatus remains the same” 

[14, p. 351]. 

2.6 Scientific Structural Realism and the Semantic View 

The focus on the mathematical structures of the theories makes clear why those who 

support SSR usually support the semantic view of theories [15], the view according to 

which a theory is the class of its models. For example, Ladyman states that the “‘se-

mantic’ or ‘model-theoretic’ approach to theories, […], is particularly appropriate for 

the structural realist” [12, p. 417], and suggests that “structural realists adopt Giere’s 

account of theoretical commitment: to accept a theory means believing that the world 

                                                           
1 [8, p. 804]. 
2  Cf. [10, p. 45]: “structural realism is supposed to be realist enough to take account of the no-

miracles argument.” 
3 See [13] for a survey on SSR. For a definition of structure, cf., e.g., Ibidem, p. 229: “A 

structure S consists of (a) a non-empty set U of objects, which form the domain of the structure, 

and (b) a non-empty indexed set R (i.e. an ordered list) of relations on U, where R can also 

contain one-place relations.” 
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is similar or isomorphic to one of its models” [16, p. 185]. Indeed, the way in which 

models are intended in the semantic view is the same in which models are intended in 

metamathematics. Thus, they are mathematical structures. To see this is particularly 

easy: the relation of isomorphism, which is claimed to hold among the models of a 

theory by the semanticists, is defined exactly in the same terms in which the relation 

of isomorphism is defined in model theory. Semanticists look at Tarski as the initiator 

of the semantic view of theories [17] and explicitly adopt the Tarskian concept of 

model in their view. For example, Suppes claims that “‘the concept of model in the 

sense of Tarski may be used without distortion and as a fundamental concept’ in sci-

entific and mathematical disciplines,” and that “‘the meaning of the concept of model 

is the same in mathematics and the empirical sciences’;” so, we can conclude that for 

him “the Tarski concept of a model is a common formal framework for analysis of 

various uses of models in science and mathematics” [18, pp. S110-S111]. 

2.7 Ontic Structural Realism and Mathematics 

If the structuralist supports ESR, she is committed to the indispensable role of math-

ematics in accounting for theory change in a realist fashion. But if she supports OSR, 

she is also committed to the existence of the mathematical structures which figure in 

the theory, and so she has to face the risk of let her position become a full-blood Py-

thagorean position. Indeed, “Pythagoreanism […] is the teaching that the ultimate 

‘natural kinds’ in science are those of pure mathematics” [19, p. 60]. 

This risk that the supporters of OSR have to face, has been labeled by French the 

‘Collapse Problem’ [1]: if the world is isomorphic to theories, and isomorphism can 

hold only between mathematical structures, then the world is a mathematical struc-

ture. Tegmark, for example, “explains the utility of mathematics for describing the 

physical world as a natural consequence of the fact that the latter is a mathematical 

structure, and we are simply uncovering this bit by bit. […]. In other words, our suc-

cessful theories are not mathematics approximating physics, but mathematics approx-

imating mathematics” [20, p. 107]. In fact, Tegmark argues, “the external reality is” 

not “described by mathematics, […] it is mathematics […]. This corresponds to the 

‘ontic’ version of universal structural realism […]. We write is rather than corre-

sponds to here, because if two structures are isomorphic, then there is no meaningful 

sense in which they are not one and the same. From the definition of a mathematical 

structure […], it follows that if there is an isomorphism between a mathematical 

structure and another structure […], then they are one and the same. If our external 

physical reality is isomorphic to a mathematical structure, it therefore fits the defini-

tion of being a mathematical structure” (Ibidem). 

3 The Semantic View of Theories and Biology 

3.1 The Semantic View and Evolutionary Biology 

Since the eighties many authors have been supporting the semantic view of theories as 

the best account of evolutionary biology, and tried to elaborate a semanticist account 
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of evolution [21-23]. This view has rapidly become the received view. The reasons 

for proposing and accepting the semantic view as the best account of biological theo-

ries were basically two: 1) the difficulties afflicting the traditional syntactic account 

of theories; 2) the more specific fact that, given that biology is normally considered to 

lack general laws from which starting to axiomatize an entire field of research [24], 

the semantic view seemed to be more adequate to meta-theoretically describe the 

biological theories, directly presenting a set of their models, instead of trying to 

axiomatize them. 

In what follows, we will firstly describe some of the difficulties which afflict the 

semantic view in general, and then a specific difficulty related to the attempt of se-

mantically representing the evolutionary processes. 

3.2 Two Main Difficulties of the Semantic View 

The semantic view of theories can be seen as composed by two parts: the first which 

equates theories and classes of models, the second which defines the relation between 

such models and the empirical world [16]. Both these parts have been challenged. 

Halvorson focuses his criticisms on the first part, and shows that such “first com-

ponent is a mistake; i.e., a class of models is not the correct mathematical component 

of a theory” [16, p. 189], because “this view equates theories that are distinct, and it 

distinguishes theories that are equivalent” (Ibidem, p. 183). In fact, Halvorson shows 

that there is no good notion of isomorphism between classes of models, and so that 

the semantic account fails to provide a satisfactory account of the identity of theories.
4
 

This is a big problem for the semanticists, because the possibility of clearly identi-

fying a theory is considered essential in order to give a realist account of the theory 

change which can avoid the PMI. Indeed, as we have seen above, to avoid the PMI 

has been the principal motivation for the development of SSR. Suppe explicitly states 

                                                           
4 For technical details and examples, see [16]. Here the room suffices just to sketch Halvor-

son’s argument in five points: 1) given that, according to the semantic view, a theory is a class 

of models, if we have two classes of models,  and ′, under which conditions should we say 

that they represent the same theory? 2) Semanticists (e.g., Giere, Ladyman, Suppe, van 

Fraassen) have not offered any sort of explicit definition of the form: (X)  is the same theory 

as ′ if and only if (iff) ... 3) “Suppe’s claim that ‘the theories will be equivalent just in case 

we can prove a representation theorem showing that and ′ are isomorphic (structurally 

equivalent)’ […] just pushes the question back one level – we must now ask what it means to 

say that two classes of models are ‘isomorphic’ or ‘structurally equivalent’” (Halvorson, 2012, 

p. 190). 4) He then considers the following three proposals for defining the notion of an iso-

morphism between  and ′: (a) Equinumerous: is the same theory as ′ iff  ′; 

that is, there is a bijection F :→ ′. (b) Pointwise isomorphism of models:  is the same 

theory as ′, just in case there is a bijection F :→ ′ such that each model m is 

isomorphic to its paired model F(m)   ′. (c) Identity: is the same theory as ′, just in 

case  = ′. 5) Finally, he tests such proposals and shows how they all fail, and thus makes it 

clear that it is impossible to formulate good identity criteria for theories when they are consid-

ered as classes of models. 
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that the semantic view “is inadequate if it cannot properly individuate theories. Theo-

ries undergo development. This has implications for theory individuation,” because 

the semantic view “essentially treats theory development as progression of successive 

theories,” and he adds that he considers “theory individuation issues as make-or-break 

for any account of theories” [18, pp. S108-S109]. To sum up: there is a deep relation 

between OSR and the semantic view. The issue of theory individuation is considered 

to be crucial by the semanticists themselves to determine whether the semantic view 

is a tenable position or not, and Halvorson’s work seriously treats exactly such crucial 

requisite of the semantic view. 

Chakravartty has challenged the second part of the semantic view: given that the 

semantic view of theories is deeply related to the concept of truth as correspondence, 

if the semantic view is language independent, it cannot satisfactorily account for a 

correspondence relation. The problem is the following: how is it possible to state that 

theories (i.e. classes of models) correspond to the world, if the required realist defini-

tion of such a correspondence, e.g. that of Tarski, is relative to (formal) languages, 

while theories are supposed to be non-linguistic entities by the semanticists? [25]. 

Thus, in order to qualify the semantic view as being able to satisfy the realist’s claims, 

it seems necessary to presuppose a correspondence relation between the mathematical 

structure of theories and the structure of the world. 

The problem is precisely how to account for such presupposition. To answer the 

question: “why an abstract structure such as a mathematical model can describe the 

non abstract physical world?” the realist’s response usually “depicts nature as itself a 

relational structure in precisely the same way that a mathematical object is a structure. 

On this view, if the mathematical model represents reality, it does so in the sense that 

it is a picture or copy […] of the structure that is there” [26, p. 242]. So, the realist 

seems to subscribe to a sort of substantial correspondence theory of truth and repre-

sentation. But when she is pressed by the fact that there are different ways of mathe-

matically representing the physical world, the realist cannot do better than “insists that 

there is an essentially unique privileged way of representing: ‘carving nature at the 

joints’. There is an objective distinction ‘in nature’ between on the one hand arbitrary 

or gerrymandered and on the other hand natural divisions” (Ibidem, p. 244). How 

does she justify such assertion? She doesn’t: “It is a postulate” (Ibidem). 

3.3 Gildenhuys’ Attack on the Semantic View 

Recently, Gildenhuys has pointed out a difficulty which afflicts the semantic attempt 

to describe evolutionary biology, more precisely population genetics [27]. In fact, in 

such approach models are normally described as states in the phase space of the rep-

resented systems: 

 

The models picked out are mathematical models of the evolution of states of a given 

system [...]. This selection is achieved by conceiving of the ideal system as capable of a 

certain set of states—these states are represented by elements of a certain mathematical 

space [...]. The variables used in each mathematical model represent various measura-

ble or potentially quantifiable physical magnitudes [...] any particular configuration of 



PENULTIMATE DRAFT – PLEASE CITE THE PUBLISHED VERSION   

To appear in: Models and Inferences in Science, Ippoliti, E., Sterpetti, F. and Nickles, T. (eds.), Springer. 

7 

 

values for these variables is a state of the system, the state space or ‘phase space’ being 

the collection of all possible configurations of the variables.5 

 

According to Gildenhuys, this view is inadequate to describe population genetics, 

because even if philosophers have argued that, “in comparison to the rival syntactic 

approach to scientific theories,” the semantic view “provides a superior framework 

for presenting population genetics [...], none of these writers has specified the class of 

mathematical structures that constitutes population genetics or any of its formalisms” 

[27, p. 274]. 

Details are not relevant here, what is worth noting is that Gildenhuys not only 

shows that a clear and complete definition of the ‘phase space’ of a biological system 

has never actually been given, but also that it would not be easy to give it for mathe-

matical reasons. Indeed, he focuses on Lloyd’s formulation, according to which there 

are “two main aspects to defining a model. First, the state space must be defined [...]; 

second, coexistence laws, which describe the structure of the system, and laws of 

succession, which describe changes in its structure, must be defined” [28, p. 19]. 

Then, Gildenhuys underlines the challenge “posed by the existence of coefficients in 

population genetics whose values are set by functions” [27, p. 281]. 

The problem is that if we try to construct the class of such functions, we get a 

mathematical indefinite object, and so we are not able to give the phase space we 

should instead construct to model population genetics in a semanticist fashion. 

Roughly, the difficulty lays in how to relate the causal relations among the individuals 

and all the possible different fitness functions deriving by their interactions. Indeed, 

“by means of functions that feature relative frequency terms as arguments, frequency 

dependent selection functions capture causal dependencies among the individuals” 

(Ibidem, p. 282). The problem is that when the character of the causal dependencies 

among population members varies, “the functions that set fitness values must vary 

with them. This variation is not merely variation in the values taken by a fixed set of 

arguments arranged in a fixed functional form. Causal relationships among individu-

als [...] need not be linear [...]. Equally, they may feature exogenous variables” 

(Ibidem, pp. 282-283). Now, to see “how fitness functions [...] pose an obstacle to 

using” the semantic approach to describe population genetics, notice that “alternative 

fitness functions are inconsistent. Different fitness functions serve as alternative equa-

tions for setting the value of a single parameter. They cannot appear side by side, 

then, in a system of coexistence laws” (Ibidem, p. 284). Moreover, if we try to con-

struct the class of those functions, “there are good reasons to believe that the class of 

such functions is in fact mathematically indefinite” (Ibidem). Thus, the “charge is that 

[...] we cannot specify the class of fitness functions” (Ibidem, p. 285) and so that we 

cannot construct a phase space for population genetics systems. 

                                                           
5 [21, p. 244]. 
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3.4 Longo’s View on Phase Space in Biology 

Gildenhuys’ criticism may be seen in relation to a wider criticism on the very possi-

bility of giving a phase space when dealing with biological entities, a kind of criticism 

developed by Giuseppe Longo. Longo identifies the peculiarity of biology with re-

spect to physics exactly in “the mathematical un-predefinability of biological phase 

space” [29, p. 195]. Indeed, “in contrast to existing physical theories, where phase 

spaces are pre-given, if one takes organisms and phenotypes as observables in biolo-

gy, the intended phase spaces need to be analyzed as changing in unpredictable ways 

through evolution” (Ibidem, p. 189). The fact is that “random events, in biology, do 

not ‘just’ modify the (numerical) values of an observable in a pre-given phase space, 

like in physics […]. They modify the very phase space” (Ibidem, p. 199). Thus, “one 

major aspect of biological evolution is the continual change of the pertinent phase 

space and the unpredictability of these changes” (Ibidem, p. 187). We will not try to 

assess such criticisms. What is worth noting here is that Gildenhuys and Longo under-

line the difficulty of giving a definite phase space when dealing with evolutionary 

theories. If, as many supporters of the semantic approach to evolution maintain, giv-

ing the phase space is essential for giving an account of biological theories in accord-

ance to the semantic approach, and the semantic view is the view adopted by the 

structural realists, then the structural realists should face this kind of difficulty if they 

want to account for evolutionary biology in structural terms. They may face this diffi-

culty either by giving a definite phase space for the system they want to model, or by 

showing that giving a phase space is not essential for their approach. 

 

4 Structural Realism and the Collapse Problem 

4.1 Facing the Collapse Problem 

The Collapse Problem described above (sec. 2.7) may be better understood consider-

ing it from a more general perspective: the pressure that mathematical platonists are 

doing on scientific realists in order to let the realists accept Mathematical Platonism 

(MP). For example, Psillos states that philosophy of science “has been a battleground 

in which a key battle in the philosophy of mathematics is fought […] indispensability 

arguments capitalise on the strengths of scientific realism, and in particular of the no-

miracles argument [...], in order to suggest that a) the reality of mathematical entities 

[...] follows from the truth of [...] scientific theories; and b) there are good reasons to 

take certain theories to be true” [30, p. 63]. 

The scientific realists may respond to the platonist’s pressure in two ways: 1) wid-

ening their ontology to accept abstract objects; 2) continuing to rely on causality and 

trying to avoid a direct commitment to the existence of abstract objects. The first op-

tion has been taken, among others, by Psillos. The second option has been taken, 

among others, by French. In what follows we will describe their approaches and the 

main difficulties that afflict them. 
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4.2 An Analysis of Psillos’ Approach 

Psillos’ approach is representative of the attempt of ‘moving beyond causation’ that 

many realists are pursuing exactly to take into account abstract objects and non-causal 

(basically, mathematical) explanations [31]. Indeed, classically, SR supported the idea 

that scientific theories should be taken at face-value. But, “a literal reading of scien-

tific theories implies commitment to a host of entities with a (to say the least) ques-

tionable ontic status: numbers, geometrical points, theoretical ideals, models and 

suchlike” [32, pp. 5-6]. The difficulty of conceiving the reality of the abstracta leads 

the realist to face what Psillos has called the ‘Central Dilemma’: “Either theories 

should be understood literally, but then they are false. Or, they should not be under-

stood literally, but then realism itself is false (at least insofar as it implies that theories 

should be understood literally)” (Ibidem, p. 6). Indeed, if we commit ourselves to a 

correspondence view of truth, how could we avoid to take scientific theories to be 

understood literally? But, if we take a theory to be literally true, then we should be-

lieve in the existence of, e.g., numbers. The problem is that numbers are defined by 

platonists in such a way that they are outside the reach of science, at least to the extent 

that science is considered to be indispensably related to causality, as the majority of 

the realists seems still to think. Indeed, the so called ‘Eleatic Principle’, which can be 

stated as: “everything that is real makes some causal difference to how the world is” 

[33, p. 89], has been considered to be able to discriminate what exists, referring to 

causation, by many realists since a long time. 

Moreover, since, as we have seen, ever more realists have started supporting the 

semantic view of theories, the problem of how to conceive of the nature of models has 

become central for the realists. In fact, if following the semantic view, “theories are 

taken to be collections of models,” and models are considered as abstract objects, then 

“theories traffic in abstract entities much more widely than is often assumed:” the 

claim that models are abstract entities “is meant to imply that (a) they are not concrete 

and (b) they are not causally efficacious. In this sense, models are like mathematical 

abstract entities” [32, p. 4]. Thus, models are abstract in the same way in which math-

ematical entities are claimed to be abstract by the mathematical platonists. Indeed, 

MP can be briefly described as the claim that mind-independent mathematical abstract 

entities exist, and abstract entities are normally understood as ‘non-spatiotemporally 

located’ and ‘causally inert’ [34]. 

To make SR and MP compatible, Psillos adopts an ‘explanatory criterion’ to de-

termine his realist ontology, explicitly claiming that “something is real if its positing 

plays an indispensable role in the explanation of well-founded phenomena” [32, p. 

15]. He clearly underlines the distance between the explanatory criterion and causali-

ty: “This explanatory criterion should not be confused with a causal criterion. It is not 

a version of the so-called Eleatic principle” (Ibidem). 

So, even non causal objects exist, and it seems that their existence could be sup-

ported relying only on explanatory considerations. The argument could run something 

like this: we believe in the existence of what appears to be indispensable in our scien-

tific explanations, abstract entities are indispensible in our best scientific explana-

tions, then abstract objects exist.  
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But an explanation could have a great explanatory power and nevertheless be false. 

So, we could risk to infer the existence of some object which doesn’t really (i.e. from 

a realist perspective) exist. So, how can Psillos deem the explanatoriness and indis-

pensability of an object be reliable means to infer the existence of such indispensable 

objects? The problem lays in the ambiguity of the way in which Psillos describes the 

relation between explanations and theories, and between theories and the world. 

What Psillos doesn’t explicitly state is that an inference from the explanatoriness to 

the existence could be sound only if one has already accepted the two classical realist 

assumptions concerning the truth, i.e.: 1) that truth is correspondence to the world, 

and 2) that our best scientific theories are true because they have empirical success. 

So, Psillos’ argument could be restated as follows: given that we infer the truth of the 

theories from their success, and that abstract entities are indispensible for the very 

reaching of such success; if truth is correspondence, the success of a theory is (best) 

explained by the existence of the objects such theory refers to, then abstract objects 

exist; a scientific explanation relies on our already selected, i.e. empirically con-

firmed, best scientific theories; then, if in such explanation an abstract object appears 

to be indispensable, we can safely commit ourselves to its existence. 

In this way, the dangerous equation between explanatoriness and confirmation in 

order to define ontological matters has been neutralized. This has been possible 

thanks to the occultation of the link between confirmation and the set of the already 

accepted theories, and the insertion of the requirement that acceptable explanations 

from which deriving our ontology can only be drawn from such set of empirically 

confirmed theories. In such a way, our ontology may appear as based exclusively on 

the ‘explanatory criterion’, which Psillos explicitly says that should not be confused 

with a causal criterion, but such explanatory criterion rests nevertheless upon confir-

mation, i.e. empirical success, which is at its turn normally intended and explained in 

causal terms. 

So, despite what Psillos explicitly asserts on explanatoriness, confirmation still 

plays a crucial role for the realists in order to determine the truth of a theory, and 

causality still plays a crucial role in order to account for the way in which confirma-

tion is obtained and detected.
6
 In fact, in another work (published in the same period) 

Psillos himself explicitly affirms that the “best explanation (of the instrumental relia-

bility of scientific methodology) is this: the statements of the theory which assert the 

specific causal connections or mechanisms in virtue of which methods yield success-

ful predictions are approximately true” [35, p. 23]. Thus, it is not easy for a realist to 

accept abstracta and give up causality. 

4.3 The Collapse Problem and the Problem of Representation 

Besides its relation with MP, it is also important to underline the connection between 

the Collapse Problem and the problem of scientific representation. Indeed, the way in 

which theories are related to the world is the crucial problem of any kind of realism. 

                                                           
6 At least in the measure in which Psillos doesn’t give a different account of how to consider a 

theory to be empirically confirmed. 
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For example, Hughes states that “in what sense [...] a physical theory represent the 

world?” is one of “the key question that philosophers of physics need to address” [36, 

p. 344]. 

For SSR, as we have seen, the problem is also related to the problem of the ap-

plicability of mathematics: since models are normally intended as not being interpret-

able as literally true, and models are generally conceived of as mathematical models, 

the problem of the relation between models and the world amounts to the problem of 

the relation between mathematics and the world. 

This is where the problems described above relative to the semantic view meet the 

problem afflicting OSR. In fact, being able to solve the problems of the semantic view 

would imply to be able to distinguish the mathematical from the physical, i.e. to solve 

the Collapse Problem, because it would amount to be able to identify the right math-

ematical formulation of a phenomenon among the many which are possible, given 

that we would be able to state which is the correct representational relation between 

a mathematical structure and the world, and this could be possible only if the mathe-

matical structures and the world do not coincide, i.e. if they are not the same thing, as 

Tegmark claims. 

The problem is that there is a sort of dilemma here for the realist: either to account 

for the relation between models and the world she insists on isomorphism, but then 

she has to face the ‘Collapse Problem’; or she has to specify which kind of representa-

tional relation holds between the scientific theories and the world. The risk in this 

case is that there is not a fully realist account of the representational relation.  

In a nutshell, a relation of isomorphism is a symmetric dyadic objective relation, 

while that of representation is an asymmetric ‘triadic’ intentional relation [37]. In 

other words, if we have to move beyond isomorphism we have to introduce a subject 

in our picture. For example, Giere argues for an ‘agent-based’ conception of represen-

tation, and describes it as composed by the following elements: “Agents (1) intend; 

(2) to use model, M; (3) to represent a part of the world, W; (4) for some purpose, P” 

[38, p. 269]. Giere also states that it is important to note “that this conception presup-

poses a notion of representation in general. I doubt that it is possible to give a non-

circular (or reductive) account of representation in general” (Ibidem, p. 274). This 

means that we do not have a formal account of the notion of ‘representation’ which is 

‘objective’ in the same way in which the formal account we have of the notion of 

isomorphism is ‘objective’. Bas van Fraassen clearly states that, terminology aside, “a 

scientific model is a representation. So even if a scientific theory is a set of scientific 

models, and those literally are mathematical structures, it does not follow that the 

identity of a theory can be defined in terms of the corresponding set of mathematical 

structures without reference to their representational function” [39, p. 278]. 

The fact is that ‘representation’ is a semiotic relation: someone describes some-

thing as something else. There is an intrinsic subjective element in such an account 

which is unpalatable for many realists. A representation is subject- and context-

dependent, while the realists aim at truth, and normally conceive of truth as mind- and 

stance-independent. Thus, if we maintain that we represent some phenomena, the 

problem is how to claim that our representation is the right representation, i.e. that it 

corresponds to reality. In other words, a satisfying realist account should concern only 
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the model and the world, and should not include any reference to the knowing subject, 

while the notion of ‘representation’ seems to intrinsically involve a reference to the 

subject. 

French is aware of the difficulty of solving such problem, but his answer is clearly 

unsatisfying. Indeed he simply acknowledges that the fact that: 

 

the relationship between any formal representation and the physical systems that it rep-

resents cannot be captured in terms of the former only […] led to the accusation that the 

structuralist who relies on such representational devices cannot give an appropriate ac-

count of the relationship between representations and the world in terms of those very 

representations. My response is that all current forms of realism must face this accusa-

tion, not just OSR.7 

  

This is clearly an unsatisfying answer, because the fact that to account for the rela-

tion between theories and the world is a problem for any kind of realism, does not 

diminish the relevance of such problem for OSR. 

4.4 French’s Approach to the Collapse Problem 

French faces the above described difficulties claiming both that 1) the distinction 

between mathematics and the physical has to be accounted for in terms of causality: 

“how we can distinguish physical structure from mathematical structure […]. The 

obvious answer is in terms of causality, with the physical structure we are to be real-

ists about understood as fundamentally causal” [9, p. 166]; and that 2) we can secure 

the fact that our representation of the world is the right one relying on a sort of NMA: 

“In the realist case, we will have only the ‘no miracles’ intuition to justify our claim 

that our theories represent the structure of the world” [40, p. 57, fn 24].  

These two claims can be reduced to one. In fact: how can we be sure that causality 

is a genuine feature of the world and not a feature of our model, as the anti-realists 

would suggest, and so that we can safely rely on causality to distinguish the physical 

from the mathematical? We can be sure that causality is a feature of the world only if 

we adopt a realist stance: “Ladyman follows Giere [...], who states that ‘the crucial 

dividing line between empiricism and realism’ concerns the status of modality, and 

urges that representing the world as modal is essential to the […] realist” (Ibidem, p. 

58). Thus, the way in which we ground the claim that a physical structure does not 

coincide with a mathematical structure is based on a sort of NMA exactly in the same 

way in which the claim that our representation of the world is the right representation 

is based on a sort of NMA. To better see this point, let’s follow the argument given by 

French on a related issue: 

 

On what basis can we ascribe lawhood [...] to the world? Here we need to articulate the 

ascription [...] within the structuralist framework: first of all, there is the attribution of 

laws, as features of structure, to the world. [...]. The structuralist can follow this line 

                                                           
7 [1, p. 195, fn 7]. 
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and maintain a form of the No Miracles Argument, concluding that the best explanation 

for the success of a given theory is that ‘its’ laws are ‘out there’ in the world, as fea-

tures of the structure of the world.8 

 

Thus, the way to claim for a realist stance on causality is relying on a form of NMA. 

But the main appeal of SSR was exactly due to its supposed ability in avoiding the 

PMI, i.e. in supporting realism without directly relying on the NMA, given that the 

NMA is vulnerable to the PMI. 

The fact is that if we accept OSR, we have to face the Collapse Problem. But, if we 

ground our defence from the Collapse Problem on causality and we justify our confi-

dence in the fact that causality is a feature of the world and not a feature of the model 

relying on a sort of NMA, we find ourselves in the very same position in which the 

classical realists were in confronting the PMI. In fact, if we rely on the NMA, then we 

cannot be sure that a feature belongs to the world and not to the model, because we 

cannot exclude that our theory is false or incomplete, and so that the feature in ques-

tion does not really correspond to anything in the world. If there is not a complete 

correspondence between our theory and the world, we are not able to safely state 

whether a feature belongs to the world or not. On the contrary, if a perfect corre-

spondence holds, we can safely claim that everything that is in the model corresponds 

to something in the world. In this case we could safely assume that causality is in the 

world. But if we adopt OSR, to state a perfect correspondence between a theory and 

the world would amount to state that there is a relation of isomorphism between the 

mathematical structure of that theory and the world. But a relation of isomorphism 

may hold only between two mathematical structures. Thus, the Collapse Problem 

would step back again, and we would not be able to distinguish the mathematical and 

the physical anymore. Thus, we have to conclude that we are not able to certainly 

state whether causality is a feature of the world or not, and so that there is not an easy 

solution to the Collapse Problem for the realist based on causality. Both Psillos’ and 

French’s approaches seem to be inadequate. 

5 Structural Realism and Biology 

5.1 Ontic Structural Realism and Price’s Equation 

Let’s now turn to French’s proposal of adopting OSR in dealing with biology. 

French’s attempt to articulate a biological form of OSR faces “the obvious problem of 

a comparative paucity of mathematized equations or laws by means of which we can 

identify and access the relevant structures” [1, p. 329]. But such paucity of mathemat-

ical structures does not affect “all biological fields—population genetics and theoreti-

cal ecology are the exceptions” (Ibidem, p. 329, fn 8). Thus, French focuses on Price’s 

Equation, which is “sometimes presented as representing ‘The Algebra of Evolution’, 

and which one could take as characterizing a certain fundamental—if, perhaps, ab-

stract—and ‘high-level’ feature of biological structure” (Ibidem, p. 338). Indeed, 

                                                           
8 [1, pp. 274-275]. 
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Price’s Equation is a central result in population genetics, and can be written in the 

following form: 

 Δz = Cov(w, z) + Ew(Δz) (1) 

where: ‘Δz’ is the change in average value of a character from one generation to the 

next; ‘Cov(w, z)’ represents the covariance between fitness w and character (action of 

selection); and ‘Ew(Δz)’ represents the fitness weighted average of transmission bias. 

The equation “separates the change in average value of character into two compo-

nents, one due to the action of selection, and the other due to the difference between 

offspring and parents” (Ibidem). According to French, there is a sense in which 

Price’s Equation “offers a kind of ‘meta-model’ that represents the structure of selec-

tion in general [...] this covariance equation is independent of objects, rests on no 

contingent biological assumptions, and can be understood as representing the modal, 

relational structure of the evolutionary process” (Ibidem, italics mine). 

5.2 Fisher’s Fundamental Theorem of Natural Selection 

In order to assess the claim made by French relative to Price’s Equation, let’s consider 

a special case of Price’s Equation which has been widely debated: Fisher’s Funda-

mental Theorem of Natural Selection (FTNS). 

In fact, Price’s Equation tells us exactly how much of a character will exist in the 

population in the next period. If we let the character equal fitness itself, then we get 

Fisher’s theorem: 

 Δw  = Varadd(g)  w  (2) 

which can be read as: the change in average fitness from one generation to another 

equals the additive genetic variance in the first generation, divided by mean fitness. 

The additive genetic variance, i.e. ‘Varadd(g)’, measures the fitness variation in the 

population that is due to the additive, or independent, action of the genes. In other 

words, it measures any gene’s effect on fitness which is independent of its genetic 

background. Indeed, according to this view of population genetics, it is possible to see 

the total ‘Genetic Variance’ as the sum of the ‘Additive Genetic Variance’ and the 

‘Non-additive Genetic Variance’. 

Since its formulation, the FTNS has received different interpretations. This is due 

to the unclear formulation of the FTNS given by Fisher in his writings. In fact, Fisher 

describes the FTNS as follows: “the rate of increase in fitness of any organism at any 

time is equal to its genetic variance in fitness at that time” [41, p. 35].  

This formulation of the FTNS induced many authors (and Fisher among them) to 

compare the FTNS to the second law of thermodynamics, according to which entropy, 

on average, can never decrease. In this interpretation, the FTNS is thought to be able 

to give a formal definition of the ‘directionality of evolution’, i.e. to give a proof of 

the fact that fitness, on average, will never decrease. Such a kind of result would have 

explained the course of evolution, the development of more and more complex forms, 

without any reference to any kind of ‘design’ or ‘teleological explanation’. 
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The problem is that “it is simply untrue that the average fitness of a population un-

dergoing natural selection never decreases, so the rate of change of average fitness 

cannot always be given by the additive genetic variance” [42, p. 328]. Okasha clari-

fies that “Fisher was not talking about the rate of change of average fitness at all, but 

rather the partial rate of change which results from [the direct action of] natural se-

lection altering gene frequencies in the population, in a constant environment” 

(Ibidem, p. 329).
9
 

This means that it is more careful to say that according to the FTNS when natural 

selection is the only force in operation, average fitness can never decrease. 

5.3 The Failure of the Analogy with Thermodynamics 

The problem with this more careful interpretation of the FTNS is that it undermines 

the analogy between the FTNS and the second law of thermodynamics. Indeed, “by 

Fisher’s lights, natural selection will almost never be the only force in operation; for 

by causing gene frequencies to change, selection almost always induces environmen-

tal change, which is itself a force affecting average fitness” (Ibidem, p. 344). In fact 

“the environment in Fisher’s sense will not remain fixed, for selection itself alters it” 

(Ibidem, p. 347). Details are not relevant here, the basic idea is that for Fisher, when 

natural selection operates, this fact directly alters both the mean fitness w , and the 

‘environment’, which at its turn alters the mean fitness w . Thus, if the FTNS holds 

only when natural selection is the only force to operate in a constant environment, and 

if when natural selection operates, the environment cannot remain constant, then we 

should conclude that the situation described by the FTNS can never obtain. Thus, the 

analogy between fitness and entropy seems to fail. 

5.4 Different Interpretations of the Fundamental Theorem 

The biological meaning of the FTNS is at least contentious. Price [43] and Ewens [44] 

state that the FTNS is mathematically correct, but that it does not have the biological 

significance that Fisher claimed for it. On the contrary, Edwards [45] and Grafen [46] 

are much more sympathetic to Fisher. We cannot develop this issue here. What we 

will analyse is whether French’s proposal may be useful in dealing with this topic. In 

other words, can OSR help us in trying to determine the biological significance of the 

FTNS? 

The fact is that both the main interpretations of the FTNS agree on the mathemati-

cal validity of Fisher’s result. Thus, since structuralism seems to be mainly committed 

                                                           
9 To understand Fisher’s understanding of the FTNS, we have to accept Fisher’s view of 

‘environment’: any change in the average effects constitutes an ‘environmental’ change. On the 

constancy of environment, cf. [42, p. 331]: “For Fisher, constancy of environment from one 

generation to another meant constancy of the average effects of all the alleles in the population. 

Recall that an allele’s average effect (on fitness) is the partial regression of organismic fitness 

on the number of copies of that allele.” Cf., also, Ibidem, p. 324: “an allele’s average effect may 

change across generations, for it will often depend on the population’s genetic composition.” 
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to the mathematical structures of a theory, and since the two main interpretations of 

the FTNS do not diverge on this issue, OSR seems prima facie unable to asses which 

interpretation of the FTNS is to be preferred. But French’s formulation of OSR states 

that structures have to be interpreted in causal terms, in order to face the Collapse 

Problem. Thus, it seems that French’s approach should be able to assess which inter-

pretation of the FTNS we should prefer. Indeed, the issue of the interpretation of the 

FTNS is deeply related to the issue of the nature of natural selection, i.e. to the debate 

over the causal nature of natural selection. 

5.5 The Fundamental Theorem and the Nature of Natural Selection 

Let’s restate the issue we are dealing with: French supports the claim that Price’s 

Equation gives us the modal structure of the evolutionary process. The FTNS is a 

special case of Price’s Equation. Thus, we can infer that French supports an interpre-

tation of the FTNS as a significant and substantial result referring to natural selection. 

Since French claims also that structures have to be interpreted as causal in order to 

avoid the Collapse Problem, and since, as we have seen, he seems to support the bio-

logical significance of the FTNS, we should infer that he thinks that the relevant 

mathematical structure in this context, i.e. the FTNS, can be interpreted in causal 

terms, i.e. that the FTNS can be interpreted as referring to some causal process. 

Now, the problem is that the process to which the FTNS refers is that of natural se-

lection, and that the causal nature of such process is harshly debated. It is not relevant 

to take side on this issue here. What is worth underling is that, contrary to French’s 

proposal, those who deny the causal nature of natural selection explicitly refer to the 

FTNS and its mathematical formulation and significance to support their claim that 

such a kind of result cannot be interpreted as referring to causal processes. 

5.6 The Causal Nature of Natural Selection 

The causal nature of natural selection has recently been put under severe scrutiny.
10

 

This sort of “causal scepticism is motivated by the fact that most, if not all, principles 

of evolutionary theory—such as the Price equation or Fisher’s fundamental theorem 

of natural selection—are expressed by purely statistical terms such as variances or 

covariances” [47, p. 2]. For example, Matthen and Ariew state that the reason “for 

reifying natural selection [...] lies in a[n] […] analogy between equations of popula-

tion genetics—such as Fisher’s Theorem—and certain equations of physics” [48, p. 

208]. But this analogy is not well founded, because, unlike the models that we find in 

physics, the descriptions of natural selection “rendered by population genetics models 

are in general neither predictive nor explanatory,” since “population genetics models 

are, in general, noncausal models” [49, pp. 369, 383]. Moreover, natural selection 

itself is not a genuine feature of the world, it is just “ontologically derivative on indi-

vidual-level events such as births, deaths, and mutations” [48, p. 216]. 

                                                           
10 See [47] for a survey. 
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This view of the nature of natural selection seems to conflict with French’s idea 

that the mathematical structures of a theory have to be intended as causal and that 

mathematical structures give us the fundamental structures of the world. Indeed, it 

would be difficult to accept that we should think that the FTNS tells us something 

about the deep (causal) structure of the evolutionary process, i.e. the core process of 

biology, if such theorem refers to something which is not only an ‘ontologically de-

rivative’ non-causal concept, but which is also not intrinsically related to anything 

biological in nature. For example, Matthen and Ariew state that natural selection “is 

not even a biological phenomenon as such. It holds in any history in which the terms 

of the theory can be jointly interpreted in a way that accords with the abstract re-

quirements of the theory” (Ibidem, p. 222). To illustrate this point they show how the 

FTNS may be equally well applied to something which is certainly not a biological 

entity or process: 

 

Suppose that you have two bank accounts, one yielding 5% interest and the other yield-

ing 3%. One can treat units of money in each account as the members of a population, 

and the interest rate as an analogue of fitness. Provided that no money is transferred 

from one account to another, one can treat these ‘fitness’ values as heritable—that is, 

the fitness of any particular (non original) piece or unit of money can be ascribed to the 

‘reproductive’ rate (i.e., interest) on preexisting units of money. Thus you would have, 

as between the monies resident in the two accounts, variation in heritable fitness. On 

this interpretation, Fisher’s Fundamental Theorem of Natural Selection applies to your 

bank accounts: it predicts (correctly) that the average interest earned by the two bank 

accounts taken together will increase in proportion to the variance of interest rates 

earned by your money in the two accounts.11 

 

As already noted, here the issue is not taking side on the dispute over the nature of 

natural selection, but underling how the difficulty of assessing such nature poses a 

challenge for French’s proposal. 

5.7 Ontic Structural Realism and the Meaning of Price’s Equation 

The fact is that French seems to acknowledge the abstract and not-intrinsically biolog-

ical character of Price’s Equation. For example, he states that “Price himself empha-

sized that his equation could be used to describe the selection of radio stations with 

the turning of a dial just as easily as it could to describe biological evolution” [1, p. 

338, fn 8]. Even if we accept, for the sake of the argument, that there could be a way 

to make this abstractness compatible with the claim that Price’s Equation gives us the 

deep structure of biological evolution, there remains a problem. The problem is that 

several authors support the idea that it is possible to give a causal interpretation of the 

FTNS [50-51]. Indeed, the causal interpretation of the evolutionary principles “shows 

adaptive evolution as a genuine causal process, where fitness and selection are both 

causes of evolution” [47, p.1]. But French does not refer to such authors. He instead 

                                                           
11 [48, p. 222]. 
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explicitly refers several times to Samir Okasha’s works [1, Ch. 12]. The point is that 

Okasha does not adopt a straightforward causal interpretation of the fundamental 

results of population genetics. For example, he states that “Price’s equation is statisti-

cal not causal” [52, p. 25]. Even more explicitly, Okasha states that Price’s Equation 

“is simply a mathematical tautology whose truth follows from the definition of the 

terms. Nothing is assumed about the nature of the ‘entities’, their mode of reproduc-

tion, the mechanisms of inheritance, the genetic basis of the character, or anything 

else” (Ibidem, p. 24). 

Thus, the problem is that French has not defended at all the claim that natural se-

lection has a causal nature. The only mathematical structure taken into account by 

French, i.e. Price’s Equation, which is supposed to be able to give us the deep struc-

ture of the evolutionary process, gives raise (mainly) to two different and incompati-

ble interpretations. But French’s structural proposal could help us in solving such 

issue only if the dispute over the causal nature of natural selection would have been 

already settled in favor of the causalists, and French says nothing on this point. 

6 Conclusions 

To conclude, let’s briefly sum up the difficulties that French’s proposal of adopting 

OSR in biology has to face, in order to assess whether this proposal gives us some 

advantage in philosophically dealing with biology. French seems to accept the causal 

nature of natural selection and the idea that structures have to be understood as causal 

structures, but Price’s Equation and other population genetics results, as the FTNS, 

are often interpreted as giving non-causal explanations, also by those authors to whom 

French himself refers in order to illustrate his proposal. In focusing on the mathemati-

cal abstract features of such equations, French seems to think that such structural 

characteristics are enough to give us a structural description of biology. But then there 

is nothing which can help us in avoiding the Collapse Problem according to the 

French’s own strategy to face this problem: there is nothing in French’s proposal on 

Price’s Equation which suggests that 1) the causal nature of natural selection can be 

safely shown to be a feature of the world and that 2) such feature of the world is cor-

rectly reflected by the population genetics models. Only if 1) and 2) obtain, in fact, 

the abstract structure given by Price’s Equation could be interpreted both as the fun-

damental structure of biology and a causal structure. On the contrary, we have shown 

that there are relevant difficulties in showing that both these conditions hold. 

Moreover, we have to stress that French’s proposal does not confront at all with the 

traditional semanticist approach to biology, which claims that it is necessary to give a 

phase space of the biological system we are modeling. French contents himself with 

referring only to some equations, and so he neither defends the possibility of giving a 

semanticist account without having to give the phase space, nor tries to give a com-

plete phase space of the model he is considering. He explicitly states: “How are we to 

identify these structures that we are supposed to be realist about? The most obvious 

route is via the equations” [9, p. 165].  But, as we have seen, this is an insufficient 
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response to the detailed remarks made by Gildenhuys on the difficulty of constructing 

a phase space when dealing with population genetics. 

Thus, it seems reasonable to conclude that in the biological domain, OSR has to 

face the same challenges that it has to face in other domains, and that dealing with 

biological issues does not give to OSR any peculiar help in facing those challenges, 

e.g. the Collapse Problem. At the same time, OSR seems not able to solve any peculi-

ar philosophical issue related to population genetics, since, on the contrary, it is the 

solution of a debated philosophical issue related to biology, such that of the nature of 

the natural selection, which, if given, could represent a support to a structuralist ap-

proach to population genetics. 
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