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Combinatory logic (Curry and Feys 1958 is a “variable-free” dternative to the lambda
cdculus. The two have the same epressve power but build their expressons
differently. “Variable-free” semantics is, more predsdly, “free of variable binding’: it
has no operation like @stradion that turns a free variable into a bound one; it uses
combinators—operations on functions—instead. For the general linguistic motivation of
this approadh, seethe works of Steedman, Szabolcs, and Jacohson, among others.

The standard view in linguistics is that reflexive axd personal pronouns are free
variables that get bound by an antecalent through some mindexing medanism. In
variable free semantics the same task is performed by some cmbinator that identifies
two arguments of the function it operates on (a duplicator). This combinator may be
built i nto the lexicd semantics of the pronoun, into that of the antecedent, or it may be a
freefloating operation applicable to predicaes or larger chunks of texts, i.e. a type-
shifter.

This note is concerned with the cae of crosssententia anaphora. It adopts
Hepple's and Jacobson's interpretation of pronouns as identity maps and asks how this
can be extended to the aosssentential case, assiming the dynamic semantic view of
anaphora. It first outlines the posshility of interpreting indefinites that antecade non-c-
commanded pronouns as existential quantifiers enriched with a duplicaor. Then it
arguesthat it is preferable to use the dupli cator as a type-shifter that applies “on the fly”.
The propasal has consequences for two central ingredients of the dasscd dynamic
semantic treament: it does away with abstradion over assgnments and with treaing
indefinites as inherently existentially quantified. However, crosssentential anaphora
remains a matter of binding, and the ideaof propasitions as context change patentialsis
retained.

1. THEDUPLICATORASA TYPE-SHIFTER

Reflexives must, and pronouns can, be bound. Where should the binding device be
locdized? As a badkground, we start with a brief review of the sentenceinternal case.
Szabadles (1989 1992 argues that the binding reeds of reflexives and pronouns
are to be encoded in their lexicd meanings. This is the @mnceptualy smplest way to
ensure that the assembly of lexicd items automaticdly yield a well-formed result and no
filters need to be invoked to rule out reflexives that are unbound o pronouns that are



bound from too close. The re of the semantics is W, the duplicator, asin (1). Anti-
locdity for pronoun binding is ensured by letting the dominating sentence inherit
duplicaorhood i.e. the more complex semantics attributed to himin (2) is smply apied
piper's emantics. The relevant parts of two sample derivations are afoll ows:*

(@) Everyone saw himself
himself: W = AAX[f(X)(X)]
saw himsalf: Ax[saw(X)(X)]

2 Everyone thought Mary saw him
him: C(B(BW)B) = AgAfAX[f(9(X))(X)]
Mary saw him: AfAX[f(saw(x)(m))(X)]
thought that Mary saw him: Ax[thought(saw(x)(m))(x)]

In extending the grammar to VP-elli psis, Szabacs (1992 deviates from this gtrategy.
She notes that while it would be natural to interpret do essntially as W (which now
duplicaes VP-meanings), the equivalence of (3) and (4), as well as the derivation of
gtrict readings with quantificational antecedents, cf. (5), necesstate that W or a version
of it (BBW, i.e. AfAhAY[f(hy)(hy)]) be enployed as a type-shifter:

3 Johnleft before Mary did.

4 Johneft before Mary.

(5) Every man mentioned himself before Mary did.
Ox[ before(mentioned(x)(m)) (mentioned(x)(x))]

This implies that do itself is not making a semantic contribution. This claim could be
made predse by interpreting do as an identity map.

Hepple (1990) and Jambson (in a series of papers 1992 through 1999 see the
references in Jambson, this volume) advocae an identity map treament of reflexives
and pronouns, respedively, implementing the duplicaor as a type-shifter. Espedaly
Jambson develops a wide variety of empiricd arguments supparting this pasition,

! W, B, and C are some of the basic combinators in Curry and Feys 1958 The combinator W, as

mentioned in the text, is the dupicaor, Wfx=fxx, or in lambda notation, W=AfAX[f(X)(x)]. The combinator B
is the compositor, Bfgx=f(gx), or B=AfAgAX[f(gX)]. The combinator C is the permutator, Cfxy=fyx, or
C=EMAAYI(Y) ()]

Combinatory terms associate to the left, as the lambda paraphrases $ow. Notice that B applied to ane
argument is the Geach rule; it breaks up the first argument of the inpu function f, thereby turning f into
AOAX[f(gx)]. All the other combinators used in this paper are definable in terms of W, B, and C. These
definitions are sometimes interesting, because they reved the relationship between two proposals or two
techniques. In such cases they will be spelled out. In other cases they are entirely boring, and irrelevant to the
main concerns of this dort note. In these latter cases the definitions will be suppressd in favor of
intentionally doppy talk, such as“afamily of Geach operations’ or “Duplicate’.



including onethat is gmilar to that pertaining to (4): in functional questions, duplication
may arise dthoughthere is no pronoun present. On the cmbined strength of all these
arguments | conclude that locaing the duplicaor in the syntax, as oppaed to the
lexicon, iscorred. Thisiswhat | explorein this note, focusing solely on pronours.

The esence of Jambson's analysis, which | adog, can be summarized as foll ows.
Him is interpreted as Ay.y and beas a syntadicdly inert functor category that | will
write & nplnp, which can only be gplied to. The Gead rule (combinator B applied to
one agument) enables saw and Mary to combine with it:

(6) Mary saw him
s/(np\s) GEACH (np\s)/np  GEACH  np|np
(sinp)/((np\s)Inp) ((np\s)|np)/(npjnp)

(np\s)|np
sinp

The resulting clause beas the cdegory gnp and is acordingy interpreted as a property,
Ay[saw(y)(m)]. If him is to be bound by a ccommanding quantifier, the slent
combinator Z does the job d duplicaion. Jambson's Z is B(BW)B, esentialy the same
combinator that was used to interpret him in (2). The difference lies in what the first
argument is. the dause-mate predicate that the pronoun is an argument of, on
Szabolcsi's analysis, or the matrix verb, on Jacobson's:®

) Everyone thought Mary saw him:
Z = B(BW)B = AAGAX[f(9(X))(X)]
Z-thought = AgAx[thougt(gx)(x)]
Z-thought(Mary saw him) = Aghx[thought(gx)(x)](Ay[saw(y)(m)]) =
Ax[thought(saw(x)(m))(x)]
Everyone Z-thought Mary saw him = [Ox[thought(saw(x)(m))(x)]

A crucia fedure of Jambson's proposal is that the identity map interpretation is
invariant: it supparts bath the bound variable and the deictic uses of the pronoun. In the
latter case, it eliminates the traditional ambiguity between different free variables,
arising from the fad that pronouns do not come ajuipped with indices. If himis deictic,
the property AX[ saw(X)(m)] is predicaed of a mntextually salient individual.

Now the question arises how this proposal extends to crosssentential anaphora.
Thisiswhat the present note is concerned with.

On both Szabolcs's and Jambson's analyses, a family of dudicaors is needed to acourt for the fad
that reflexives and pronouns need not be linked to the closest possble binders; likewise, we need a Geadh-
family. SeeJambson's (1999 (25) and (29).



2. CROSSSENTENTIAL ANAPHORA IN DYNAMIC SEMANTICS

| will adopt the general assumptions of DMG (Groenendijk and Stokhof 1989 as a
point of departure. That is, | assume a ompaositional theory in which an indefinite is an
exigtential quantifier with a cntinuation variable in its £ope, conjunction is interpreted
as compaodgition, and pronominal anaphora is captured by interpreting the pronoun as a
variable bound by the atecedent. In addition, DMG initialy interprets pronouns as free
variables (discourse markers); thisis an assuimption that | will obviously abandon, but it
is useful to reca how it works:

(8 a A mancamein: APCX[man(x) & came(x) & {x\d}‘p]
b. Hewhistled: Ap[whistle(d) & “p]
c. A mang camein. Hey whistled:
Ad[ApCX[man(x) & came(x) & {x\d} ‘p](“Ap[whistle(d) & *p](q))]
= Aq[X[man(x) & came(x) & {x\d}["*whistle(d) & “q]]]
= Aq[X[man(x) & came(x) & whistle(x) & {x\d}"q]]

Abstradion over assgnments (*) alows us to bring the freevariable pronoun into
the scope of the quantifier. The indefinite's trandation contains a state (=assgnment)
switcher {x\d}. This effedively asciates a freevariable d with the indefinite, though
uniike DRT, solely for binding purpases. When {x\d} is prefixed to a propastion p, it
sets the discourse marker d in p to the value of x, the variable bound by the edistential
quantifier. The pronoun ¢ets bound iff its discourse marker isd.

3. IDENTITY MAPS AND CROSSSENTENTIAL ANAPHORA: A FAIRLY
STATIC SEMANTICS

The simplest way to extend Jacohson's theory to crosssentential anaphora might be this.
Retain the DMG treament of A man came in. Assume that {x\d} makes d contextualy
sdlient. He whistled starts out as a property. Assmil ate the anaphoric use to the deictic
use and apply this property to d. From here on, proceal asin (8). This extension may be
viable, but it is not particularly interesting; | will not pursueit here.

In developing dternative acournts, we first observe that abstradion over
assgnments will not be needed in the combinatory framework. Whether pronouns are
interpreted as duplicaors or as identity maps, they are not free variables. Therefore,
bringing them within the scope of the intended binder is not an isaie.

Chierchia (1999 notes that on the pronouns as free variables view, the syntadic operation known as
reconstruction raises the same logicd problem as crosssentential anaphora. He argues that the fad that DMG
makes abstradion over assgnments ” available constitutes a major empiricd argument in favor of dynamic
semantics, as opposed to DRT. We see that the need for ~ vanishes in the variable-free combinatory
framework. Moreover, Szabolcsi (1997 points out that reconstruction being a sentence-interna processisin
fad easier in combinatory grammar than crosssentential anaphora (does not reguire binding on the fly). Thus



Sewnd, consider a rebradketing of (7), available due to the asciativity of the
categorid syntax:

(9) [Everyone thought] [Mary saw him]:
everyone Z-thought = AgOx[thought(gx)(x)]
Everyone Z-thought Mary saw him =
AgOX[thought(gx)(x)(AY[saw(y)(m)]) = Cx[thought(saw(x)(m))(x)]

Noticethat A man came in in (8) and the everyone Z-thought segment in (9) are quite
paralld: both contain (i) a quantifier, (i) a dot within the quartifier's sope for an
incoming clause, and (iii) a binding device that links a pronoun in the incoming clause
to the quantifier. In (8), the binding device is the state switcher {x\d} (aided by ~/*); in
(9), it is the cmbinator Z. The parallelism suggests that, with pronouns as identity
maps, crosssentential anaphora does not require aty macdinery beyond what is needed
for sentence-internal binding. Namely, not only ~/" is unrecessary, but also {x\d} can be
eliminated in favor of Z.

In other words, the basic assumptions of combinatory grammar make it possble to
trea sgnificant aspeds of non-c-command anaphora using a traditional, dtatic
semantics. In this resped, the present approach converges with Dekker's (1994 1999
2000. It is lessradicd than Dekker'sin that | crucidly retain that feaure of dynamic
semantics that sentences are interpreted as sts of possble ntinuations and
conjunction is interpreted as functional compasition. Dekker argues both for a static
notion of meaning and for dynamic conjunction to be aayzed as an ordinary form of
conjunction, with the seacnd conjunct interpreted strictly in the mntext of the first. To
what extent these goproaches can be unified is an important question that goes beyond
the scope of this note.

Sedion 4 develops the basic propaosal, to be labeled "binding built in", and shows
that it is in principle viable, but the combinatorics is overly complicaed. Sedion 5
therefore proposes a variant of it, one that does "binding on the fly". As a by-product, a
uniformly "disclosed" interpretation of indefinites emerges, which returns to some of the
intuitions of Heim--Kamp style DRT in the variable-free setting. This is discussed in
sedion 6.

4. CROSSSENTENTIAL ANAPHORA WITH “BINDING BUILT IN”

Asaime, with Jacobson, that pronouns are identity maps. Assume, with DMG, that
sentences are asociated with context change potentials. But, for the cntinuation, do not
use apropastiona variable p and a state switcher {x\d}, as in (8). Instead, use a

the choice between dynamic semantics and DRT should be based on considerations other than the use of
abstradion over assgnments.



propert;c1 variable with an argument bound by the indefinite's quantifier or the pronoun's
lambda

(10 A man came: A IX[man-came(x) & f(X)]
(11 A dog barked: A z[dog-barked(z) & (2)]
(12 He/She smiil ed: AfAy[smiled(y) & f(y)]

Here, the combinator Z comes built i nto the interpretations of indefinites and pronouns.
Its effed is different in the two cases, though In (10)-(11), f(x) and f(2) let the
indefinites bind pronouns; on the other hand, in (12), f(y) passes on the binding ability
of the pronoun's binder.

The interpretations given in (10)-(12) are invariant. Whether an indefinite adually
binds an incoming pronoun does not depend on its or the pronoun's interpretation. It
depends on how the two sentences are put together, spedficdly, on whether and how
they are Geaded before getting dynamicdly conjoined, i.e. composed (°); see the
detail ed discusson below.”

(13 A man; came. He smiled. (10)°(12)
MIX[man-came(x) & f(x)] ° AfAy[smiled(y) & f(y)] =
AgIX[man-came(x) & smiled(x) & g(X)]

(149 A man; came. She smil ed. GEACH(10)°IN-GEACH(12)
ArAvy[man-came(y) & r(v)(y)] ° Arazad[smiled(z) & r(z)(d)] =
AKAVOy[man-came(y) & smiled(v) & k(v)(y)]

(19 A man; came. A dog; barked. (10)°GEACH(11)
AIx[man-came(x) & f(x)] ° AravLy[dog-barked(y) & r(v)(y)] =
Artx[man-came(x) & [y[dog-barked(y) & r(x)(y)]]

Two problems might seem to threden the viability of this propcsal. First, it might
sean that if the indefinite ever needsto hind more than one pronounin one swoop, (10)-
(11) do not suffice and Ar X[ man-came(X) & r(X)(X)], etc. must be alded. But this need
adually does not arise. As Jacmbson (1999143) shows, the pronouns can be "merged”
first even in (16), where the two instances of him do not c-command ead other.

(16) A man; came. The woman who saw him; greeed him;.

After the completion of Szabolcs 1997h Paul Dekker (p.c.) kindly informed me that the core of
"binding built in" isthe same asaproposal in Zimmermann 1991 which antedates Jabson's theory.

GEACH and IN-GEACH are members of the Geach-family and dffer asto which argument sot of theinput

function is affected. The details are irrdlevant to us, athough the fad that such dstinctions need to be kept
tradk of is ©mewhat relevant, aswill be pointed out below.



The second problem stems from the fad that negation makes an indefinite in its
scope inaccessble for subsequent anaphora, but it does not affed a pronoun's ability to
passhinding on.

a7 A man; came. [I do] not [think that] a[ny] woman; saw him.
{ He gmiled. }
{ She;jwasbusy. }

This problem is lved by defining externally static operators that yield just the desired
result. DMG-style negation, see (18), would simply wipe out the mntinugtion variable
within the scope of the existential by appli caion to the tautologicd continuation T, and
place anew continuation variable outside the existential's scope. This may be replacel
by (19a), for the cae where the sentence ®ntains one indefinite axd one pronoun:

(19 NOTomc = AhAQ[=(h(T)) & q]
(199a NOT = AhAfAZ[=(h(AXAY.T)(2)) & f(2)]
b. not..awomansaw him=
NOT(AraxCy[woman(y) & saw(x)(y) & r(x)(y)])
= Maz[-Cy[woman(y) & saw(z)(y) & T] & f(2)]

The present proposal is very attradive in that it handles crosssentential anaphora
without any new binding trick. But it is time to admit that its combinatorics are very
costly. To seethis, let us consider how the threepatterns (13)-(15) come aout.

No application of Gead is cdled for when the old text contains n independent
dramatis personae (indefinites or free pronouns), and the incoming text contains just a
matching number of pronouns in a matching order, eat of them getting bound. (13)
presents such an unuwsualy happy situation, with n=1. Deviations in either diredion cdl
for applicaions of Gead. When the incoming text contains k pronouns that are not
getting bound right away, the old text needs to be Geaded k times; witness(14). Thisis
something we canot help; we inherit this diredly from sentenceinternal binding. What
happens to the incoming text is lesseasy to put up with. When the old text contains n
distinct players, its continuation variable is a n-placefunction. An incoming clause with
the n+1th new player (an indefinite or a pronoun that is not getting bound) must be
Geadted n times, to adjust its type, as in (14)-(15). In addition, the right subspedes of
Geat readsto be used, to ensure that arguments match up correaly.

Imagine now the rather typicd stuation in which a sentence like A dog barked is
added to along story that already contains one hurdred dstinct players. No hinding is
involved. Nevertheless the incoming sentence must undergo Gead one hurdred times.
This contradicts the intuition that, whatever the st of binding might be, a least the
addition of new playersto adiscourse should be dfortless

Of course, the dove mmplexities carry over to hinding whenever the match is not
aslucky asin (13). All in dl, the examplesin (13)-(15) are deceptively smple, becaise
they involve & most two distinct players.



In view of these problems, as well as the requisite redefinition of externaly static
operators, | will abandon the most straightforward applicaion of the sentence-internal
binding mechanism to the aosssentential case.

5. CROSSSENTENTIAL ANAPHORA WITH “BINDING ONTHE FLY”

The problems in sedion 4 stemmed from the fad that the continuation variable was an
n-placefunction, its arity encoding the number of players in the old text. To remedy
this, we try to make do with a @ntinuation variable of the plain sentential type. In this
regard, the propasal resembles DMG, but it continues to be static: our p is not avariable
over sets of assgnments.

The smplest thing would be to start with (20)-(21), and let al binding heppen in
the murse of dynamic conjunction, when the need arises:

(20 A man came: ApCX[man-came(x) & p]
(21 He/she smil ed: APAY[smiled(y) & p]

In other words, what we want is for a duplicaor to apply to A man came when a
pronoun in the continuation is anaphoric to it. Unfortunately, since x is bound in (20),
no duplicator can accessit. Thus, replace(20) by (22).

(22 Amancame:  ApAz[X[man-cane(x) & x=z & p]

This move fadlitates duplication, becaise we will now have two lambdabound
arguments. One is z in (22). The other will be introduced by the Gead rule that
welcomes any incoming pronoun (see(24a)). The result can urdergo duplicaion (24h),
and compases with the dause @ntainingthe anaphoric pronoun, as usua (24c).

Thus, the motivation for (22) liesin the fad that the extra agument place dows
the switch from "binding built in" to "binding on the fly". We canot help noticing,
however, that (22) is equivaent to (23).

(23 A man came: ApAZ[man-came(z) & p)

This fad has sme significance of its own, to be ommented on in sedion 6. For the
time being, we focus grictly on how anaphoraworks6

DUPLICATE is BW, amember of the dugicetor family.



(29) A man; came. He smiled. DUPLICATE(GEACH(23)) ° he-smiled

a  GEACH(23)
AGAY[ApAZ[man-came(z) & pl(ay)] =
AGAYAZ[man-came(z) & g(y)]

b. DUPLICATE(GEACH(23))
AAVIAGAYAZ[man-came(z) & g(y)I(F)(V)(V)] =
AfAv[man-came(v) & f(V)]

C. DUPLICATE(GEACH(23)) ° (21)
AQ[AfAV[man-came(v) & f(v)] (ApAy[smiled(y) & p](a)) =
AgAv[man-came(v) & smiled(v) & ]

In contrast to "binding built in", on the present setup both the old text and the incoming
clause are invariably of the form Ap[... & p] and can be smoothly composed. All that is
needed is alocal type adjustment: one application of Geach for each incoming pronoun,
whether anaphoric or not, as in Jacobson, and for each incoming indefinite, which are
now of the same type. Alongside (24), we have (25) and (26).

(25) A man came. A dog barked. GEACH(23) ° a-dog-barked

AA[AgAYAZ[man-came(Z) & g(y)](ApAv[dog-barked(v) & p](q)) =
AOAYAZ[man-came(z) & dog-barked(y) & d]

(26) A man came. Everyone smiled. (23) ° everyone-smiled

Ad[ApAZ[man-came(z) & p](Ap[Cy[smiled(y)] & p](a)) =
AOgAZ[man-came(z) & Oy[smiled(y)] & q] =

Turning to some details, | propose to compose Duplicate (here: BW) and Geach
(B) into a single operation, rather than applying them sequentially, as in (24). This is
necessary because, as things stand now, when Duplicate entersin (24b), it in fact has no
way of knowing which of the lambda-bound arguments are old "binder arguments' and
which are new "bindee arguments’. On the other hand, the one-step operation B(BW)B
knows which arguments have just been created for the sake of incoming pronouns. It is
therefore also generalizable to more complex binding patterns, without identifying
argumentsincorrectly:

(27) A man; met aboy;~i. Hej; smiled.
It is natural to observe that the one-step operation B(BW)B is nothing but Z. In

other words, we have come to a full circle: "binding on the fly" in (24) is performed by
conjunction interpreted as BBZ.



(28) A man came. He smiled. Z(23) ° (21) = BBZ(23)(21)

Likewise, an operation replicating Kamp and Reyle's (1993 summation for split
anteceadents can be defined as a singe mmbinator SUM applying to the old text before
dynamic conjunction. As K&R suggest, the sum individual is creaed only if it is needed
for anaphora.

(29 A man; met aboy;. Theyi.; hugged.

A man met aboy: ApAVAU[Man(u) & boy(v) & met(u,v) & p]
SUM: AMAGAY[F(g(x+y)) () (V)]

They hugged: ApAw[hugw) & p]

SUM(299) ° (2%c) =

AGAXAY[man(y) & boy(x) & met(y,x) & hugx+y) & d]

cooTo

6. INDEFINITES DISCLOSED
We have been led to interpret sentences with indefinites asin (30):

(30 A man came: APAZIX[man-came(X) & x=2 & p] =
ApAZ[man-came(z) & p)

Given the fad that the existential quantifier is now removed, and the manner in which it
is removed, (30) might be atly cdled "Existential Disclosure built in", cf. Dekker
1993

The resulting theory shares fedures with both Kamp--Heim style DRT and
Dynamic Semantics. The fad that our indefinites are not existentialy quantified makes
it a variant of DRT. On the other hand, our indefinites are not (sentences with) free
variables. Thisis an inescapable mnsequence of the variable-free @mbinatory setting.
Therefore, non-c-command anaphora is not a matter of coreference as in DRT; it
remains amatter of binding, asin Dynamic Semantics.

These observations indicate what further ingredients need to be alded. First, given
that A man came and He came are of the same format, some measure must be taken to
prevent the former from getting bound. This may be adieved by making a distinction
between the two sorts of property (in the spirit of Heim's (1982 novel/familiar
variables) and setting yp the grammar in such a way that Z-style cmombinators can only
capture the latter sort.

Semnd, atext containing indefinites needs to undergo existential closure under the
appropriate drcumstances. (i) when they fal within the scope of externdly static
operators, such as negation, universals, propcsitiona attitudes, and (i) when the
ultimate truth value of the text needs to be determined. In other words, the "downarrow”
operation of DMG that turns context change potentials into truth values will have two
versions, | incorporating existential closure to capture the relevant indefinites. The
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"uparrow" operation that supplies a new continuation variable will, of course, not
disclose those indefinites.

In this sirit, the context change patentials of the narrow and the wide scope
exigtentia readings of Everyone knew that a man came will be derived, roughy, as
follows.

(31 Everyone knew that aman came (0> [)

| o(erman-came) = CApAX[man-came(x) & p(T)) = Cx[man-came(x)]
knew that = ApAy[knew-that(p)(y)]

everyone knew that a man came = OJz[knew-that([x[ man-came(x)])(2)]
1 (everyone knew that a man came) =
AplOz[knew-that(Cx[man-came(x)])(2)] & pl

cooTo

(32 Everyone knew that a man came (0> [)

a.  GEACH(everyone)(GEACH(knew-that)(| (arman-came))) =
AyOz[knew-that(man-came(y))(2)]

b. 1 (A\yOz knew-that(man-came(y))(2)]) =
APAY[Oz[knew-that(man-came(y))(2)] & p]

The etraclausad applicaion of exigtentia closure thregens to produce
inappropriately wedk truth conditions in certain cases. Reinhart (1997 proposes to use
existential closure of choice function variables, as oppased to individua variables, to
solve this problem. Szabdcs (1997) paints out that the same problem can be handled
without invoking choice functions. The variables corresponding to indefinites need to
range over (snguar or sum) individuals constructed from the minimal witness &ts of
the generalized quantifier denoted by the indefinite.” This move has independent
motivation in the semantics of scope, laid out in Beghelli--Ben-Shalom--Szabalcsi
(1997 and explored in Szebolcs (1997). This leads to aur final modificaion of the
treament of indefinites:

(33 A man came: ApAp[came(p) & p]
where 1 ranges over individuals constructed from minimal witnesses of
the generalized quantifier denoted by a man, namely, singeton sets of
men.

This interpretation blends in smoathly with the ambinatory machinery outlined above,
because the binder and the bindee variables are of the same logicd type e. On the

7 A witness &t of ageneralized quantifier is an element of the generalized quantifier that isalso a
subset of the determiner’ s restriction (Barwise and Cooper 1981).

11



choicefunctiona interpretation of indefinites, pronouns might be rethought as involving
choice function variables;, a move that may have independent advantages or
disadvantages.

To summearize, the modificaions forced upon us by the needs of "binding on the
fly" lead to a semanticaly coherent treagment of indefinites?® It remains to be seen,
though, whether al the ingredients that are programmeticdly outlined in this sdion can
be implemented in a sufficiently smple way in the genera case.
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