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Abstract
Artificial Intelligence (AI) systems are ubiquitous. From social media timelines, video recommendations on YouTube, and 
the kinds of adverts we see online, AI, in a very real sense, filters the world we see. More than that, AI is being embedded in 
agent-like systems, which might prompt certain reactions from users. Specifically, we might find ourselves feeling frustrated 
if these systems do not meet our expectations. In normal situations, this might be fine, but with the ever increasing sophis-
tication of AI-systems, this might become a problem. While it seems unproblematic to realize that being angry at your car 
for breaking down is unfitting, can the same be said for AI-systems? In this paper, therefore, I will investigate the so-called 
“reactive attitudes”, and their important link to our responsibility practices. I then show how within this framework there 
exist exemption and excuse conditions, and test whether our adopting the “objective attitude” toward agential AI is justified. 
I argue that such an attitude is appropriate in the context of three distinct senses of responsibility (answerability, attribut-
ability, and accountability), and that, therefore, AI-systems do not undermine our responsibility ascriptions.
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1 � Responsibility gaps and the reactive 
attitudes

In this paper, I would like to address the fittingness of our 
reactive attitudes, as these apply to agent-like AI systems. 
My concern in this paper, therefore, is to see whether indi-
vidual preferences, in the form of the reactive attitudes, can 
be met with respect to our responsibility practices. What this 
entails is an investigation into the experiences that agents 
may have with technological systems, and whether certain 
demands made on artificial systems are fitting or not.

There has been an explosion of work in recently on the 
topic of responsibility gaps as these relate to AI systems [3, 
8, 14, 15, 17, 24, 26, 31]. Most of this work has focused on 
whether a responsibility gap might emerge due to special 
properties that AI systems might come to possess which 

pose a threat to our responsibility practices. In this paper, 
however, my focus will be concerned with whether AI sys-
tems might undermine responsibility in a broader, social and 
psychological, sense.

There are two reasons that motivate such an investigation. 
First, due to the fact that these sentiments are experienced 
by agents and not some objective property of the world, it 
behooves us to take seriously the way AI systems might 
influence this experience. Second, AI systems are becoming 
increasingly ubiquitous. From social media timelines, video 
recommendations on YouTube, and the kinds of adverts we 
see online, AI, in a very real sense, filters the world we see 
[28]. Whether that world is rose tinted or stained red ulti-
mately depends on what the algorithm thinks will maximise 
revenue for its owner in the best possible way. An important 
offshoot of this is that people will develop certain expecta-
tions from these systems, and may feel frustrated if these 
expectations are not met. Thus, I will investigate the so-
called “reactive attitudes”, and their important link to our 
responsibility practices. I will then show how within this 
framework there exist exemption and excuse conditions, and 
test whether our adopting the “objective attitude” toward 
agential AI is justified [25].
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1.1 � Justification

Trying to understand human intelligence has been a preoc-
cupation of our species that has proven rather fruitful. The 
more we understand how our minds work, the better we can 
treat, prevent, and cure disease and illness. Not only this, but 
there is the promise that might gain insight into the causal 
workings of our minds, which sheds further light on why we 
behave the way we do. Studying human intelligence involves 
analysing how it is that we perceive, predict, manipulate and 
understand the world around us ([20]: 1).

Of course, it would be well beyond the scope of this paper 
to say much more about human intelligence here, but it is 
worth keeping in mind as we canvass questions related to 
artificial intelligence. Artificial intelligence (AI) is “a cross-
disciplinary approach to understanding, modelling, and rep-
licating intelligence and cognitive processes by invoking 
various computational, mathematical, logical, mechanical, 
and even biological principles and devices” ([10]: 1). AI 
attempts not just to understand intelligent systems, but also 
to build and design them ([20]: 1). Thus, this paper can be 
seen as part of the project of attempting to understand what 
happens when AI-systems, designed in specific ways, are 
embedded in contexts that, under normal circumstances with 
human agents, would demand responsibility-responses.

An important component of AI ethics that I leave out, 
but which of course is incredibly important, has to do with 
how the data that drives these systems is created, curated, 
and deployed. Human beings are essential in this process, 
and they are the ones who make the morally important 
decisions of how to label datasets, what a ‘valid’ dataset 
looks like, and what counts as a proper use of the technol-
ogy in question. The harms of this can be widespread: from 
gender bias in hiring, racial bias in creditworthiness and 
facial recognition software, and sexual bias in identifying 
a person’s sexual orientation, we are awash with cases of 
AI systematically enhancing rather than reducing struc-
tural inequality (Buolamwini and Gebru [2]; Gebru [11]; 
Nyholm and Gorda [18]). For the purposes of this paper, 
however, I must restrict my analysis to AI-systems that 
are already embedded in various contexts, and from that 
perspective, evaluate how users might respond to them. 
This is not to ignore the important issues that I have raised 
above but is instead a pragmatic recognition that these 
systems are already out there, and so it makes sense to try 
and get a handle on their potential moral consequences.

When an AI system performs an action that results in 
some event that has moral significance (and where we would 
normally deem it appropriate to attribute moral responsi-
bility to human agents) it seems natural that people would 
still have emotional responses in these situations. This is 
especially true if the AI is perceived as having agential char-
acteristics, which might come about if the system is capable 

of, for example, interacting with its environment without 
human control. If a self-driving car harms a human being, 
it would be quite natural for bystanders to feel anger at the 
cause of the harm (at least initially, for example, before they 
discovered that it was a self-driving car). Bystanders might 
incorrectly direct their anger towards the driver of the vehi-
cle, who of course in this example does not exist. Upon dis-
covering this, and assuming that nobody thinks the car itself 
is a fitting target of anger, we are left with a worrying situa-
tion in which it seems our anger has no fitting target. While 
such a situation might not create a gap in responsibility, it 
might nevertheless leave those involved feeling unsatisfied 
at not having their preferences or expectations met. This has 
implications for the overall functionality of society, and so 
is worth investigating in further detail.

The question then becomes whether this anger is fitting 
or appropriate (when addressed towards the AI) given the 
nature of the entity that was the cause of the harm. For an 
emotion to be fitting is “to think there is a (pro tanto) rea-
son, of a distinctive sort, for feeling the emotion toward it” 
([7]: 108). Essentially, we are interested in whether there is 
a reason for feeling a certain way. When we say a response is 
fitting, we are in a sense endorsing the response in that situ-
ation ([6]: 747). Thus, for a reactive attitude to be fitting, it 
should be the case that we have “reasons to feel” ([7]: 116). 
However, because emotions have motivational tendencies, 
attempting to regulate them is only an indirect way to influ-
ence behaviour ([7]: 111). This means that simply because 
we have determined that a given emotion (e.g., anger) was 
unfitting, does not necessarily mean that the agent will sud-
denly stop feeling it.

Many experts interested in the question of responsibility 
start their investigation by granting that we ought to (in the 
future, at least) extend some form of moral consideration 
to AI-based systems, and that this possibility motivates an 
investigation into responsibility [1, 4, 5, 12, 19, 21, 24]. 
However, I aim to bracket this question and instead argue, 
in a similar way to Coeckelbergh [5], that our responses to 
these systems matter, morally speaking. In my case, how-
ever, I do not mobilize an argument in favour of moral con-
sideration of robots or AI, but am instead motivated by more 
pragmatic questions concerning the overall functioning of 
society.

My concern in this paper is not with whether there is a 
responsibility gap with respect to AI in a strict, or narrow, 
philosophical sense. Rather, the question I want to con-
sider here is how an AI-based system might justifiably be 
exempted from responsibility altogether. That is, I want to 
investigate responsibility in a broader sense, which might 
not necessarily turn on a conceptual analysis of responsibil-
ity, but depends importantly on our natural sociality as a 
species. The question then becomes why our reactive atti-
tudes are unfitting when directed towards AI systems. What 
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would constitute a justified suspension of our responsibility 
practices to that specific (AI-based) system? Having clarity 
on this matter will provide further evidence that our respon-
sibility practices are not undermined by agential AI. Next, 
I will delve into some more specifics with respect to the 
Strawsonian account of moral responsibility.

2 � Strawson and the reactive attitudes

In his influential Freedom and Resentment (1962) Straw-
son makes the compelling case that “traditional” ways of 
going about justifying our responsibility practices get things 
exactly backwards. Instead of looking toward objective or 
external conditions that need to be met in order for people 
to be morally responsible, we should look inwards, towards 
our actual practices of holding one another responsible. 
This ‘looking inwards’, however, should not be confused 
with introspection. That is, I do not mean to suggest that 
we ground moral responsibility in introspective states, but 
rather that we look towards how our emotions come to figure 
in our social practices. Thus the distinction between internal 
and external, as I use the terms here, simply refers to the 
direction in which we ought to look for our grounding of 
moral responsibility. That is, ‘internal’ refers to a pragmatic 
metaphysics, whereas ‘external’ refers to a more structured, 
conceptually dense, metaphysics. For now, back to Strawson.

When we understand responsibility in this way, accord-
ing to Strawson, we find that our “reactive attitudes” (such 
as resentment) are constitutive of these practices, and not 
merely inconsequential aftereffects [33]. This pragmatic 
approach sidelines discussion of free will or whether our 
world is deterministic by accounting for all of our responsi-
bility responses in terms of the reactive attitudes.

Strawson begins his analysis by focusing on a specific 
class of emotions—what he calls the reactive attitudes, 
which he argues play a constitutive role in the way we hold 
one another morally responsible. Strawson believes that 
these emotions are the bedrock upon which our practice of 
holding responsible rest, and that this is due to a natural 
disposition shared by all human beings to care about what 
others think of them. In Strawson’s own words, this comes 
about because of the

“very great importance that we attach to the attitudes 
and intentions towards us of other human beings, and 
the great extent to which our personal feelings and 
reactions depend upon, or involve, our beliefs about 
these attitudes and intentions (1962: 3)”

When we add interactive technology to this equation 
something interesting happens. Namely, the possibility 
is raised that our personal feelings and reactions come to 
be attached not just to human beings but also to artificial 

systems. This is not to say that these systems have the same 
moral status as human beings, but that humans, in their 
interactions with these systems, might still come to expect 
certain things from them, and should these desires not be 
fulfilled, might be disappointed or confused at such an out-
come. And sure enough, people already (a) come to form 
attachments to technological devices, and (b) these devices 
are being designed in ways that explicitly promote such 
attachment. Think of PARO, the therapeutic and interac-
tive robot, designed to provide comfort to those in nursing 
homes or hospitals.1 Patients in the presence of such robots 
are encouraged to develop attachments to them, and this 
might lead to certain expectations. For example, consider 
this quote from the PARO website: “By interaction with 
people, PARO responds as if it is alive, moving its head and 
legs, making sounds, and showing your preferred behaviour. 
PARO also imitates the voice of a real baby harp seal.” It 
only seems natural that people would develop attachments to 
such entities. And again, this is independent of their “actual” 
moral status.

Seeing as these reactive attitudes are a product of our 
natural sociality, an extension of this way of thinking is to 
consider how we feel when others have done something 
blameworthy or praiseworthy. In such cases, it seems that 
these individuals have gone beyond some expectation we 
have of them. Specifically, we judge their quality of will to 
have been supererogatory (or poor, depending on the kind of 
action). In other words, we have a belief that some or other 
expectation that we hold another to has been exceeded or 
breached (Wallace [32]: 11). This is essentially an evalua-
tive stance that we adopt to others. To take such a stance is 
to believe that should some expectation be violated (even 
hypothetically) it would be appropriate for us to feel these 
emotions we call the reactive attitudes (resentment, guilt, 
etc.). Again, essential to Strawson’s account is that our reac-
tive attitudes are sensitive to others quality of will towards 
us, as this is realized outwardly in their behaviour ([22]: 7).

Strawson’s theory is that our responsibility responses and 
our non-responsibility responses can be captured by appeal-
ing to the quality of an agents will. For example, imagine 
that Liana is on a flight and the plane encounters turbulence. 
In one scenario, the person sitting next to her spills a drink 
on her, due to the effects of the turbulence. In a second sce-
nario there is no turbulence, but the same outcome occurs 
(Liana is covered in coffee). However, in this case, the per-
son next to her makes eye contact, smirks, and then pours 
their drink on her. In the first case, resentment is inappropri-
ate as the agent who spills the drink has no intention to cause 
harm, and so they have not violated any demand we may rea-
sonably expect of them. In the second case, however, we are 

1  See http://​www.​paror​obots.​com/.

http://www.parorobots.com/
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justified in our feelings of resentment, due to the poor qual-
ity of will they display. Their intention was clearly to mess 
coffee on a fellow passenger, and this renders resentment 
appropriate as a judgement of the poor quality of the agents’ 
will. This, therefore, explains our responsibility responses 
to poor quality of will, but what about our nonresponsibility 
responses, cases where we suspend our reactive attitudes.

In the case above where turbulence causes the drink to 
spill, we agree that it is not problematic that there is nobody 
to hold responsible. Our nonresponsibility responses are jus-
tifiably redacted, given that the cause of the mess was not 
an intentional agent. However, in the case where the person 
intentionally messes their drink, we do indeed want to make 
an ascription of responsibility, and any successful theory 
of responsibility should be able to explain why this is so. 
Additionally, there is more than one way in which a redac-
tion of our responsibility responses may be cashed out. In 
later section I will go into this in more detail, but for now it 
is enough to note that depending on whether we are dealing 
with abnormal circumstances (such as turbulence) or abnor-
mal agents (such as small children), we may be justified in 
suspending our reactive attitudes ([22]: 8). Cases such as this 
are especially important considering their direct bearing on 
questions of responsibly-gaps. As I will argue, AI systems 
meet various exemption conditions.

3 � Exemptions and excuses

In what ways might we find an agent to be an “unfitting” 
target of our reactive attitudes? There are two main ways 
we can think through this question: by considering cir-
cumstances or diverse agential conditions. Let us look at 
exempting circumstances first. Consider an example bor-
rowed from Bernard Williams [34]. He asks us to imagine 
that a lorry driver “through no fault of his, runs over a child” 
([34]: 28). Here, it is clear that the cause of the moral harm 
is the lorry driver, but we would not expect the parents of 
the child or anybody else to blame him or hold him mor-
ally responsible for the death of the child. We acknowledge 
that there are circumstances beyond our control that come to 
have an influence on our status as moral agents. In this exam-
ple, the agent who caused the accident cannot be blamed 
for having done so. Importantly, however, even in this case 
we expect the driver to experience remorse or regret at his 
involvement in this tragic event. He might apologize to the 
family, try and console them, etc. We might also expect him 
to experience agent-regret, by holding himself responsible 
([26]: 4). Thus, even though we do not find him responsi-
ble in the accountability sense, it seems reasonable that we 
expect him to feel remorse.

In the example above, we find that the driver is excused 
from responsibility. These are known as “type-1 pleas”. In 

such a case, a moral harm has been committed, and although 
the lorry driver is the cause, type-1 pleas “tend to suspend 
our reactive attitudes for some particular injury in virtue of 
blocking any connection between their agents’ behaviour 
and their qualities of will” ([22]: 8). The focus is on the 
particular circumstances in which the agent is embedded, as 
opposed to any fault in the agent. In these cases, we do not 
question whether the agent is a full moral agent or not, but 
rather we judge the circumstances in which the agent was 
embedded to be of such a nature as to provide a reason for 
a suspension of our reactive attitudes. However, there are 
cases where the capacity of the agent is indeed called into 
question, and these are known as type-2 pleas.

Type-2 pleas are concerned with situations in which we 
have unproblematic circumstances, but abnormal agents who 
are exempted from responsibility ([33]: 232). With type-1 
pleas, agents are excused, but their having the capacity for 
moral agency is not in question. With type-2 pleas, how-
ever, it is the very nature of the agent that is called into 
question. In these cases, we acknowledge that some moral 
agents are exempted from our usual responsibility prac-
tices [22]. Examples include our treatment of psychopaths 
[16, 29], those with morally deprived upbringings, or chil-
dren. In each of these cases (and there are many more), it is 
claimed that our usual responsibility practices are unfitting, 
given the constitution of the agent under review. When we 
exempt agents, however, what exactly are we doing? It is 
all very well to say that we suspend our usual responsibility 
responses, but what do these consist in?

3.1 � The objective attitude

In exemption (or type-2 cases) we adopt what Strawson 
terms the “objective attitude”, which commits us to treat 
agents “as creatures who cannot deserve praise or blame” 
([23]: 323). Essentially, these agents become worthy of 
consideration in terms of social cohesion: we hold them 
“responsible” in ways that maximise social utility, as 
opposed to treating them as genuinely responsible agents. 
Take the example of small children: we punish them not 
because we think they are really “deserving” of punishment, 
but rather because we believe that such “punishment” will 
serve a useful purpose in their moral development. This 
punishment is independent of whether they “deserve” to be 
punished. Children, and small children especially, are in the 
process of developing, both morally and cognitively, and our 
holding them responsible is a pragmatic decision which aids 
in this process. In a sense, then, we regard them as natural 
objects, who are not fully morally responsible for their char-
acter or behaviour (yet!). Our “punishing” them comes not 
from considering whether they deserve it or not, but rather 
from considering the potential consequences of not doing so.
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Spooling back the reel to type-1 and type-2 pleas, as 
these apply to AI, it seems as though type-2 pleas are the 
ones at issue. Specifically, when we find a machine to have 
performed some moral or immoral act and attempt to hold 
it responsible, we find that it is the wrong kind of agent to 
be a fitting subject of our responsibility ascriptions (at least 
for now).2 I have already shown that this does not lead to a 
“gap” in responsibility, but establishing this does not tell us 
in which cases AI should be exempt from our responsibil-
ity practices wholesale. That is, while there might be no 
responsibility gap in a strict, philosophically narrow sense, 
this does not preclude such a gap emerging in a broader, 
social sense.

It might still be natural to feel angry at a self-driving car, 
or, at the very least, to feel angry that there is nobody to 
legitimately blame, and so now I will investigate the justi-
fications we may have for suspending our reactive attitudes 
(and therefore adopting the objective attitude) in the face of 
agential AI systems. Due to the pluralism of responsibility, 
there may be marginal cases, where we show ambivalence 
in our treatment of agents. This occurs in our treatment of 
natural moral agents, and so I will first provide some detail 
as to how this “responsibility from the margin” plays out 
with respect to humans, and then apply it to AI [22].

4 � The tripartite account of responsibility

According to the Strawsonian account above, our respon-
sibility and non-responsibility responses are always a 
response to an agent’s quality of will. However, as argued 
by David Shoemaker, having a “pure” interpretation of will 
fails to account for our ambivalent responsibility responses 
in many marginal cases. Consider the case of psychopaths. 
On the quality of will story, some might say that psycho-
paths are excused from our responsibility responses, due 
to them being incapable of having a proper quality of will 
(due to their cognitive or emotional impairments). But 
even if this is true, it still seems that we respond to the hor-
rible behaviour of psychopaths with disdain or contempt, 
and these do seem to be responsibility-responses. So what 
is going on here? According to Shoemaker while we do not 
hold psychopaths responsible in the accountability sense 
(by, for example, realizing that resentment might be inap-
propriate given the empirical reality of psychopathy), we 
can still hold them responsible in the attributability and 
answerability senses of responsibility ([22]: 15).

Even though we might exempt psychopaths from 
accountability, we still believe them to be deficient in their 
character (attributability) and we expect them to be able 

to provide reasons or justifications (answerability) for the 
actions they have performed. To claim that all our respon-
sibility practices flow from only an agent’s quality of will, 
therefore, is too narrow. We are sometimes ambivalent in 
our responses, which means that we often have a combina-
tion of attitudes that might be in tension with one another 
towards the same agent, and this is especially true in the 
case of psychopaths (and those with poor formative cir-
cumstances). It does seem that some of our responsibil-
ity practices are justified, while others are not. Thus our 
responsibility responses can take various, distinct forms, 
to unique agential conditions. This is especially illuminat-
ing in the case of AI systems, as a key question is whether 
such systems are agential “enough” to exclude them from 
our responsibility practices. That is, is their responsibility 
mitigated or are they exempt? In the next section, I will 
explore these two questions and see what light it might 
shed on our relationship to AI.

5 � Exempting and/or including AI

5.1 � Attributability

Responsibility as attributability is usually focused on our 
responses to the faults or excellence of others ([22]: 38). 
The standard pairing of reactive attitudes here is admira-
tion and disdain. However, while I might “admire” Table 
Mountain in Cape Town, this does not seem to track the 
kind of admiration that is going on in our responsibil-
ity responses. Admiration, in the responsibility sense, is 
concerned with the quality of the character of the agent 
in question. Our admiration of an agent seems to consist 
in a positive evaluation of who they are and what they 
stand for. Conversely, we might feel disdain towards an 
agent. Here we would be tracing their actions and attitudes 
to some fault or vice in their character. Importantly, in 
both admiration and disdain, there are conditions under 
which it would be inappropriate to attribute certain aretaic 
responses to an agent. For example, if your partner is usu-
ally very caring and considerate, but has recently come 
under a lot of stress at work leading them to snap and 
raise their voice at you, you would not disdain them. Their 
outburst would be out of character, and thus would not 
be reflective of the values that they really stand for ([22]: 
42). These values, as hinted at above, would be linked to 
the agents’ cares and commitments, as expressed in their 
attitudes. For an agent to be attributability-responsible for 
an attitude of theirs, therefore, it must be the case that this 
attitude expresses some part of the agents’ cares, commit-
ments, or “commitment clusters” ([22]: 59). As I argued 
previously, however, machines and currently existing AI, 2  This would be the case for both our blaming and praising practices.
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however, cannot be said to “care” about anything. They do 
not have character in the sense required, as the values they 
“stand for” (if any) are a function of those natural moral 
agents who designed and deployed them. While we often 
make such aretaic judgements about artifacts (“why won’t 
my car start! It’s clearly doing this on purpose”), we know 
that such attributions are incoherent (and therefore not fit-
ting), and the same is true for such sentiments towards AI.

5.2 � Answerability

Responsibility as answerability is concerned with quality of 
judgement ([22]: 65). Here the associated reactive attitudes 
would be regret or pride. Normally, these sentiments are 
experienced by the agent over some decision they may have 
performed. In the case of regret, the typical thought would 
be something like “if only I had done otherwise”, with a 
certain action tendency towards changing how one came 
to the faulty decision in the first place and improving one’s 
decision-making in the future. In the case of pride, we would 
have the inverse, with the associated thought something 
like “I did the right thing”, with an action tendency towards 
maintaining the kind reasoning process that led to the good 
decision ([22]: 66). How exactly might AI be exempted from 
our responsibility responses in this case? The reason for this 
exemption is that AI based systems cannot engage in the 
right kind of reasoning.

One way to deal with this problem can be found in the 
push towards explainable AI (Van de Poel [30]). Explainable 
AI here can refer to a number of things, but it essentially 
means that, when designing AI systems, they ought to be 
created in such a way that should we wish to investigate the 
system, we would be able to trace the causal mechanism by 
which it came to decide on a particular course of action. 
This is no easy task, especially for deep learning algorithms 
“which are developed with the goal of improving functional 
performance. This results in algorithms that fine-tune out-
puts to the specific inputs, without giving any insights on 
the structure of the function being approximated” (Dignum 
[9]: 88).

However, certain AI systems (for example, medical 
diagnostic tools) come to feature in the judgements made 
by human beings. Doctors might recommend a particular 
course of action based on the “advice” given to them by an 
AI. Does this “advice” constitute a kind of judgement? Not 
at all. Due to AI not having the ability to do anything more 
than provide technical explanations for its behaviour, they 
do not have judgment at all, and so asking questions about 
the quality of their judgement is a non-starter.

While of course these technical explanations can come to 
feature in the judgements of human agents who evaluate var-
ious algorithmic systems, there is no gap in responsibility, 

and to think there is would be kind of category mistake. 
When we talk about explanations (with respect to algo-
rithmic systems) what we are interested in is a transfer of 
knowledge from the system to some human agent (usually, 
an expert in the relevant field), who can then make proper 
use of the information. Explanations depend on the system, 
and merely describe what is going on. Thus we can see such 
explanations as being, in a sense, intrinsic (Henin and Le 
Métayer [13]). Justifications, on the other hand, are extrin-
sic, in that our evaluation of them is dependent on whether 
they are appropriate or not, and to do so we make appeals 
the concepts and theories that are outside of the algorithmic 
system itself (Henin and Le Métayer 2021). For example, 
with respect to the rule of law, we not only require explana-
tions but also justifications that are deemed legitimate within 
that particular context. This is not to say that all justifica-
tions even require an explanation. It is possible to have a 
justification that makes no mentioned of the underlying logic 
of a specific AI system, just as explanation by itself does 
not imply justification. These systems are thus exempt from 
our answerability responsibility practices, even if they come 
to inform how such practices might apply to natural moral 
agents (in the form of AI systems being sources of various 
forms of information).

However, due to the ubiquity of AI systems (as noted ear-
lier), we find ourselves consistently interacting with them. 
And so the line of thought I want to investigate is whether 
we might not demand justifications from them, but perhaps 
more modestly, simply “answers”. Now, as I have detailed, 
AI cannot form judgements and therefore provide justifica-
tions for their actions. Nevertheless, might there be a sense 
of what Daniel Tigard calls “technological answerability” 
that machines could achieve (2021)? Technological answer-
ability is “a capacity in technological systems for recognizing 
human demands for answers and responding accordingly” 
([27]:10). What Tigard aptly suggests is that “given the 
increasing ubiquity of sophisticated technologies in our daily 
lives and the fact that we might not be able to discern rea-
sons for a system’s behaviour, efforts to increase technology’s 
answerability might solve some problems, even if it creates 
others” (2021: 5). Such “answers” could be very simple. For 
example, you might be coming to the end of a particular 
show on Netflix, and as such the platform helpfully suggests 
other shows you might be interested in. There might be many 
causes as to why you received this list of shows, including but 
not limited to your past viewing history, corporate sponsor-
ship deals Netflix might have, the probability that you will 
binge the shows, etc. Now, a call for technological answer-
ability would simply demand that the system, should you as 
a user query it, be able to provide this information. This need 
not be some detailed technical explanation at the level of how 
the algorithmic system works, but rather some information 
that helps the user understand the immediate cause of the 
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system’s output ([27]: 13). Such “answers”, therefore, need 
not be satisfactory from the perspective of moral responsi-
bility but rather from the perspective of human psychology. 
Such a design requirement might also reduce the perceived 
threat of responsibility gaps if people are indeed satisfied 
by these answers. Of course, on the flip side, this also raises 
worries about deceit: it is entirely plausible that companies 
would provide answers satisfying to human psychology to 
gloss over important ethical issues in the design of their sys-
tems. However, my point here is not to argue in favour of 
such answerable machines, merely to posit the possibility, 
and how this might influence our responsibility practices. 
Next I turn to responsibility as accountability.

5.3 � Accountability

The associated reactive attitudes here are usually resentment 
or indignation, as this is the way Strawson famously framed 
his argument. Resentment is what I feel towards you for hav-
ing slighted me, whereas indignation is what I feel on behalf 
of another who I believe has been slighted. These two can 
therefore be understood together, as they essentially involve 
a reaction to a perceived instance of poor treatment. In my 
discussion, therefore, I will instead make use of the language 
of “agential anger” to capture both resentment and indigna-
tion. Framing the discussion in terms of agential anger also 
has some conceptual upsides.

When my phone goes on the fritz I often get angry at 
it. Why? Well, perhaps my anger is due to the frustration 
of some goal I had in mind when using my phone. Maybe 
I wanted to buy the latest running shoes (helpfully recom-
mended to me by my choice of digital oligarch on their 
mobile application) but just as I wanted to place my order, 
my phone reported an error, and I subsequently missed out 
on the special. I had a goal, and my phone frustrated my abil-
ity to achieve that goal. My anger, on this account, might be 
justified (in the sense that I really did want those shoes and 
my phone was the reason I now cannot get them) but would 
my anger also be fitting or legitimate? If the object of anger 
is goal frustration, then it seems my anger is fitting. How-
ever, as noted above, we are concerned here with agential 
anger. Agential anger is not merely about goal frustration 
but has an action tendency that motivates those experienc-
ing it to take revenge or retribution against an agent. Thus, 
agential anger towards my phone is absurd because it would 
make no sense to take revenge on my phone for what hap-
pened. While it might be cathartic to throw the phone against 
the wall or on the floor, the phone is not an agent in the 
appropriate sense, and is thus not a proper target for such 
responses. In the case of AI, then, it is not enough that we 
merely feel angry at these systems, our anger must also be 
fitting. If it is not fitting, then we need a justification for why 
we ought to suspend our reactive attitudes.

The question now becomes what exactly agential anger 
is responding to. That is, what might render it reasonable to 
suspend our agential anger? The most plausible story here 
is that when I get angry at another agent “I am lodging some 
sort of complaint or demand”, where I consider the agent 
in question to have failed to consider the potential conse-
quences of their intentional action ([22]: 93). Fitting anger 
is therefore a response to poor quality of regard in an agent 
([22]: 112). Regard here refers to the ability of an agent to 
weigh and take into account the interests of others. As cur-
rently existing AI systems lack the ability to weigh interests 
in this way, they cannot display poor quality of regard and 
are therefore exempted from responsibility as accountability.

However, responsibility as accountability is unique out 
of these three senses of responsibility in that it has a built-in 
confrontational element ([22]: 87). That is, the agent who 
has been slighted should be able to explain why they feel 
hard done by, and the agent who is being held to account 
should be able to understand and appreciate that they have 
done something wrong. This feature of accountability can be 
seen in the example of psychopathy outlined earlier: due to 
psychopaths lacking the ability to appreciate why what they 
have done is wrong, they are exempted from responsibil-
ity as accountability. In other words, their inability to take 
up the normative perspective of those they have harmed, 
due to the type of agents that they are, exempts them. Simi-
larly, advanced AI systems are also incapable of taking any 
form of “perspective” and are also exempted. Naturally, the 
question of whether AIs could be phenomenally conscious 
rears its head. However, for my purposes, it is enough that 
none are conscious yet. The further metaphysical question of 
whether or not they could be is not one I aim to settle here, 
nor does it have much bearing on my argument.

6 � Conclusion

My aim in this paper was to address the topic of responsi-
bility gaps form a broader perspective. I have shown that 
while AI-based systems certainly threaten our responsibility 
practices, they do not undermine them. Specifically, I argued 
that in each sense of responsibility, we can appreciate the 
risks posed by AI systems and attempt to safeguard against 
them. By bringing standard work in moral philosophy, such 
as that of Strawson, to bear on questions related to AI, I hope 
to have shown that there is still much that can be gained 
from traditional philosophical concepts, especially as these 
are applied to novel and emerging technologies. The upside 
of the argument I have presented is that it does not neces-
sarily turn on any demanding metaphysical questions, and 
instead offers a philosophically robust pragmatic approach 
to demanding normative questions in the ethics of AI.
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