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Chapter 1

Introduction

This project attempts to answer a question posed byWilfried Sieg: �Can one give
a category theoretic characterization of accessible domains?� [78, p. 372] [86,
p. 245] To properly answer this question and attribute any signi�cance to such an
answer, we must �rst discuss both the mathematical history and philosophical
issues that motivate Sieg's question. Of course, we will also have to say what
`accessible domains' are and why their category theoretic characterization is
desirable. This introduction will outline the signi�cance of this question.

There are two related roots to Sieg's considerations that are particularly
salient from the perspective of this dissertation. The �rst is the emergence, es-
pecially in the late 19th century and early 20th century, of structural axiomatics
in mathematics. This idea shaped the way mathematicians conceived of their
subject, especially in the context of the burgeoning logic of that time. Con-
cepts were given structural de�nitions and reasoning with these de�nitions was
increasingly regulated in formal and quasi-formal ways. Examples of such struc-
tural de�nitions include the axiomatizations of a group, ring, and Dedekind's
formulation of simply in�nite systems. Because the de�nitions are `structural',
they are indi�erent on whether such a system exists at all, which we will discuss
shortly. David Hilbert's view built on the introduction of structural de�nitions,
combining the axiomatics characteristic of his Grundlagen der Geometrie with
the later exploration of logic via Principia Mathematica to arrive gradually at
formal axiomatics and his �nitist consistency program. The second root of
Sieg's considerations builds on this synthesis of structural mathematics and for-
mal logic in Hilbert's thought and is expressed by an analysis of reductive proof
theory as a partial ful�llment of Hilbert's �nitist program.

The emergence of structural axiomatics gave mathematicians a way to deal
with systems of mathematical objects in a rigorous way, making structural fea-
tures precise and analogies between various structures systematic. Some exam-
ples of structural concepts are those of group, ring, and �eld, but also topological
space and Euclidean geometry (in the Hilbert style). We see a particularly sig-
ni�cant shift in Dedekind's thought towards this view in Was sind und was
sollen die Zahlen? where he introduces the structural concept �simply in�nite
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6 CHAPTER 1. INTRODUCTION

system� to characterize the natural numbers. However, this was not the intro-
duction of particular objects to be studied, but a concept under which many
di�erent systems of `natural numbers' may fall. Then, in this case, Dedekind
proved a metamathematical result: all simply in�nite systems are isomorphic.
Indeed, they are canonically isomorphic, as the isomorphism is based purely on
the build-up of elements in the simply in�nite systems. This is not an incidental
feature�it will play a signi�cant role in what follows; more will be said about
this below.

When we introduce concepts, like that of a simply in�nite system, the ques-
tion arises whether there is any system falling under it. That is, is the concept
even coherent, allowing the exempli�cation of each aspect of the concept in a
single system? The notion of consistency via `models' was to provide the answer
to this question. To show a concept is coherent, you exhibit a system falling
under it. If your concept contains internal contradictions, the thinking goes,
you will not be able to �nd or construct such a model, as no actual system can
have contradictory features.

The system that Dedekind gives is, for him, purely logical. That is, it rests
only on the laws of thought. However, it becomes quickly apparent that this
system is not obtained by a standard mathematical argument and that we may
have quite justi�ed worries about its speci�cation. This very problem can be
seen also in Kronecker's criticism of the introduction of the general concept
of irrational numbers. In that case, the mathematical `model' Dedekind gives,
that of cuts, requires strong set-theoretic principles that may be inadmissible
from certain constructive perspectives and mediation between such perspectives
then becomes a relevant question. How are we to know when these perhaps
`problematic' principles have been used and how are we to know what counts
as a proof of consistency when the process of giving models follows no strict
mathematical criterion? Indeed, Sieg states that at �the heart of the di�erence
between these foundational positions is the freedom of introducing abstract
concepts � given by structural de�nitions�[81, p. 11].

The `semantic' notion of consistency (e.g. Dedekind's `logical' model of in-
�nite systems and Hilbert's arithmetical model of Euclidean geometry) was re-
vised in Hilbert's Heidelberg lecture [100, p. 130] to be syntactic in kind. A ma-
jor step towards the �nitist consistency program was the recognition, by Hilbert
and Bernays, that logic too could be axiomatized, as in the pivotal lectures given
in 1917/18 [35, p. 35]. The joining of the contemporary logic of Principia and
the contemporary structural mathematics is expressed in Hilbert's articulation
of formal axiomatics that calls for precise concepts and regulated inference. In
describing Hilbert's view, Bernays [24] suggests a re�ned joining of the logi-
cal, with its strict formalization of inference, and the constructive, replacing
the `transcendental' assumption of mathematical existence with constructions
grounding proof theoretic investigations. Hilbert and Bernays gradually arrived
at the �nitist consistency program that was to �achieve a structural reduction
for ever more encompassing parts of mathematics to a �xed, elementary, and
meaningful part of itself� [81, p. 17]. However, with the publication of Gödel's
incompleteness theorems, speci�cally the second theorem, this program was seen
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to be untenable as stated. There is no �xed, elementary (weak) system contain-
ing enough mathematics for metamathematical work that can be used to prove
the consistency of theories like number theory or analysis.

But the proof theory that originated in Hilbert's �nitist program remained
and indeed �ourished after the so-called demise of this program. Giving up the
unsustainable notion of �absolute consistency�, i.e. consistency relative to a sin-
gle, philosophically distinguished framework, proof theorists proved important
and interesting results of relative consistency between various systems. The in-
teresting results that Sieg points to in the context of our motivating question
include the reductions of PA to HA and (Π1

1 − CA)0 to IDi
<ω(O) [27].1 These

results show a mathematically precise relationship between parts of classical
mathematics and parts of constructively acceptable mathematics. Sieg gives a
decisive account of the value of these reductive results saying that they

are to relate two aspects of mathematical experience�namely, the
impression that mathematics has to do with abstract objects ar-
ranged in structures that are independent of us, and the conviction
that the principles for some structures are evident, because we can
grasp the build-up of their elements. [84, p. 274]

The importance of such a relation between two important aspects of mathe-
matical experience is plain: it subverts an extremal view of the philosophy of
mathematics. This extreme view would take the constructive and classical as
diametrically opposed and irreconcilable. But as Sieg argues, the classical and
constructive views emphasize di�erent and related aspects of mathematical ex-
perience. This can be seen as a generalization of Hilbert's program. We don't
privilege any single part of mathematics (i.e. the �nitist part), but instead
look to ones with a generally constructive character. To put it another way, we
replace the restriction to a single part of mathematics to the restriction to a
certain sort of mathematics. In that open-ended way, Sieg argues, we gain �a
deepened understanding of what is characteristic of and possibly problematic
in classical mathematics and what is characteristic of and taken for granted as
convincing in constructive mathematics� [79, p. 4]. That is, we gain a sharper
understanding of the relation between two broad conceptions of mathematics,
which are clearly both important parts of mathematical experience.

Let us turn to examining what is meant when we said that the generalization
of Hilbert's �nitist program argues for privileging a certain `sort' of mathematics.
The sort of mathematics intended has a generally constructive, or generative,
character. In the second example of a philosophically interesting reduction, that
of (Π1

1 − CA)0 to IDi
<ω(O), the system IDi

<ω(O) has a particular shape: it is
a theory of inductive de�nitions, of specially generated structures, namely the
�nite constructive number classes. Only (iterated) inductively de�ned classes of

1See for example the detailed discussions in [75] and [14]. These sorts of reductive results
are discussed in detail in [80] and there the continuity of such investigations with Hilbert's
�nitist program is highlighted. That is, the interest in isolating the principles used and needed
for branches such as classical analysis and the discovery of constructive principles that su�ce
for much of this classical �eld [82, p. 160].
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natural numbers are studied. One classical way to consider such classes comes
from Dedekind in his de�nition of a chain of a system a that is de�ned `from
above' by intersection: ⋂

{x | a ⊆ x and f [x] ⊆ x}

with respect to some mapping f . We think of the chain of a as the smallest
set containing a that is closed under the function f . Another classical way to
consider these inductively de�ned classes is `from below', approximating the
class using unions over the natural numbers. As an example, the chain of a can
be considered as having been obtained by all �nite iterations of f on the set a,
illustrated by the cumulative sequence

a a ∪ f [a] a ∪ f [a] ∪ f [f [a]] · · ·

or more compactly, the chain of a can be shown to be equal to⋃
n

a ∪ fn[a].

We see in [38] how the i.d. classes of natural numbers are easy to work with
because they admit of proof by induction and de�nition by recursion. These
are not mere conveniences, but epistemologically signi�cant features of the i.d.
classes and will support a generalization of �nitist mathematics. However, a
generalization will only succeed if the special epistemological status of �nitist
mathematics is analyzed. From comments made by Bernays (e.g. [26]) with the
analysis and expansion due to Sieg in [84], we are interested in moving from
inductively de�ned classes of natural numbers to more general structures, while
still retaining the epistemologically signi�cant parts of natural numbers. We
�nd an extremely broad view of i.d. classes in [1].

Parallel to the above, an i.d. class can be viewed from several perspectives.
Most basically, we think of them as the smallest set closed under some rules.

De�nition 1.1. A rule is a pair (X,x) where X is a set, called the set of
premises, and x is the conclusion. If Φ is a set of rules, called a rule set, then
a set A is called Φ-closed if each rule in Φ whose premises are in A also has
its conclusions in A. If Φ is a rule set, then I(Φ) is called the set inductively
de�ned by Φ and is given by

I(Φ) =
⋂

{A | A is Φ-closed}.

We can see by this de�nition that I(Φ) is also Φ-closed.
As suggested in [38, p. 19], the elements of Φ are not schematic rules, but

instances of what we would understand as rules. For example, if we wanted a
rule set Φ that allowed us to infer the successor of a natural number, then Φ
would be in�nite:

({0}, 1), ({1}, 2), ({2}, 3), ({3}, 4), . . .
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We can think more schematically if we instead consider the rule set as a mono-
tonic function from P(N) to P(N).

Rule sets Φ in general can be considered equivalent to monotone operators
Γ (i.e. monotone functions on P(N)). If we call a set X closed under Γ when
Γ(X) ⊆ X, we can assert the existence of the smallest Γ-closed set

I(Γ) =
⋂

{A | A is Γ-closed}.

And for each rule set Φ, we can associate a monotone operator Γ and vice versa
and such that I(Φ) = I(Γ). More precisely, given a rule set Φ, the monotone
operator Γ would be de�ned as

Γ(X) = {y | (∃Y )(Y ⊆ X & (Y, y) ∈ Φ)}.

Using the notion of monotone operators, we can see that the set inductively
de�ned by a rule set Φ is simply the smallest �xed point of the corresponding
Γ. Indeed, such a smallest �xed point will always exist, by the well-known
Knaster-Tarski �xed point theorem.

Accessible domains are particular i.d. classes where the rule set is determin-
istic. A rule set Φ is deterministic if any two rules (X,x) and (Y, x) of Φ implies
X = Y . This allows the backwards tracing of inductive generations since given a
conclusion x, there is at most one set of premises that could have `derived' that
conclusion. Here is how Sieg describes the introduction of accessible domains:

Accessible domains comprise elements that are inductively and
uniquely generated. They are most familiar from mathematics and
logic: the natural numbers, the formulas of �rst order logic, the
constructive ordinals, and the sets in segments of the cumulative hi-
erarchy are generated in this way and form accessible domains. The
generating procedures allow us in all these cases to grasp the build-
up of the objects and to recognize mathematical principles for the
domains constituted by just them. For it is the case, I suppose, that
the de�nition and proof principles for such domains follow directly
from the comprehended build-up. [81, p. 338]

The notion of �uniquely generated� used here is the same as `deterministic'.
The idea behind Sieg's introduction of accessible domains is to give an anal-

ysis of `constructive' generating procedures that is neither too narrow nor too
general; we want it to be narrow enough to be a fruitful analysis while still
giving us the �exibility to compare di�erent systems. That is, we want to give
an abstract description of these inductively de�ned classes and the notion of ac-
cessible domain is to serve that role. This way, we can �compare and explicate
the di�culties (in our understanding) of generating procedures� by considering
all accessible domains, in their full diversity.

To use a motivating notion from Bernays, accessible domains provide us
with a systematic way to investigate methodological frames (�methodische Rah-
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men�).2 For example, we can see the Bourbaki project as being in a particular
methodological frame which takes for granted segments of the cumulative hi-
erarchy. In contrast, Kronecker may be viewed as preferring a more restricted
frame of natural numbers (at least for pure mathematics). The role of acces-
sible domains in foundational discussions now becomes clearer. They allow us
to di�erentiate foundational perspectives, the methodological frames, based on
which accessible domains they �nd admissible. Accessible domains provide a
sliding scale of justi�cation that we can view as having two directions. One
direction emphasizes the concrete and intuitively given. We will analyze this as
relating to the �nite nature of the operations. The other direction grows closer
to classical mathematics, such as including a classical powerset operation.

Accessible domains are not merely particular inductively de�ned classes, but
have properties that give serious credence to the idea that they can adequately
serve the purposes just described. The two most important properties of acces-
sible domains, hinted at in the quote from Sieg above, is that their deterministic
build-up of elements gives intuitive justi�cation for the principles of de�nition
by recursion and proof by induction. Each element can be uniquely associated
(or identi�ed) with its build-up, giving us an understanding of the objects of
such structures. Thus, laws (proven by induction) and operations (de�ned by
recursion) are immediately graspable from the understanding of such internal
structure of the objects of accessible domains.

Let us summarize the description of accessible domains. They are inductively
de�ned classes where each element of the class has a unique construction, given
by deterministic rules. This justi�es two principles:

1. The proof principle of induction, since the class consists only of elements
generated by the inductive rules.

2. The de�nition principle of recursion, since each object has only one build-
up from inductive rules; a function de�ned on these rules will give a unique
output.

And these accessible domains, so de�ned, will be unique up to canonical iso-
morphisms, which can be thought of as a more concrete sort of categoricity; the
structures are really the same and in the same way.

When discussing Dedekind's WZ, we noted that every simply in�nite system
is canonically isomorphic because we can grasp the build-up of all the elements
of any such system.3 This is not the case for another system that Dedekind
considered: complete ordered �elds. We have no such understanding of each

2See Sieg's paper on methodological frames [83], which expresses more extensively than our
current discussion how he thinks about structural axiomatics, accessible domains and proof
theory today.

3We should remark that �canonical� is not the same as �unique�. This implies that con-
cepts that are unique up to unique isomorphism are not necessarily unique up to `canonical'
isomorphism in the sense used here. `Canonical' for us means that the isomorphism is de�ned
by recursion, i.e. based on the build-up of elements. This comes directly from Sieg's analysis
of Dedekind, e.g. in [87].
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element of the complete ordered �eld and are thus without the concrete under-
standing necessary for any notion of induction or recursion to come into our
considerations. And yet, complete ordered �elds are all isomorphic. But they
are not canonically isomorphic since we do not construct isomorphisms between
complete ordered �elds exploiting any build-up of elements which we have for
simply in�nite systems or accessible domains more generally. The proof that
complete ordered �elds are isomorphic to each other proceeds from the topolog-
ical conditions of the structure, and not the internal structure of each element
as identi�ed by the unique construction sequence for those elements.

This description of accessible domains argues for their importance but does
not give us a mathematically rigorous way to de�ne the general notion. My
project is to do exactly this. We use the language of category theory to do so,
partly for pragmatic reasons but also because category theory itself was intro-
duced to see the connections between abstract structures.4 The characterization
given here is rather simple: accessible domains are initial algebras of functors.
But giving a category theoretic characterization of accessible domains is only
part of the story. To see how accessible domains, so characterized, can serve as
a way to compare methodological frames, we need a mathematically precise way
to compare these initial algebras. We achieve this by classifying the functors
with respect to which initial algebras are de�ned. Some accessible domains are
given as initial algebras for relatively basic and elementary functors, and some
are given by functors akin to the classical powerset operation. The �nal ques-
tion we will attempt to answer after giving the characterization is this: What
mathematical or conceptual features of category were most important to the
project?

We �nish with a rather open-ended discussion of features of category theory
that help make this characterization successful. We discuss how concepts are
given an `externalized' form that di�ers from their `internalized' form. And
because it is externalized, these concepts can be applied uniformly to di�erent
contexts. One way of changing concepts like this is to see them as dependent on
other concepts in novel ways; the primary example is that the notion of powerset
will be dependent on a notion of `smallness' when we discuss capturing segments
of the cumulative hierarchy.

4Eilenberg and Mac Lane explicitly put their project in the context of Klein's �Erlanger
Programm� [34] and both category theory and the Erlanger program are exemplars of struc-
tural axiomatics.
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Chapter 2

Accessible Domains as Initial

Algebras

This chapter will provide us with the concepts needed to characterize accessible
domains. The central concept is that of an initial algebra for an endofunctor.
Informally, we can think of initial algebras as the `free' algebra (of an endo-
functor), the smallest �xed point for the endofunctor, or the object inductively
de�ned by the endofunctor. They were introduced by Lambek in [51] in the
context of �xed points for endofunctors and have been studied vigorously by
e.g. Ji°í Adámek and collaborators starting in [6].

2.1 Initial Algebras

The idea that initial algebras capture the structures that admit induction and
recursion is not original to me. Similar claims have appeared for instance in
[11]:

Initial Algebra Semantics, studied since the 1970's, uses the tools of
category theory to unify recursion and induction at the appropriate
abstract conceptual level. [11, p. 3, original emphasis]

The literature is rife with hints of this idea, and only after I had settled on
this characterization of accessible domains did I �nd such a concise expression
already stated.1 Let's see what is involved in this interesting concept.

First we note that the de�nition of a category, functor, and initial object are
taken for granted in the following.2

De�nition 2.1. An endofunctor is a functor F : C → C. That is, a functor
where the domain and codomain are the same category.

1And indeed Orlin Vakarelov [95] has already given a di�erent categorical characterization
of accessible domains, that focuses more on the logical features.

2We refer to Appendix A and [16] for the background category theory.

13
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De�nition 2.2. Let C be a category and F : C → C an endofunctor. An algebra
of F , or an F -algebra, is an object X in C and a morphism α : F (X) → X. We
denote the algebra as the pair ⟨X,α⟩. We call X the carrier and α the structure
map of the algebra.

An intuition, made perhaps most concrete in Chapter 4, is that F represents
a collection of operations and constants. For example, for a category C with the
endofunctor F (X) = X ×X, a structure map is a map b : X ×X → X. So an
F -algebra in this example is an object X equipped with a binary operation b.

We can make the category of algebras of a functor F by de�ning what
a homomorphism between algebras is and by de�ning a composition relation
between the homomorphisms.

De�nition 2.3. A homomorphism between two algebras ⟨X,α⟩ and ⟨Y, β⟩ of
an endofunctor F : C → C is a morphism m : X → Y such that the following
diagram commutes:

F (X) F (Y )

X Y

F (m)

α β

m

Composition of such homomorphisms of algebras is given by composition of
the underlying morphisms in C. That is, given homomorphisms m : X → Y
and n : Y → Z, the composition n ◦m : X → Z is a homomorphism as well.

F (X) F (Y ) F (Z)

X Y Z

F (m)

α β

F (n)

δ

m n

Indeed, since F is a functor, we have that F (n ◦m) = F (n) ◦ F (m) and so we
get the algebra homomorphism diagram:

F (X) F (Z)

X Z

α

F (n◦m)

δ

n◦m

The identity map on X, denoted idX , will be the identity homomorphism for
⟨X,α⟩:

F (X) F (X)

X X

F (idX)

α α

idX

Thus we create the category of F -algebras.
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De�nition 2.4. The category of F -algebras in a category C, denoted AlgC(F ),
has F -algebras as objects and algebra homomorphisms as arrows.

We will focus on a particular object in the category AlgC(F ).

De�nition 2.5. An initial algebra for an endofunctor F in a category C is an
initial object in AlgC(F ).

In other words, an initial algebra for a functor F is an F -algebra ⟨X,α⟩ such
that for any F -algebra ⟨Y, β⟩, there exists a unique F -algebra homomorphism
h : ⟨X,α⟩ → ⟨Y, β⟩.

A very intuitive case of an initial algebra is the natural numbers. But for that
example, it is helpful to know how natural numbers are described in category
theory independently of initial algebras.

De�nition 2.6 ([55]). An object N in a category C is a natural number object

if it comes equipped with two arrows 1
e−→ N

f−→ N and for any object A with
1

a−→ A
g−→ A, there is a unique map h : N → A such that the following diagram

commutes:

1 N N

A A

e

a

f

h h

g

.

Example 2.1. Consider the functor S : Sets → Sets with S : X 7→ 1 +X. Here
we use + to denote the coproduct, or disjoint union in Sets, and 1 to be the
terminal object, which can be thought of as an ambiguous singleton {∗} (cf.
De�nition A.4). By de�nition, an S-algebra is an object X of Sets equipped
with a morphism

[a, g] : 1 +X → X

or equivalently with arrows a : 1 → X and g : X → X. We will often use this
more expanded view of the structure map for clarity.

Let us state what it would mean for an S-algebra, ⟨X, [a, g]⟩, to be initial.
For ⟨X, [a, g]⟩ to be initial means that for any [aY , gY ] : 1 + Y → Y , there is
a unique algebra homomorphism f : X → Y such that the following diagram
commutes:

1 X X

1 Y Y

a g

f f

aY gY

And since 1 is terminal, the arrow 1 → 1 is the identity arrow, so we have

1 X X

Y Y

a

aY

g

f f

gY
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which is precisely what it means for X to be a natural number object. This way,
we see that the de�nition of initial S-algebra for this particular S matches the
de�nition of natural number object exactly. We could have even taken `initial
algebra for the functor X 7→ 1 +X' as de�nitional for natural number objects.

With a de�nition of initial algebra, and a paradigm example in the natural
numbers (via natural number objects), we can better understand where we want
to go from here. The main claim we will justify is:

Accessible domains are initial algebras for endofunctors.

Several things are worth noting about the de�nition of an initial algebra in
the context of characterizing accessible domains. First, the de�nition is what
I am calling a relational de�nition, which tells us how the de�ned object (an
algebra for an endofunctor) relates to others of the same type (algebras for the
same endofunctor). In this case, initiality says that there is a unique algebra
morphism from this de�ned object to all others of the same type. Although we
can understand the initial algebra by reference to some inductive build-up of its
elements (since we will argue that they are accessible domains), the de�nition
of an initial algebra requires no such understanding. Instead, the de�nition
`captures' the right notion by referring only to the structure arrows (i.e. algebra
homomorphisms). This is characteristic of category-theoretic de�nitions that
rely on universal properties, of which initiality is one instance.

Secondly, this de�nition of initial algebra, because of its relational character,
is fundamentally contextual. Since the de�nition relies only on the structure of
arrows in a category, initial objects cannot be considered in a vacuum; they
must always be considered in a categorical context. This amounts to much the
same as the relational character of the de�nition, but deserves special attention.
If a set is an initial algebra, for example, it being so is generally not invariant
under contexts (i.e. categories), where invariant here means that the same set
will always be an initial algebra no matter what category and endofunctor you
consider. This aspect is particularly important since it highlights the mathe-
matical structuralism that is used throughout this dissertation. Mathematical
structuralism, in this context, is the method of considering mathematical ob-
jects only in their contexts. A standard example, that can be used to highlight
some possibly challenging intuitions inherent in structuralism, is that the nat-
ural number 1 is not identical to the rational number 1 which is not identical
to the real number 1. This example can indeed be problematic, but here I just
want to emphasize that objects are considered in context and we have no way
of determining, under our characterization of accessible domains, whether an
object (set, structure, etc.) is an accessible domain without also specifying the
categorical context.

The contextual necessity included in our characterization is not to be seen
as a drawback, but as an important bene�t to choosing category theory for
our characterization. It may seem that having a context-free de�nition of ac-
cessible domains would be required to show the true essence of these sorts of
mathematical structures. While I would never say having such an indepen-
dent de�nition would be useless, characterizing accessible domains through a
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context-dependent notion, like initial algebras for endofunctors, allows us to see
how deeply related the notion of `inductive build-up' is to the mathematical
context in which we are working. The relationship between accessible domains
and their contexts is particularly important when we think of them as method-
ological frameworks, allowing the fruitful comparison of various philosophical,
logical, and mathematical perspectives. For example, knowing exactly how the
accessible domains of the constructive number classes relate to the notion of
`constructive' is absolutely crucial for understanding the signi�cance of these
number classes, not just what they `look like'. It is this more methodological
purpose to which we put our characterization.3

Let us expand on the import of the example of the natural numbers in the
context of our characterization. As we know, the natural number structure is
not a single unique structure, but can be usefully de�ned in a number of ways.
For example, it is an arbitrary choice whether we consider the natural numbers
as starting with 0 or 1. But more importantly, as Dedekind showed, there are
elementary axioms that characterize the type of structure we call the natural
numbers. With these structural axioms, under which many systems may fall,
we can recognize the impressive conceptual leap from considering natural num-
bers as a particular and given set to considering them abstractly characterized
by `characteristic conditions'.4 Dedekind's notion of a simply in�nite system
characterizes the natural numbers:

If in the consideration of a simply in�nite system N set in order by
a transformation ϕ we entirely neglect the special character of the
elements; simply retaining their distinguishability and taking into
account only the relations to one another in which they are placed
by the order-setting transformation ϕ, then are these elements called
natural numbers [30, p. 33]

With this characterization of the natural numbers, Dedekind is free to prove
theorems that were usually considered as given principles of the natural num-
bers, such as the de�nition principle of recursion and the proof principle of
induction. Both of which, it should be emphasized, are absolutely crucial in the
general considerations of accessible domains! A modi�ed version of Dedekind's
Theorem �126 in Was sind und was sollen die Zahlen? would be as follows:

Theorem 2.7 (Dedekind's Recursion Theorem). Let a ∈ A and g : A → A be
a (set-theoretic) function from A to A and N a simply in�nite system. Then

3Recall that one of the purposes of Sieg's discussion of reductive proof theory and our
characterization of accessible domains is to gain �a deepened understanding of what is char-
acteristic of and possibly problematic in classical mathematics and what is characteristic of
and taken for granted as convincing in constructive mathematics�. [79, p. 4]

4It is impressive indeed when we also consider that Dedekind made such a conceptual move
only in the penultimate draft of Was sind und was sollen die Zahlen?. See [87, p. 268�9] for
the illuminating analysis of this detailed development as well as the thorough [89] for the
development of Dedekind's theory of numbers.
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there exists a unique function f : N → A such that

f(0) = a

f(s(n)) = g(f(n)).

The fact that we can iterate a function g on a set A (i.e. de�ne a function by
recursion) using any simply in�nite system�neglecting the special character of
the elements�is important. A similar result allows us to prove statements about
all elements of a simply in�nite system through proofs by induction. Indeed,
the proof principle of induction doesn't depend on the axioms for simply in�nite
systems per se, but instead comes directly from the properties of chains of a
system.5

Our development of initial algebras as a characterization of accessible do-
mains is parallel to, and indeed generalizes, Dedekind's characterization of nat-
ural number structures as simply in�nite systems. Just as Dedekind proves the
principle of induction and de�nition by recursion for simply in�nite systems, in
the next two sections, we show how the generalizations of such principles can
be derived from the de�nition of initial algebra for an endofunctor. Dedekind's
de�nition of simply in�nite system is the not the same as our initial algebras,
for it focuses on elements of N and not purely on the relations between N and
other sets.6 However, as we will see, Dedekind's de�nition is provable from our
characteriation; Dedekind's de�nition is our theorem and his Recursion theorem
is our de�nition, as we see in the next section.

Let us now see how our proposed characterization fares in recapturing the
central notions of de�nition by recursion and proof by induction. We will handle
each in a section of its own.

Recursion comes from the unique homomorphism that is guaranteed by the
de�nition of initial algebra and induction comes from a theorem (Theorem 2.16)
that any `sub-algebra' of an initial algebra is actually isomorphic to that initial
algebra. In fact, these results come rather directly from the de�nition, but we
take the time to go into the details for it helps us see the interesting way this
captures the notion of accessible domain.

2.2 Recursion

The principle of de�nition by recursion requires deterministic inductive clauses
and this amounts to requiring a unique algebra homomorphism from the induc-
tively de�ned class to any other. De�nition by recursion is thus an application
of the property of initiality in the context of algebras for endofunctors.

5Simply in�nite systems are de�ned as the chains of certain systems under certain map-
pings. This distinction between `where' the proof principle of induction comes from is not
central or particularly sharp, but it highlights the parallels between Dedekind's development
in WZ and this dissertation. As we'll see, a generalized notion of induction comes from the
initiality of accessible domains and recursion comes from the fact that it's initial with respect
to algebra homomorphims, informally speaking.

6In our case, the relations are algebras homomorphisms for the endofunctor 1 +X.
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We can best show how to recover recursion by keeping with the example of
the natural numbers, de�ned as the initial algebra for the `successor functor'
S : Sets → Sets we used in Example 2.1. We will �rst show how simple recursion
and then recursion with parameters is captured.

Example 2.2 (Simple Recursion). Consider again the successor functor S :
Sets → Sets taking a set X to the set 1 +X. An initial algebra for this functor
is ⟨N, [0, s]⟩, where s : N → N is the successor function and 0 : 1 → N takes
the element ∗ to 0 ∈ N . So N is equipped with the structure map

[0, s] : 1 +N → N

and is initial with respect to other maps 1 +N → N .
Now, consider the principle of de�nition by recursion on the natural numbers.

Given any set A together with a distinguished element a ∈ A and a map g :
A → A, there is a unique map f : N → A such that

f(0) = a

f(s(n)) = g(f(n)).

We can rephrase the speci�cation of g and a as de�ning a map

[a, g] : 1 +A → A

since elements are points of a : 1 → A (Remark A.6). Note that [a, g] is therefore
a structure map of the S-algebra ⟨A, [a, g]⟩. The two equations that de�ne f
express exactly that we require the following diagram to commute:

1 +N 1 +A

N A

S(f)

[0,s] [a,g]

f

.

To the see the equivalence of the commutative diagram and the recursion equa-
tions, we simply write out what commuting means in this case. The diagram
states that f ◦ [0, s] = [a, g] ◦ S(f). Breaking up the co-paired arrows, we get
the two equations

f ◦ 0 = a ◦ S(f)
f ◦ s = g ◦ S(f) .

Since S(f) = id1 + f , we can rephrase these equations:

f ◦ 0 = a ◦ id1
f ◦ s = g ◦ f
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which is to say, adding arguments to the functions whose domain is not 1,

f(0) = a

f(s(x)) = g(f(x))

as desired. The existence of such a map f that will make the diagram commute
is given by the unique S-algebra homomorphism guaranteed by ⟨N, [s, 0]⟩ being
initial. Thus, for any set A and [a, g] : 1 +A → A, we have a unique function f
that satis�es the recursion equations.

Example 2.3 (Parameterized Recursion). We can expand de�nitions by recursion
to include parameters. Namely, we want to show that given two functions

g : X → A

h : A×X ×N → A

there exists a unique f : N ×X → A such that

f(0, x) = g(x) (2.1)

f(s(n), x) = h(f(n, x), n, x). (2.2)

If we de�ne a map f̄ : N → AA by simple recursion (Example 2.2) we
can then transpose7 to get the desired f : N × A → A. To use de�nition by
recursion, we must give a structure map α : AA +1 → AA such that the unique
homomorphism N → AA is the f̄ we want.

De�ne α by cases as

α(∗) = g : A → A

α(k) = λa.h(k(a), a) for all k ∈ AA.

Thinking of g as our distinguished element of AA and λa.h(k(a), a) as our func-
tion that takes elements of AA to elements of AA, we see that we can use α for
a de�nition by recursion on N .8 Thus there is a unique f̄ such that

f̄(0) = g

f̄(s(n)) = λa.h(f̄(n)(a), a)

Now we can see that the transpose of f̄ satis�es 2.1 and 2.2 as desired.
Similarly, we can broaden this to show that there is a unique function f :
N ×A → A such that

f(0, x) = g(x)

f(s(n), x) = h(f(n, x), n, x).

7This is the operation that uniquely associates arrows A → CB with arrows A×B → C.
8The λ notation is shorthand for the perhaps more familiar a 7→ h(k(a), a) for a ∈ A.
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Now that we have seen the relationship between the de�nition of the natural
numbers as the initial S-algebra and the principle of de�nition by recursion,
let us attempt to look at the general picture. The initiality of N was what
ensured the existence and the uniqueness of functions that satisfy the recursion
equations. Towards generalizing these observations, let us reconstruct, in steps,
the recursion principle with more suggestive and general language.

First we have the traditional principle:

Proposition 1. Given any set A together with a distinguished element a ∈ A
and a map g : A → A, there is a unique map f : N → A such that

f(0) = a

f(s(n)) = g(f(n)).

And now we can see that the f whose existence is asserted in this principle is
really an S-algebra homomorphism, since it must preserve the two `constructors'
of S, namely take the distinguished element 0 to the distinguished element a and
the successor s commutes with the map g. This is what the recursion equations
amount to: f preserves the `successor-algebra' structure, that is, preserves the
information contained in the successor functor (i.e. distinguished element and
successor operation). Preservation of this structure is precisely what it means
to be a homomorphism of S-algebras. This suggests the reformulation in the
following way:

Proposition 2. Given any set A together with a distinguished element a ∈ A
and a map g : A → A, there is a unique S-algebra homomorphism f : N → A.

And as we noticed in Example 2.2, we can reformulate the speci�cation of
a and g into one map [a, g] : 1 + A → A. This is an S-algebra structure map
for the S-algebra ⟨A, [a, g]⟩. Thus, we have the following reformulation of the
recursion principle for natural numbers:

Proposition 3. Given any S-algebra ⟨A, [a, g]⟩, there is a unique S-algebra
homomorphism f : N → A.

So �nally we can see that this Proposition is justi�ed by the fact that we
consider ⟨N, [0, s]⟩ as the name for the initial S-algebra. The intuitive picture
of this correspondence is compelling: if any object of a category is equipped
with a distinguished element and some arrow into itself (note that there are
no constraints on g), then you can uniquely embed N into that object, taking
distinguished element to distinguished element and `commuting' with successor.
That N is the `generic' S-algebra is perhaps too informal, but this is why we
call N the free S-algebra.

Let us de�ne a function on the natural numbers by recursion, using the
category-theoretic tools we now have available. First, let us note what the
parameterized form of recursion looks like diagrammatically speaking.

Theorem 2.8 (Prop. 2.5.2 in [45]). Let (N, 0, s) be a natural numbers object
in a cartesian closed category. Then, given morphisms g : X → A and h :
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A×N ×X → A, there exists a unique morphism f : N ×X → A such that the
diagram

X N ×X N ×X

A A×N ×X

0×1X

g
f

s×1X

⟨f,1N×X⟩

h

commutes.

We will not prove that this proposition follows from the de�nition of N
as an initial S-algebra (equivalently, a natural numbers object). Su�ce it to
say that the proof uses the same transposition trick we used when deriving
the parameterized recursion above in Example 2.3. This is why the arrows
seem �ipped from the original de�nition, it comes from using transposition and
introducing products into the diagram.

This proposition provides the categorical way of understanding the general
method of giving (primitive) recursive de�nitions for functions on N . Let us see
how this is, by deriving the recursion equations from the diagram. First, the
base case. For this, let us just consider the left triangle:

X N ×X

A .

0×1X

g f

In this diagram, we have hidden the equation of X ∼= 1 × X and so, to make
better sense of the arrows, we have the square

1×X N ×X

X A .

0×1X

f

g

Let us trace an element (∗, x) ∈ 1×X around this diagram to see how it gives us
the equations for parameterized recursion. Going along the bottom, we associate
(∗, x) with x and then apply g to get g(x). Along the top, we apply 0 × 1X
to (∗, x) to get (0, x), where this latter 0 is 0(∗), the standard way we've been
representing the distinguished element of N . Then f applied to that gives us
simply f(0, x). The diagram commuting means that the two results are equal:
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f(0, x) = g(x). Diagrammatically, we can see this as

(∗, x) (0, x)

1×X N ×X

X A f(0, x) .

x g(x)

0×1X

f

g

Thus we have the base case
f(0, x) = g(x).

For the successor case, we focus on the right square of diagram in Theorem
2.8.

N ×X N ×X

A A×N ×X

f

s×1X

⟨f,1N×X⟩

h

Now we take an element of the top right object and track what happens to it.
This time, sticking to the diagrammatic way of thinking, we have

(s(n), x) (n, x)

N ×X N ×X

f(s(n), x) A A×N ×X

h(f(n, x), n, x) (f(n, x), n, x) .

f

s×1X

⟨f,1N×X⟩

h

Thus we have the successor case

f(s(n), x) = h(f(n, x), n, x).

Let us see this in action with two examples: addition and multiplication.

Example 2.4 (Addition). In this case, A = X = N , which will be true for all
functions of elementary arithmetic. Setting g : N → N to be the identity 1N
and h : N ×N ×N → N to be s ◦ π1, we get the following diagram:

N N ×N N ×N

N N ×N ×N

0×1N

1N
+

s×1N

⟨+,1N×N ⟩

s◦π1
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which means, by our above diagram-to-equation analysis that for all n ∈ N ,

0 + n = n

s(m) + n = s(m+ n).

Example 2.5 (Multiplication). Again, we set A = X = N . We exploit the fact
that + : N × N → N is already de�ned by the previous example to get the
following diagram:

N N ×N N ×N

N N ×N ×N

0×1N

0◦!
×

s×1N

⟨×,1N×N ⟩

+(π1,π3)

which yields the desired equations

0×m = 0

s(n)×m = (n×m) +m .

For our `g', we used 0 ◦ ! : N → 1 → N which collapses all natural numbers to
the single element of 1 and then uses the 0 morphism to pick out 0. This gives
the idea on how we may use this method to de�ne functions whose base case is
constant.

It is perhaps remarkable that in the de�nition of the natural numbers object
N , we did not require s : N → N to be injective, or that 0 to be outside
the image of s. The notion of `freeness' or initiality handles these features
automatically, so to speak. The natural numbers object, N , being initial for S
requires that the elements are not identi�ed with each other. If s(k) = s(i) with
k ̸= i, then N would not be the initial S-algebra. We will now prove this fact:
given the characterization of natural number object N as the initial S-algebras
in Sets, we have that s is injective and 0 is not in the image of s.

First, we prove a theorem due to Freyd [40] included in [45, pp. 111�112].
This theorem can be understood as stating that the successor s is injective
by showing it is a coproduct inclusion. Coproduct inclusions are the dual of
product projections, and are part of the de�nition of coproducts: they are the
arrows included with every coproduct diagram. By showing that the successor
is a coproduct inclusion, it will follow that the successor is a monomorphism in
Sets and therefore an injection.

Along similar but perhaps unfamiliar lines, we also show that 0 ̸= s(n) for
every n ∈ N by showing that 0 is a coproduct inclusion with s as the other
arrow. In the right categories (like Sets), we know that the coproduct acts as a
disjoint union. Thus, 0 : 1 → N takes the single element ∗ ∈ 1 to 0 ∈ N , and
since N will be shown to be the disjoint union with respect to s and 0, we know
that the image of 0 and s are themselves disjoint.
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Theorem 2.9. Let (N, 0, s) be a natural numbers object in a category C. If C
has binary products and coproducts, then

1 N N0 s

is a coproduct diagram.

Proof. If C has binary coproducts, then the natural number object in C is the
same thing as the initial S-algebra for S : C → C with S(X) = 1+X. We need
binary coproducts to be able to de�ne such a functor, but if it can be de�ned,
we have the agreement between initial S-algebras and natural number objects.

To show that the diagram is a coproduct diagram, assume we have arrows
indicated in the following diagram:

1 N N

X

0

g1

s

g2
.

We need to show that there exists a unique arrow k : N → X such that k◦0 = g1
and k ◦ s = g2. The plan is to de�ne k by recursion, which is to say by the
initial algebra diagram in De�nition 2.6. We will do this by constructing another
S-algebra.

We de�ne two arrows by using the de�nition of Cartesian Product, which
the category must have in order for this result to hold. The intuition is that
our de�nition of k by recursion will depend on parameterized recursion which
relies on the existence of certain Cartesian Products. First, the product arrow
of ⟨0, g1⟩:

1

N N ×X X

0

⟨0,g1⟩

g1

π1 π2

and then the product arrow ⟨s, g2⟩:

N

N N ×X X .

s

⟨s,g2⟩

g2

π1 π2

Note that for these two product diagrams, the respective projections π1 and π2

are identical.
With the arrows ⟨0, g1⟩ and ⟨s, g2⟩, we can de�ne the arrows

1 N ×X N N ×X
⟨0,g1⟩ π1 ⟨s,g2⟩
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or more compactly as

1 N ×X N ×X .
⟨0,g1⟩ ⟨s,g2⟩◦π1

By the de�nition of N as a natural number object, we have a unique map
⟨h, k⟩ : N → N ×X such that the following diagram commutes:

1 N N

N ×X N ×X .

0

⟨0,g1⟩

s

⟨h,k⟩ ⟨h,k⟩

⟨s,g2⟩◦π1

We represent the unique map as a product map, since if we have any f : N →
N ×X, we can de�ne h = π1 ◦ f and k = π2 ◦ f so that f = ⟨h, k⟩. To tie this
use of the de�nition of natural numbers object to S-algebras, note that

⟨N ×X, [⟨0, g1⟩, ⟨s, g2⟩ ◦ π1]⟩

is an S-algebra. We use the natural numbers object de�nition because it shows
the components in a less condensed way.

Recall the intuition of what this natural number object diagram tells us:
given the distinguished ⟨0, g1⟩ ∈ N × X and the endomorphism ⟨s, g2⟩ ◦ π1 :
N × X → N × X, we can de�ne a map ⟨h, k⟩ by recursion on the initial S-
algebra N so that 0 is taken to the distinguished element of N × X and the
successors commute with the endomorphism.

From this diagram, we get that h ◦ 0 = 0 from the left triangle. In addition,
the square in the diagram provides the equation

⟨h, k⟩ ◦ s = ⟨s, g2⟩ ◦ π1 ◦ ⟨h, k⟩
= ⟨s, g2⟩ ◦ h

which implies that h ◦ s = s ◦ h. Since ⟨h, k⟩ is unique, and 1N satis�es these
same two equations, we have that h = 1N .

This means that k : N → X is such that

k ◦ 0 = g1 (diagram triangle)

k ◦ s = g2 ◦ h = g2 (diagram square and h = 1N )

which is the desired arrow N → X we need to show that our original diagram
is a coproduct diagram:

1 N N

X .

0

g1
k

s

g2

The uniqueness of k in this regard comes from the uniqueness of ⟨h, k⟩ given
by N being an initial S-algebra, or equivalently, a natural numbers object.
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The main form of argumentation here is to exploit the de�nition of natural
numbers object to get the unique arrow necessary for the diagram to be a
coproduct diagram.9 If we understand this de�nition as expressing the principle
of de�nition by recursion, we can see that this proof comes down to a clever use
of recursion to show that 0 and s never `intersect' (i.e. their pullback is initial)
because they are part of a coproduct diagram.

An intuition behind coproducts is that of disjoint union. This intuition is
sound in many contexts, like toposes such as Sets, and it indicates something
like 0 ∩ s = ∅ which can be interpreted as the Dedekind-Peano axiom

0 ̸= s(n) for any number n.

Moreover, s being a coproduct inclusion will give us, in categories like Sets, that
s is injective. Toward making this a bit more precise, we state the following
lemma, without proof, and important corollaries of Theorem 2.9.

Lemma 2.10. Let iA : A → A + B be a coproduct inclusion in a cartesian
closed category with coproducts. Then iA is monic.

For our context, this gives us the following.

Corollary 2.11. The arrows 0 and s of the natural number object N are monic
(injective) in a cartesian closed category with coproducts.

Proof. Both 0 and s are coproduct inclusions by Theorem 2.9 and thus monic
by Lemma 2.10. That 0 is monic can also easily follow from the fact that it is
an arrow 1 → N which are always monic.

Corollary 2.12. In an extensive category (e.g. Sets; cf. [29])The pullback (in-
tersection) of 0 and s is an initial object (empty).

This shows, in part, how we can prove the Peano axioms for the set of natural
numbers:

1. 0 ∈ N : this comes from the de�nition of 0 : 1 → N .

2. x ∈ N → s(x) ∈ N : this comes from the nature of maps s : N → N .

3. x ∈ N → s(x) ̸= 0 : this comes from the disjointness of 0 and s in
Corollary 2.12.

4. s is injective: this comes from s being a coproduct inclusion as shown in
Theorem 2.9 and Corollary 2.11.

5. Principle of Induction: This will be shown in the next section., which
analyzes initial algebras for endofunctors as `inductive'.

And we can see a very similar result using the slightly more condensed Dedekind
axioms for simply in�nite systems N :

9We should note that Lambek's Lemma (Theorem 3.1) implies that N ∼= 1 + N and so s
and 0 form a coproduct diagram with N .
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1. s[N ] ⊆ N : this is given by s : N → N .

2. 0 /∈ s[N ] : this comes from the disjointness of 0 and s as in Corollary 2.12.

3. s is similar (injective): this comes from s being a coproduct inclusion as
shown in Theorem 2.9 and Corollary 2.11.

4. N is the chain of {0} with respect to s : This can be understood simply
as a minimality condition, which we will explore more fully in the next
section.

It is rather appealing to have these conditions given by the the de�nition of
initial S-algebra. In Dedekind [32], the converse is done, deriving the recursion
theorem from the de�nition of N as a simply in�nite system: 0 is not in the
image of s and the minimality of the set with respect to closure under [s, 0]. So
if you take the recursion principle as given, you can derive these properties of
0 and s, and vice versa, if you take the properties as given, you can prove the
recursion theorem. My view on why the former is preferrable for our purposes
is that it more uniformly applies to other sorts of algebras for endofunctors.10

The properties of the structure map will change depending on the algebra under
consideration, but the uniqueness of homomorphisms to other algebras is a
condition more uniformly stated.

The conclusion of this section has been that

Initial Algebras are Recursive.

2.3 Induction

The de�nition of an initial algebra asserts the existence of a unique homomor-
phism from that algebra to all others (for the same functor). In this section, we
explain how to understand the relationship between this initiality and a notion
of minimality. Recall that in Dedekind's analysis of the natural numbers as an
abstracted simply in�nite system, the notion of minimality is crucially part of
the de�nition of a chain of a system. We will see that this minimality is re�ected
in the de�nition of initial algebra for endofunctors more generally.

The �rst parallel with Dedekind's development in [32] we will see is as follows.
Dedekind de�nes the chain of a system A to be the intersection of all sets that
contain that system and are closed under a mapping f :⋂

{X | A ⊆ X & f [X] ⊆ X}.

In the speci�cation of intersections of families of systems, Dedekind remarks that
the intersection of {A,B,C, . . .} is a common part of each A, B, and C, in the
sense that the intersection is a subset of each.11 This de�nition is impredicative

10More will be said about this in Chapter 6, where we discuss uniformity.
11Dedekind gives the de�nition of intersection as De�nition 17 in WZ. Dedekind did not

ascribe meaning to the term
⋂
{A,B,C, . . .} if these sets had no common elements. No

intersection can thus be empty, for Dedekind.
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in the sense that the set de�ned is already present in the set over which we are
taking the intersection:⋂

{X | A ⊆ X & f [X] ⊆ X} ∈ {X | A ⊆ X & f [X] ⊆ X}.

The intersection functions as a way to specify the smallest set containing
A and closed under f , in the sense that it contains A, is closed under f , and
is a subset of any other set that contains A and is closed under f . With this,
Dedekind proves a set-theoretic version of complete induction (Theorem 59 in
WZ ) and notes that this �forms the scienti�c basis� for the proof principle of
induction for chains of systems. And since later, N is de�ned as a chain of a
system, we can use the proof principles of induction for natural numbers.

As to the development given here, we �rst note that simply in�nite systems
being the `smallest' set satisfying certain conditions is equivalent to saying that
they have a unique arrow to all sets also satisfying these conditions. This comes
from the fact that arrows in a category can easily interpret relations, in this
case the subset relation. When we interpret relations as arrows of a category,
we only have one arrow per relation, which means that there is at most one
arrow between any two objects�all arrows are unique. So to say that N ⊆ Z
for all sets Z ∈ {X | 0 ∈ X & s[X] ⊆ X} is to say that for any such Z, there is
an unique arrow

N → Z.

This is what gets generalized in considering accessible domains as initial algebras
for endofunctors, we require a unique algebra homomorphism instead of a subset
relation, but the intuition is the same: minimality.

To see this parallel in more detail, we need to understand the generalization
of subsets to subobjects as well as the notion of subalgebras. The idea is to
generalize the inclusion maps to the categorical notion of an injection, which
are monomorphisms. Let C be a category and F an endofunctor on C.

De�nition 2.13. For an object A of C, we de�ne a subobject of A as an equiv-
alence class of monomorphisms into A, denoted [S ↣ A]. Two monomorphisms
m1 : S1 ↣ A andm2 : S2 ↣ A are equivalent if there is an isomorphism between
their domains, that is S1

∼= S2 such that the following diagram commutes:

S1 S2

A

∼=

m1 m2

It is customary to consider these equivalence classes of monomorphisms
through a representative i : S ↣ A. In Sets, the notion of subobject col-
lapses to (equivalence classes of) subsets (with respect to equinumerosity) as
expected, but monomorphisms can't always be considered as inclusions. We
call subobjects in the category AlgC(F ) subalgebras.
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De�nition 2.14. We call the subobject m : ⟨S, σ⟩ ↣ ⟨A,α⟩ in AlgC(F ) a
subalgebra of ⟨A,α⟩ if the underlying C map m : S → A is mono in C.

The sense of minimality we want is with respect to subalgebras.

De�nition 2.15. An algebra ⟨A,α⟩ is minimal if for any subalgebra of ⟨A,α⟩
i : ⟨R, ρ⟩ ↣ ⟨A,α⟩, i is an isomorphism. In other words, ⟨A,α⟩ is minimal if all
subalgebras are isomorphic with ⟨A,α⟩.

This de�nition can also be interpreted as saying that there are no proper
subalgebras of ⟨A,α⟩.

Theorem 2.16. Initial algebras are minimal.

Proof. Let ⟨I, ι⟩ be an initial algebra and i : ⟨R, ρ⟩ ↣ ⟨I, ι⟩ be a subalgebra.
Since ⟨I, ι⟩ is initial, there exists a unique arrow ! : ⟨I, ι⟩ → ⟨R, ρ⟩:

⟨I, ι⟩ ⟨R, ρ⟩ ⟨I, ι⟩! i

By initiality, there is only one arrow from ⟨I, ι⟩ to ⟨I, ι⟩, namely idI and since
i ◦ ! : ⟨I, ι⟩ → ⟨I, ι⟩, we get that i ◦ ! = idI . Since i is mono, and so left-
cancellable, we get from the equation

i ◦ ! ◦ i = idI ◦ i = i ◦ idR

the desired result
! ◦ i = idR.

Thus, ⟨R, ρ⟩ ∼= ⟨I, ι⟩.

We may call minimal algebras inductive to highlight the relationship between
initiality and induction.12 Along this vein, let us show that induction on natural
numbers follows from this de�nition of minimality.

De�nition 2.17. Let ⟨A,α⟩ be an F -algebra. We say that a subobject
i : P ↣ A of A is closed under α if there is a structure map

ρ : F (P ) → P

such that
i : ⟨P, ρ⟩ → ⟨A,α⟩

is an algebra homomorphism.

This de�nition is not strictly necessary, since it is captured by subalgebras
more generally. We use it for the following example to bring to light the con-
nection to the usual sense of induction.

12Vakarelov does exactly this in [95].
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Example 2.6. Consider the initial algebra ⟨N, [0, s]⟩ for the successor functor S.
We interpret predicates over natural numbers as subsets P ⊆ N equipped with
the usual inclusion i : P ↣ N . A predicate P is closed under [0, s] just in case
there is a ρ : 1 + P → P making the following diagram commute:

1 + P 1 +N

P N

ρ

id1+i

[0,s]

i

which can be expressed in the two equations:

i ◦ ρ(∗) = 0

i ◦ ρ(n) = s(n) for each n ∈ P

And so P being closed under [0, s] means that 0 ∈ P as well as that n ∈
P implies s(n) ∈ P . In other words, P is a subalgebra of N just in case
0 ∈ P and whenever n ∈ P , also s(n) ∈ P . Because the inclusion i is an
algebra homomorphism and ⟨N, [0, s]⟩ is minimal, Theorem 2.16 gives us that
P is isomorphic to N .

In this section, we described the natural numbers as an initial algebra of the
successor functor. And we saw that this de�nition implied the usual principle of
induction. In general, given Theorem 2.16, we can state the conclusion of this
section as:

Initial Algebras are Inductive.
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Chapter 3

Fixed Points and Iteration

An interesting and perhaps illuminating way to analyze initial algebras is via
smallest �xed points for the endofunctors. Indeed, this was the original frame-
work in which initial algebras are found in [51]. This mirrors the way we un-
derstood accessible domains in the introduction as smallest �xed points for
monotone operators that correspond to rule sets. Not every endofunctor has a
�xed point, and when there is a initial one, it is often an initial algebra. We
use an important theorem due to Lambek to make this correspondence between
initial algebras and �xed points precise. For the following, let C be a category
and F : C → C a functor.

Theorem 3.1 (Lambek's Lemma). If F has an initial algebra ⟨X,α⟩, then X
is isomorphic to F (X) via α. More concisely, we can say that α : F (X) ∼= X.

Proof. Because ⟨X,α⟩ is initial, there is a unique homomorphism ! : ⟨X,α⟩ →
⟨F (X), F (α)⟩. That ⟨F (X), F (α)⟩ is an algebra can be seen by noting that
F (α) : F (F (X)) → F (X). In general, structure maps, such as α, are also
algebra homomorphisms, as shown in the right square of the diagram below.
Intuitively, we can think of algebras as `closed under F ' since you can always
get another algebra by iterating F as we did here. But in the case of initial
algebras, iterating F gets you nothing new, as we now show.

Claim: α and ! are inverses. Since α ◦ ! : X → X is a composition of
homomorphisms, it too is a homomorphism. But since idX : X → X is also a
homomorphism of X to itself, the initiality of ⟨X,α⟩ implies that these must be
equal, namely that α ◦ ! = idX . And since the diagram below, speci�cally the
left square, commutes, we have that

! ◦ α = F (α) ◦ F (!)

= F (idX) (since α ◦ ! = idX)

= idF (X).

33
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F (X) F (F (X)) F (X)

X F (X) X

F (!)

α F (α)

F (α)

α

! α

This shows that initial F -algebras are �xed points of F in the following sense:

De�nition 3.2. A �xed point for a functor F : C → C is an object X of C such
that F (X) ∼= X.

In many cases, initial algebras are in fact the `least' �xed point for the
endofunctor, in the sense of being initial relative to all �xed points (De�nition
3.6). The above theorem also gives us a way to establish the nonexistence of
initial algebras, namely by showing the nonexistence of a �xed point for an
endofunctor.

Thus we can see that the powerset functor ℘ : Sets → Sets has no initial
algebra since Cantor's theorem implies that there is no �xed point for ℘. But
changing the category over which we take powersets can give us an initial alge-
bra. Consider the category SET of all sets and classes, without supposing the
axiom of foundation. We then consider the functor ℘′ : SET → SET that takes
each class to its class of subsets (subsets, not subclasses). The initial algebra
for this functor is the class of well-founded sets. In a related way, if we know
that every endofunctor on a category has an initial algebra,1 then we know that
it has no powerset functor.

In general, however, we would like to have su�cient conditions for asserting
the existence of initial algebras; this section develops the necessary theory to
give such a su�cient condition. Furthermore, we can even construct the initial
algebra �from below� by iterating the functor in the appropriate sense, corre-
sponding to a natural way of considering the build-up for an inductively de�ned
class.

The end goal of this section is to characterize what functors, when you
iterate them enough on an object (usually an initial object), will give you an
initial algebra. The number of times that you need to iterate one of these
functors depends on the sort of functor it is and the category it is de�ned on.

The construction of an initial algebra by iterating the functor is extensively
studied in [12, ch. 4]; we will use their exposition as a guide. The �xed-point
construction of an initial algebra mirrors the Knaster-Tarski �xed-point con-
struction for complete lattices, which are special cases of categories. The gen-
eralization of complete lattices are chain-cocomplete categories.

De�nition 3.3. For an ordinal α, an α-chain in a category C is a diagram

D0 D1 . . . Di . . .

for all i < α.
1Peter Freyd calls such categories algebriacally complete categories and studies them in

[39].
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De�nition 3.4. A category C is chain-cocomplete if every chain has a colimit.
This includes the empty chain's colimit, which is an initial object of C.

Now we can construct an initial algebra, using trans�nite induction. Let
C be a chain-cocomplete category with 0 the initial object. For each functor
F : C → C we de�ne the chain

0 F (0) F (F (0)) . . . Fω(0) = colim
n<ω

Fn(0) Fω+1(0) . . .

And we label the arrows wi,j : F
i(0) → F j(0) where

w0,1 is the unique arrow from 0;

wi+1,j+1 = F (wi,j);

wn,i for limit ordinal i are the colimit injections from Fn(0) to F i(0).

De�nition 3.5. The initial-algebra construction stops after k steps when wk,k+1

is an isomorphism.

Proposition 4 ([12] Proposition 2.5, page 163).

1. If the initial-algebra construction stops after k steps, then each wk,n for
n ≥ k is an isomorphism.

2. Let wn,m be an isomorphism for a pair of ordinals n < m. Then the
initial-algebra construction stops after m steps.

3. For each limit ordinal k, the initial-algebra construction stops after k steps
i� F preserves the colimit

F k(0) = colim
n<k

Fn(0).

That is, i�
F (colim

n<k
Fn(0)) ∼= colim

n<k
Fn+1(0)

This proposition gives us some purchase on when the initial-algebra construc-
tion stops. The idea is that if the construction stops, then you'll continue getting
isomorphisms as you apply F and that if you arrive at an isomorphism, the con-
structions has stopped. Part 3 suggests that preserving the speci�ed colimit is
equivalent to the initial-algebra construction stopping. With this proposition,
we understand better what it takes for the initial-algebra construction to stop.

But the question really is, does the `initial-algebra construction' really pro-
vide us with initial algebras? The answer is yes, under some conditions. We do
know that if the initial-algebra construction stops after k steps, then F k(0) is
least �xed point for the functor F , we can see as follows. It is clear that if the
construction stops, F k(0) is a �xed point, since F k(0) ∼= F (F k(0)) = F k+1(0).
That it's the least such is obvious when we make precise what it means to be
the least �xed point of a functor:
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De�nition 3.6. A �xed point X with isomorphism x : F (X) → X for a
functor F : C → C is called the least �xed point if for any �xed point Y with
isomorphism y : F (Y ) → Y , there exists a unique morphism f : X → Y such
that F (f) = y−1 ◦ f ◦ x as in the following diagram:

FX FY

X Y

x

Ff

y

f

y−1

It is interesting that this de�nition looks quite like the de�nition for initial
algebra, the signi�cant di�erence being that the universality of the least �xed
point is only guaranteed with respect to other �xed points (i.e. F -algebras whose
structure map is an isomorphism), not general F -algebras.

So far we've seen that the initial F -algebra will be a �xed point (Theorem
3.1) and it is clear that it will be the least such, given its unique algebra ho-
momorphism to every F -algebra, including other �xed points. But the question
remains, does the existence of a least �xed point guarantee the existence of an
initial algebra? In general, the answer is no. It turns out that we need a few
more reasonable assumptions on the category and the functor to ensure the
convergence of these two notions. The �rst notion is just a specialization of
De�nition 3.4.

De�nition 3.7. A class C of morphisms is said to be chain-cocomplete if for
every ordinal γ and every chain of C-morphisms

wi,j : F
i(0) → F j(0) in C (i ≤ j < γ),

there is a colimit F γ(0) and wi,γ such that

1. wi,γ ∈ C for each i < γ

2. for every compatible family Ui : F
i(0) → U in C, the factorizing morphism

h : F γ(0) → U is in C too.

This is all to say roughly that C is closed under the morphisms for colimits
of chains for any ordinal. The class of all monomorphisms in the categories of
Sets, complete posets, topological spaces, and varieties of �nitary algebras are
all examples of chain-cocomplete classes of morphisms.

Then we have the following important theorem.

Theorem 3.8 ([12] p. 181). Let M be a chain-cocomplete class of monos in a
category C and let C be M -well powered. The following conditions are equivalent
for any functor F : C → C preserving M (i.e. such that m ∈ M implies F (m) ∈
M):

1. F has a �xed point;

2. F has a least-�xed point;
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3. the initial F -algebra exists;

4. the initial-algebra construction stops.

The proof is not important here because it relies on the careful construction
of a compatible family of M -monos, which gives little intuition about why the
conditions are su�cient. An intuition we can gather, however, is from the
condition on the functor F . The functor, in this theorem, has to preserve M ,
and M is assumed to contain all the necessary morphisms for colimits of chains
of M -morphisms.

Indeed, some features of any chain-cocomplete class C can help us better
understand this theorem. First, C must have an initial object because the
empty chain in C must have a colimit, namely the initial object. Moreover,
each 0 → X, for X ∈ C, is in the class C. The class C is also closed under
isomorphisms and composition.

All this together can be understood as requiring that M ensures that C is
`chain-cocomplete enough', and that F works well withM . Once this is assumed
(along with the assumption that C is M -well powered), the existence of �xed
points and initial algebras coincide. It can help to think of this in analogy to a
weak form of the Tarski-Knaster �xed point theorem.2

To see better how the colimit of chains translates into initial algebras (and
thus why it's chain-cocomplete), we quote a nice theorem.

Theorem 3.9 ([10, Lemma on p. 201]). Let C be a category with an initial
object 0 and trans�nite composition of length ω, hence colimits of sequences
ω → C, and suppose F : C → C preserves colimits of ω-sequences. Then the
colimit I of the sequence

0 F (0) . . . Fn(0) Fn+1(0) . . .i F (i) Fn(i)

is an initial F -algebra.

Proof. Let
I = colim

n
Fn(0)

be the colimit of the ω-sequence

0 F (0) F 2(0) · · ·

Since F preserves colimits, we have the isomorphism

F (I) = F (colim
n

Fn(0)) ∼= colim
n

F (Fn(0)) =∗ colim
n

Fn0 = I. (3.1)

2For example, consider the following weakening: Let L be a poset with a smallest element

and let f : L → L be an order-preserving function. Also suppose there exists u ∈ L such that

f(u) ≤ u and any chain in the subset {x ∈ L | x ≤ f(x) & x ≤ u} has a supremum. Then f
has a least �xed point.
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We get the equality marked with ∗ by using the properties of the initial object
0. To show this, de�ne I ′ = colim

n
F (Fn(0)). More precisely since I ′ is a colimit,

we have the cocone

F (0) F 2(0) F 3(0) · · ·

I ′

And we get the requisite arrow 0 → I ′ simply by initiality of 0:

0 F (0) F 2(0) F 3(0) · · ·

I ′

which shows us that I ′ is a cocone over the full ω-sequence. The fact that this
cocone is universal in the sense that I ′ is the colimit of Fn(0) comes from the
fact that arrows from 0 are unique; we only have to show that, for any other
cocone C, the diagram

C

0

I ′

!

!

commutes, which is immediate since 0 is initial.
So we know that I is a �xed point of F (3.1) and we now need to show

it is actually an initial algebra. The structure map that comes with I is the
isomorphism from 3.1 above; denote it i : F (I) → I. So ⟨I, i⟩ is an F -algebra.

Now let ⟨X,α⟩ be an F -algebra. By initiality of 0, we get the unique map
!X : 0 → X. Applying F to this map results in F (!X) : F (0) → F (X) which
when composed with α results in

α ◦ F (!X) : F (0) → X.

Applying F to this map gives us F (α ◦ F (!X)) : F 2(0) → F (X) and again
composing with alpha gives us an arrow

α ◦ F (α ◦ F (!X)) : F 2(0) → X.

We can do this for all n and so get the family of arrows qn : Fn(0) → X, showing
that (X, qn) is a cocone and since I is a colimit, we have an arrow u : I → X
as needed. The uniqueness of this arrow comes from the universal mapping
property of colimits.
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It is clear that we did not need that F preserved all colimits of ω-sequences,
just the `initial' such where the least element of (ω,≤) gets sent to the initial
object 0.

Let us see how this relates to our simplest example of the successor functor
S(X) = 1 +X.

Example 3.1. In Sets we get the ω-sequence, recalling that 1 + 0 ∼= 1:

0 1 1 + 1 1 + 1 + 1 . . .

The colimit of this sequence is the set N , which emphasizes the correspondence
between colimits and least upper bounds: we can think of N as the least up-
per bound for the suggestively denoted objects 1, 1 + 1, 1 + 1 + 1, . . .. This
construction of N stops after ω steps after which we have

N ∼= 1 +N ∼= 1 + 1 +N ∼= . . .

The �rst of these N ∼= 1 + N gives us the arrow 1 + N → N which provides
the familiar structure, with a successor and a distinguished object. The later
isomorphisms merely show that you can �x more than one constant and then
proceed to take successors of these, with no successors resulting in one of these
constants (see Section 2.2). In other words, these later isomorphisms give us
the familiar facts that

card{0, 1, 2, . . .} = card{1, 2, 3, . . .}
card{1, 2, 3, . . .} = card{2, 3, 4, . . .}
card{2, 3, 4, . . .} = card{3, 4, 5, . . .}

...

The category Sets satis�es the conditions of the above theorem (Theorem
3.9), with the empty set serving the role of 0. But not every functor on Sets
preserves colimits of ω-sequences. Are there categories, for which every endo-
functor has an initial algebra? To see that this would be a strict requirement, we
note that a weaker condition, having �xed points for every endofunctor, results
in a relatively simple category.

Theorem 3.10 ([8] Theorem, p. 174). If a category C has the �xed point prop-
erty (i.e. if every functor F : C → C has a �xed point) and has all limits or
colimits, then C is a preordered class.

We should note that the original theorem is stated in terms of the category
C having all powers or copowers of all objects.

This theorem says that if C has all limits and colimits, then having the �xed
point property ensures there is at most one arrow between any two objects
of C. Interestingly, if Sets(α) denotes the category of sets of rank ≤ α and
functions between them, then for every α, Sets(α) has the �xed point property.
But Sets(2α) then has the �xed point property, but is not a preorder. And this
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is why the word �all� is present in the theorem: Sets(2α) has all limits with
diagrams with fewer than α objects. But clearly, it doesn't have the colimit of
every object within Sets(2α), namely 2α itself.

The functors that stop after ω steps in the initial algebra construction have
been studied in [6] where they are called algorithmic. More accurately, they
study varietors, which focus on `free' algebras, which are parameterized initial
algebras. Brie�y, we can de�ne them as follows.

De�nition 3.11. A free F -algebra, generated by an object I, is an F -algebra
(I∗, f) together with a morphism s : I → I∗ (insertion of generators) which is
universal in the sense that every diagram

F (I∗) I∗ I

F (Q) Q

f s

h
d

gives rise to a unique f∗ such that the following diagram commutes:

F (I∗) I∗ I

F (Q) Q

F (h∗)

f

h∗

s

h
d

Free F -algebras play a large role in the interesting theory of machines in
categories by Arbib and Manes [13]. The functor F is called a varietor if there is
a free algebra (I∗, f) for every object I. It is easy to see that if I = 0 is the initial
object, then the conditions (I∗, f) must satisfy to be a free algebra collapse to
the conditions for an initial algebra. That is, the free algebra generated by the
initial object is the initial algebra.

De�nition 3.12. Let F : C → C be a functor on a category C. For each object
A of C, denote by FA : C → C the functor with the following form:

FA(X) = F (X) +A

FA(f) = F (f) + idA.

Then F is called an algorithmic varietor if F is a varietor and the initial algebra
construction stops after ω steps.

The functor FA is just the coproduct of F with the constant A functor. The
notion of algorithmic is, in our context, not particularly meaningful as a term.
The important idea is that it is �nitary in the sense that we can �nd an initial
algebra after at most ω many iterations on the initial object of C.

We now come to an interesting result about how close this sort of `�nitary'
matches with the traditional view that a functor is �nitary if it preserves �ltered
colimits in the context of Sets. It turns out to depend on large cardinals axioms
of set theory, unlike many of the results using Sets.
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Theorem 3.13 ([8] Theorem 18, p. 176). The following statements are equiv-
alent

1. There are no measurable cardinals

2. a functor F : Sets → Sets is an algorithmic varietor i� it is �nitary
(i.e. preserves �ltered colimits).

This is interesting for several reasons. First, that measurable cardinals come
into play at all is quite surprising. In the many uses to which we put the category
Sets, we often don't particularly care which version of set theory you use. That
is, most of the theorems of category theory that talk about sets are presumed
to be invariant under �reasonable� interpretations of �sets and functions�. The
second reason this theorem is interesting is that it answers a natural question:
Do �nitary functors achieve initial algebras after �nite iteration on the initial
object? The answer is�a common answer�that it depends. The initial algebra
construction always stops after ω steps for �nitary functors only if you assume
there are no measurable cardinals. And, it should be noted, the nonexistence
of measurable cardinals is consistent with ZFC.

Although the notion of a �ltered colimit is described in the Appendix, I will
brie�y note here what those are. Many of easiest examples of limits and colimits
to understand come from diagrams indexed by directed sets. Directed sets are
preordered sets such that every �nite subset has an upper bound. So a directed
set, considered as a category, is such that all �nite diagrams admit of a cocone.
Any chain is a directed set, since the upper bound will simply be the latest
(i.e. the maximum) in the chain of any subset you choose.

This result shows that we cannot divide up the world of functors into those
that have initial algebras and those that don't simply by noting the �niteness
of the functor. For a more nuanced classi�cation of functors, we turn now to
polynomial functors which will serve as the major divide between how `complex'
the functor is that produces the initial algebra, if any.
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Chapter 4

Polynomial Functors

We have seen general features of initial algebras and how they combine the prin-
ciples of recursion and induction characteristic of accessible domains. In this
chapter, we will be more explicit about the surrounding category and the sorts
of functors that have initial algebras. The salient distinction here is between
endofunctors that are polynomial and those that are not. This chapter summa-
rizes the theory of polynomial functors, with an eye toward interesting features
of their (initial) algebras. An especially important feature of polynomial endo-
functors is that they give us initial algebras through a notion of iteration, though
they are not unique in this sense. The smallest �xed points for polynomial end-
ofunctors are actually initial algebras for those same endofunctors. Moreover,
we can say how much iteration is required in some general ways. Much of the
following theory comes from Joachim Kock's notes on polynomial functors [49].

The examples from Chapter 2 (e.g. 2.1) are based on the successor functor
X 7→ 1+X, which gives us one nullary and one unary operation which we may
think of as the constant 0 and the successor, respectively. We can generalize
this to any signature consisting of �nitely many �nitary operations on a set.
Here ��nitary� refers to operations of �nite arity (number of arguments). This
allows us to capture part of universal algebra, without equations, as an instance
of algebras for endofunctors on Sets, for instance.

Example 4.1. A group is a set G equipped with one binary (multiplication), one
unary (inverse), and one nullary (identity element) operation as indicated in the
following diagram:

G×G G G

1

m i

u

or more compactly as an arrow

1 +G+G×G G,
[u,i,m]

43
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that satis�es the usual equations. And so we see that group signatures can be
captured by algebras of the endofunctor F (X) = 1+X+X×X on Sets. But note
that this is only the signature; we didn't specify any relations (e.g. equality)
between these operations such as how the identity interacts with inverse and
multiplication.

Example 4.2. [16, p. 267] More generally, we can consider an endofunctor on
Sets that looks like a polynomial:

F (X) = C0 + C1 ×X + C2 ×X2 + · · ·+ Cn ×Xn (4.1)

to represent C0 many nullary operations (i.e. constants), C1 many unary op-
erations, and so on. The Ck are natural numbers and are shorthand, so that
2 ×X3 is really X3 +X3. These functors look very much like the polynomial
functions we are used to, with multiplication being replaced by Cartesian prod-
uct, addition by coproduct, and exponents replaced by exponential objects (X2

represents the function space {0, 1} → X or simply X ×X). These polynomial
functors allow us to represent sets with any number of �nitary operations.

Let us make this more precise. A signature Λ is a set of function symbols
together with associated �nite arities. We write f (n) to indicate that f is a
function symbol of arity n. If the arity of a function symbol c is 0, then we call
c(0) a constant symbol.

A Λ-algebra is a pair

S = ⟨S, {f (n)
S : Sn → S | f (n) ∈ Λ}⟩,

where S is a set, the carrier of the algebra. Already we see a similarity to
algebras for endofunctors, with the place of a structure map being instead a
family of functions. A constant symbol is a function symbol S0 → S which is
an element of S, considering S0 ∼= 1. Given two Λ algebras S and T , we say that
a set function ϕ : S → T is a Λ-homomorphism if, for every function symbol
f (n) in Λ, and every s1, . . . , sn ∈ S,

f
(n)
T (ϕ(s1), . . . , ϕ(sn)) = ϕ(f

(n)
S (s1, . . . , sn)).

For every constant symbol c(0), this means that ϕ(c(0)S ) = c
(0)
T .

But Λ-algebras correspond to algebras for endofunctors, where we replace
the family of functions with the coproduct of the family. Given a signature Λ,
consider the (polynomial) functor P : Sets → Sets given by

P(S) =
∑

f(n)∈Λ

Sn.

Note that this is just another way to express the functor F above in Equation
4.1. For each Λ-algebra S and each f (n) ∈ Λ, we have the interpretation of f (n)

in S,
f
(n)
S : Sn → S.
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By the universal property of coproducts, we get a unique map λ : P(S) → S
making the following diagram commute:

Sn
∑

f(n)∈Λ

Sn

S

f
(n)
S

λ

This means that λ : P(S) → S is a P-algebra structure map. So each Λ-algebra
S gives rise to the P-algebra ⟨S, λ⟩.

Conversely, given any P-algebra ⟨S, λ⟩, we have a Λ-algebra with f
(n)
S given

by the composition

Sn
∑

f(n)∈Λ

Sn S .λ

Coupled with the fact that Λ-homomorphisms are P-homomorphisms and
vice versa, we get that the category of Λ-algebras is isomorphic to the category
of P-algebras.

This example showed how algebras for functors generalize the sorts of alge-
bras that universal algebra studies. So the signatures for groups, rings, monads,
etc. are all instances of algebras for polynomial functors in a straightforward
manner. Again, these functors deal with the signatures, not the explicit alge-
braic nature of these structures; they do not include identities like associativity.

In the above example, our de�nition of signature was general enough to
allow for in�nitely many function symbols, and so operations. Likewise, the
de�nition of the corresponding polynomial functor P was also general enough
to include in�nite coproducts. These examples give rise to a precise de�nition
of polynomial functor in one variable. The generalization of functors like those
of the form (4.1) above is achieved by moving from natural number exponents
to generalized families of objects (usually sets).

We will consider an A-indexed family (Ba : a ∈ A) of sets to be given by
the map f : B → A with Ba = f−1(a). So each Ba is the collection of elements
in B that f sends to a ∈ A. We will be exploiting this fact often and will thus
introduce notation for this relationship.

De�nition 4.1. Let f : B → A be a function in Sets. This gives rise to
the family (Ba : a ∈ A). We say that f represents the polynomial functor
Pf : Sets → Sets de�ned as

Pf (X) =
∑
a∈A

XBa
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on objects and for arrows h : X → Y ,

Pf (h) =
∑
a∈A

hBa :
∑
a∈A

XBa →
∑
a∈A

Y Ba

(Ba → X) 7→ (Ba → X
h−→ Y )

determined termwise.
We will also say that f gives rise to Pf .

This allows us to de�ne what a polynomial functor is, for one variable X.

De�nition 4.2. A functor P : Sets → Sets is a (one-variable) polynomial func-
tor if it is isomorphic to Pf for some f : B → A in Sets.

Example 4.3. Let us see how this works for the simple polynomial functor

P (X) = X + 2X2.

First, we expand to P (X) = X + X2 + X2. So we know that we want the
exponents to be 1, 2, 2. Let A = {a1, a2, a3} and B = {b1, b2, b3, b4, b5}. Then
we can de�ne the function f : B → A as follows

B A

b1 a1

b2 a2

b3

b4 a3

b5

f

So we get Ba1 = {b1}, Ba2 = {b2, b3}, and Ba3 = {b4, b5}. In Sets, all sets of
the same cardinality are isomorphic, since isomorphism is bijection. This means
that {b4, b5}, for example, is isomorphic to the ordinal 2. Therefore∑

a∈A
XBa = X{b1} +X{b2,b3} +X{b4,b5}

∼= X1 +X2 +X2

∼= X +X2 +X2

as desired.

We can thus see that the function f gives all the information needed for our
polynomial functor.

Some examples of this relationship between polynomial functors and their
representing arrows will help us gain some intuition.
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Example 4.4. Let f : B → 1 be a set function into the terminal set {∗}. Then
there is only one �ber, namely B∗ = B. Thus f represents the polynomial
functor

Pf (X) =
∑

a∈{∗}

XBa

= XB∗

= XB

This shows us how to get `monomial' functors, a special case of polynomial func-
tors that are represented by functions into the singletons (i.e. terminal objects
of Sets).

Example 4.5. Consider now the map f : ∅ → A and its corresponding polynomial
functor

Pf (X) =
∑
a∈A

X∅a =
∑
a∈A

X∅ =
∑
a∈A

1 = A.

This shows that taking the polynomial functor represented by the empty func-
tion gives us constant functors. Note that any category with initial and terminal
objects will have similar constant functors since generally X0 ∼= 1. We note the
special cases that for A = ∅, the polynomial functor Pf (X) = ∅ is the con-
stant empty functor. Similarly, when A = 1, the terminal object, we get the
polynomial functor Pf (X) = 1 the constant singleton functor. This way, we
can represent any set A as a constant polynomial functor given by the family
f : ∅ → A.

Example 4.6. Given a polynomial functor Pf : Sets → Sets for some f : B → A,
we can evaluate it on the empty set, for instance:

Pf (∅) =
∑
a∈A

∅Ba

But notice that ∅Ba is empty unless Ba is empty. If Ba is indeed empty, then
the set of maps Ba → ∅ has exactly one map. So then

Pf (∅) = {a ∈ A | Ba = ∅}.

That is, Pf (∅) is the set of elements of A that are not in the image of f .

Example 4.7. Of course we can evaluate on singletons as well:

Pf (1) =
∑
a∈A

1Ba =
∑
a∈A

1 = A.

Example 4.8. Let f : B → A be a bijection. This means that each �ber will be
a singleton:

Pf (X) =
∑
a∈A

X1 = A×X.

We may call these linear functors; Pf consists entirely of unary operations.
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Example 4.9. Now let f : B → A be only an injection. We can thus partition
A into those elements that are in the image of f and those that aren't. Let
A0 = {a ∈ A | Ba = ∅}, those elements with empty �bers, and A1 = A \ A0.
Note that every element of A1 will have a singleton �ber, since f is injective.
Thus the polynomial functor represented by f is

Pf (X) =
∑
a∈A0

XBa +
∑
a∈A1

XBa

=
∑
a∈A0

X∅ +
∑
a∈A1

X1

= A0 +A1 ×X

We call these a�ne functors and they are really the sum of a constant and a
linear functor. Thus we can think of this functor as having a nullary operation
for each element of A0 and a unary operation for each element of A1. The
successor functor is one example of an a�ne functor, where A0 and A1 are
singletons.

Example 4.10. If f : B → A is a surjection, then we know

A0 = {a ∈ A | Ba = ∅} = ∅.

This shows us why injections (that represent a�ne functors) may have a constant
term A0 and yet bijections (representing linear functors) do not.

4.1 Initial algebras of Polynomial Functors

Given this theory of polynomial functors let us turn to considering their initial
algebras, when they have them. It is common to refer to initial algebras for
polynomial endofunctors as W-types, which comes from Martin-Löf's original
speci�cation in [62].

De�nition 4.3. The initial algebra of a polynomial functor Pf , if it exists, is
called the extensional W-type for the map f and is denoted W (f).

W-types are quite broad and �can be used to provide a constructive counter-
part of the classical notion of a well-ordering and to uniformly de�ne a variety
of inductive types� [91]. This section will cover W-types, or initial algebras of
polynomial endofunctors.

To use some of the examples from the last chapter, we can start to see how
initial algebras work for these relatively well-understood functors.

Example 4.11 (Based on Example 4.8). If f : B → A is a bijection in Sets,
then Pf (X) = A×X. So, a Pf -algebra homomorphism is an h that makes the
following diagram commute:

A×X A× C

X C

idA×h

h
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It is easy to see that ∅ constitutes an initial Pf -algebra. First, it's obvious that
∅ is a �xed point of Pf since P (∅) = A× ∅ ∼= ∅. And since ∅ is an initial object
of Sets, it's equally obvious that it has no proper sub-algebras (i.e. it is the least
�xed point for Pf ).

Example 4.12 (Based on Example 4.10). If f : B → A is merely surjective, then
again we have that ∅ is an initial algebra for Pf . To see this in a di�erent way
than the previous example, we note that

Pf (∅) =
∑
a∈A

∅Ba ,

but Ba = f−1(a) will always be nonempty, since f is a surjection. Thus, for
each summand, the function space Ba → ∅ is empty, which gives us Pf (∅) ∼= ∅.
Another way to say this is that if Pf has no nullary operations (i.e. constants),
then the `smallest' world with all the operations is an empty one.

Example 4.13 (Based on Example 4.5). For f : ∅ → A, we have the constant
polynomial functor Pf (X) = A. Then a Pf -algebra is a set X with a map from
A:

Pf (X) = A −→ X.

This actually implies that the category of Pf algebras AlgSets(Pf ) is the coslice
category A/Sets. That the arrows between coslices are the same as Pf homo-
morphisms is easy to see from just writing what a Pf homomorphism h would
be:

A A

X Y
h

which is
A

X Y.
h

The initial Pf -algebra for this particular f is just ⟨A, idA⟩. This can be seen
by the following diagram for any Pf algebra ⟨X,h : A → X⟩:

A

A X.

hidA

h

Clearly h itself is the unique homomorphism from the initial Pf -algebra making
the diagram commute.

4.2 Iterating Polynomial Functors

In Chapter 3, we discussed many aspects of iterating a functor on an initial
object to arrive, possibly, at �xed points and initial algebras for that functor.
Now that we are restricting ourselves to polynomial endofunctors, we can do a
little better.I would like to thank Joachim Kock (personal correspondence) for
help on formulating the following proposition.
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Proposition 5. For a polynomial functor Pf : Sets → Sets with f : B → A and
a regular cardinal κ, the following are equivalent

1. Pf preserves κ-�ltered colimits.

2. The set Ba is smaller than κ for all a ∈ A.

3. The initial algebra construction for Pf stops after κ steps.

Proof. (2) =⇒ (1) Since Pf is the sum of functors of the form XBa , and
sums commute with colimits, it is enough that we prove the functor X 7→ XC

preserves κ-�ltered colimits if C is smaller than κ. We use C since we won't
require any facts about Ba being the �bers of f in this proof. It is su�cient
to show that κ-�ltered colimits commute with κ limits since XC for C ≺ κ is
a κ limit. For the case when κ = ω, there is the well-known result from [57,
Theorem 1 in IX.2, p. 215] that says colimits of (ω-)�ltered diagrams commute
with �nite (ω) limits. The generalization to κ-�ltered colimits and κ limits
comes from [59, Theorem 1.2.1] and whose proof is essentially the same as that
of the special case of ω.

(1) =⇒ (2) For this direction, it is su�cient to consider the case when C ̸≺ κ
for some C and show that κ-�ltered colimits are not preserved by X 7→ XC .
Since we are working with Sets, allow me to use a relatively informal example.
For this proof sketch, we will consider the case when κ = ω. Let C be in�nite
(i.e. of cardinality ≥ ω). Now consider the in�nite `triangle' matrix with 1 below
the diagonal and 0 above. 

0 0 0 . . . 0 . . .
1 0 0 . . . 0 . . .
1 1 0 . . . 0 . . .
...

...
...

...
1 1 1 . . . 0 . . .
...

...
...


The colimit of every row is 1 and the product of all of these colimits will thus
be 1. However, the product of every column is 0 and the colimit of all those 0's
will again be 0. Thus we have a counterexample to an in�nite C giving rise to
a functor that preserves (ω-)�ltered colimits.

(1) ⇐⇒ (3)
This follows from (3) of Proposition 4.

One of the things this Proposition tells us is that for polynomial endofunctors
that have �nite exponents, the initial algebra construction will stop after ω steps.
Thus, for the endofunctor Pf (X) = 1+X, we have that N is isomorphic to the
result of iterating Pf at least ω-many times. More generally, the initial algebra
construction stops after κ steps for the smallest regular cardinal κ that is an
upper bound to Ba for all a ∈ A.
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Polynomial endofunctors are used in modeling W-types from type theory,
and these types are intended to capture constructive notions of well-founded
trees. In [19], it is remarked that �W-types can be seen informally as the free al-
gebras for signatures with operations of possibly in�nite arity, but no equations.�
(p. 8) Similarly, in [70, p. 194], it is claimed that �A W-type is a direct gener-
alization of a free term algebra from �nite arities to arbitrary arities (speci�ed
by a signature), and is thus an algebra of possibly in�nite wellfounded trees�.

For the extensional W-types, we have the following formation and introduc-
tion rules:

� W-formation rule.

A : type x : A ⊢ B(x) : type

(Wx : A)B(x) : type

� W-introduction rule.

a : A t : B(a) → (Wx : A)B(x)

sup(a, t) : (Wx : A)B(x)

Although the full rules are important, it is easier to see the connections in
the following if we write (Wx : A)B(x) simply as W. For example, the W-
introduction rule can be rephrased as

a : A t : B(a) → W .
sup(a, t) : W

Which says that for every element a of A and element t of WB(a) we have an
element of W, called sup(a, t). This introduction rule therefore determines a
functor

P (X) =
∑
a:A

XB(a)

which is just a type-theoretic expression of our familiar polynomial functor

P ∗(X) =
∑
a∈A

XBa .

This functor is on the category of types as objects and terms of the type theory
as arrows.1

Moreover, if we take rules for Π and Σ types into account, the introduction
rule gives us an arrow

sW : P (W) → W

with W = (Wx : A)B(x) given by the formation rule. And so we have a P -
algebra ⟨W, sW⟩. The authors go on to show that ⟨W, sW⟩ is initial, in the sense
that we have been using the term. In general, to have an initial algebra for

1This is the category H in [19, � 1.2] that is an intensional type theory.
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the polynomial endofunctor is the same thing as having a type W satisfying the
introduction, elimination, and computation rules they set down for extensional
W-types.

This correspondence between initial algebras and the type-theoretic rules is
then extended to a correspondence between intensional W-types and `homotopy-
initial' algebras. This weakening of the initiality is very interesting for inductive
types in homotopy type theory, but we leave the topic here.

Example 4.14 ([70, Example 3.5(a)] and [62, p. 82]). In Example 2.1 we saw
how a natural number object can be characterized as the initial algebra to the
functor S. Let us see now how the same de�nition can be given as a polynomial
endofunctor, as in De�nition 4.1 and 4.2. A natural number object is isomorphic
to W (f) where

f : {1} ↪→ {0, 1}.
To see this, we only need to notice how f gives the data for S = Pf .

Given f as the inclusion, we note the two �bers:

f−1(0) = ∅
f−1(1) = {1}.

Informally, it is easiest to think of this as saying that there is one nullary op-
eration and one unary operation, respectively. However, the full description of
Pf is simple enough:

Pf (X) = X∅ +X{1}

= 1 +X

which is the same as the successor functor S. And with W (f) and N both as
initial algebras for S = Pf , we have that W (f) ∼= N .

Example 4.15. An interesting example is that of the Brouwer ordinals O. These
ordinals are also called the second number class and the description used here is
given in [62, pp. 82�85]. The elements of O are de�ned inductively very similarly
to the natural numbers, but with one additional inductive rule:

0 ∈ O x ∈ O
s(x) ∈ O

f : N → O
sup(f) ∈ O

.

It is also traditionally (for the constructive perspective, for example) assumed
that f above falls under some notion of `e�ective'. We could just implicitly
require that all functions are `e�ective' to achieve this, or have some test of
e�ectiveness in place, either in the system itself or externally. Thus we have a
nullary operation 0, a unary operation s, and an operation with (the cardinality
of) N arguments, the supremum operation. The set O is the initial algebra with
such a signature and we can see that by constructing a Pg such that O ∼= W (g).
Such a g may look like this:

g : N → {0, 1, 2}
x 7→ 1 + min(x, 1).
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With this speci�cation, we see that

g−1(0) = ∅
g−1(1) = {0}
g−1(2) = {1, 2, 3, . . .} ∼= N

giving us the polynomial functor

Pg(X) = X∅ +X{0} +XN

= 1 +X +XN

Thus a Pg algebra is a structure map Pg(X) → X or

[0, s, sup] : 1 +X +XN → X

which matches the inductive de�nition given above, keeping in mind that the
initial Pg-algebra, W (g), should be O.

If we consider this de�nition of O as the �rst constructive number class O1,
then we may de�ne the n-th number class On as the W-type for the polynomial
endofunctor

P (X) = 1 +X +XN +XO1 + . . .+XOn−1 .

Thus the n-th number class will be a well-founded tree that can branch on any
previous number class or the natural numbers.

4.3 Accessible Domains of Polynomial Endofunc-

tors

In the preceding sections of this chapter, we have seen a mathematical treat-
ment of polynomial endofunctors and their initial algebras. The point was to
highlight a particular class of endofunctors whose algebras are well behaved. In
addition, I want to suggest that we can use polynomial endofunctors to distin-
guish di�erent accessible domains. The idea is that we can classify accessible
domains by understanding the di�erences between the underlying endofunctors.
This classi�cation is not as precise as giving a quantitative measure of `how
basic' the endofunctor is, but remains relatively open-ended.

Let us collect some facts together.

� N is the initial algebra for the functor 1 +X on Sets.

� O is the initial algebra for the functor 1+X +XN on a category like Sets
but may require all maps to be e�ective in some sense.

� FORM, the class of formulas for a formal language, is the initial algebra
for the functor that re�ects the construction rules of the formal language.
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� all W -types are initial algebras for some polynomial endofunctor.

As we will see in the next chapter, there are accessible domains that are not
captured by polynomial endofunctors, such as the segments of the classical cu-
mulative hierarchy. We can thus distinguish between accessible domains that
arise as the initial algebra for a polynomial endofunctor, and those that do not.

We can also distinguish between sorts of polynomial functors by how `�nite'
they are. Polynomial functors that only have �nite exponents (i.e. the under-
lying map f has only �nite �bers) are more elementary than those which have
in�nitary exponents (i.e. f has some in�nite �bers). These gradations of ele-
mentariness can be helpful in making sense of the Bernays and Sieg notion of
methodological frame which sees accessible domains as capturing the ontological
commitments of a methodology (e.g. classical, �nitist, constructive, predica-
tive, etc.). So if you want a relatively minimalist methodology, that focuses on
justifying things only by reference to `simple' objects, you may restrict yourself
to accessible domains that arise as initial algebras for �nitary polynomial endo-
functors like N . If, however, you would like to work in a broad context such as
ZFC you may want to work relative to the objects in segments of the classical
cumulative hierarchy V instead. This focus on the sorts of objects you take for
granted does not claim to be an entire characterization of a methodology since
the sorts of proof methods or inference rules you take for granted also play a
role in a methodological perspective.

Schematically, we can see the gradient of methodological frames as follows:
 

 

Accessible domain 

elementary classical 

ℕ   Form  𝒪𝒪  𝒱𝒱 

Polynomial 

Finitary 

In this diagram, we have situated four important accessible domains (i.e. N,
Form, O, and V) into the categories of polynomial and �nitary. The notion
of �nitary in the context of polynomial endofunctors is quite straightforward
(i.e. the exponents are �nite), but there may be notions of �nitary applied to
non-polynomial functors. It may very well be that there are initial algebras for
these �nitary functors which don't �t into this diagram. This diagram mostly
emphasizes the sorts of functors we have already encountered.

But this is a syntactic understanding of the endofunctors; it concerns what
de�nitions apply to the functor (e.g. polynomial or not). How the functor can be
de�ned is an interesting question, but it depends on the categorical context�it
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is not invariant. Functors may look di�erent without actually being any di�erent
and so a proper classi�cation of endofunctors that give rise to accessible domains
must look toward properties of the functors that are invariant (e.g. preservation
properties, adjunctions). In particular, we've seen how important preservation
properties are in �nding initial algebras (e.g. Propositions 4, 5, and Theorems
3.8, 3.9).

Importantly, polynomial endofunctors preserve wide pullbacks [49, p. 179].
Indeed, important `intrinsic properties' of (more general) polynomial endofunc-
tors on Sets are expressed in Kock's notes:

Theorem 4.4 (Theorem 8.6.3 [49]). For a functor P : Sets/I → Sets/J , the
following conditions are equivalent.

1. P is polynomial

2. P preserves wide pullbacks (equivalently connected limits, or pullbacks and
co�ltered colimits).

3. P is a sum of representables.

4. The comma category (Sets/J) ↓ P is a presheaf topos.

5. P is a local right adjoint (i.e. the slices of P are right adjoints).

6. P admits strict generic factorizations.

7. Every slice of el(P ) has an initial object (Girard's normal-form property).

Some of these facts come from the properties of Sets in which Sets/I ∼=
SetsI . Analyzing the underlying functors of accessible domains through these
sorts of properties would constitute a proper (invariant) way to understand
methodological frames in the context of initial algebras.

These properties will not hold in general for the powerclass functor, which
preserves κ-�ltered colimits for regular cardinal κ. We think that future work
should elaborate the properties of functors that we want to use as distinctions
between sorts of accessible domains. For example, we might already be able
to say that preserving �ltered colimits constitutes a relatively elementary endo-
functor and that if this endofunctor has an initial algebra, the accessible domain
is correspondingly elementary.
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Chapter 5

Sets and algebraic hierarchies

This chapter will treat the case of various set-theoretic constructs as accessible
domains (initial algebras of endofunctors). To do this, we must get more explicit
about the surrounding categorical context than we were in the previous cases
of natural numbers, constructive number classes, and other W-types. In those
previous examples, we left implicit the sorts of categories we were relying on
for the results to hold, such as the important facts that initial algebras are
`inductive' and `recursive'.

The sort of constructs we will now consider include segments of the cumula-
tive hierarchy, ordinal numbers, and again natural numbers, which all turn out
to be deeply related in the following presentation. But each of these will have
di�erent versions that depend on the particular categorical context. For exam-
ple, di�erent categories will produce di�erent (categorical versions of) ordinal
numbers: variously resulting in all �nite ordinals, all countable ordinals, or all
classical ordinals. Similarly, cumulative hierarchies vary with the surrounding
categorical context, and we will sketch in what way these variations depend on
which categorical assumptions.

The point of this is to show that these constructs are accessible domains, by
�nding appropriate endofunctors on the (to be) axiomatized categories. Often,
the endofunctor will revolve around a `powerset' or `powerclass' functor, but
these will vary with context as well. To handle all these variations, we will
centrally rely on axiomatic presentations, so that removing an axiom, weakening
an axiom, or adding an axiom will produce a context in which another accessible
domain may be characterized. The hope is that relatively simple changes to the
axiomatization of the category, and related structure, will produce important
accessible domains. And this in turn will, as far as possible, treat these set-
theoretic constructs uniformly.

The set theories that we will focus on are outlined in the �rst section of
this chapter. We rehearse some motivation for the axiomatizations themselves,
starting with Zermelo-Fraenkel set theory; namely, the construction of a cu-

57
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mulative hierarchy.1 We will brie�y discuss some variations of this traditional
formulation and some consequences of these axioms. Of particular interest will
be the intuitionistic and `constructive' versions of Zermelo-Fraenkel set theory.
However, we will also look at weaker theories and any di�erences that might be
interesting for the categorical contexts.

The axiomatization of set theories, using categories, will run along two com-
plementary paths: logical and `set theoretic'.2 To axiomatize the logic that is
available in a set theory (i.e., intuitionistic or classical), we have to make sure
there is enough structure in the category to interpret things like conjunctions,
disjunction, negations, etc. Though I will not explain in detail how these ax-
ioms really do give us a semantics for logic, I will indicate which axioms are
for what purpose. Once we have settled on the `internal logic' of the category,
we consider axioms speci�c to set theoretic constructions like powerset and sep-
aration. This will essentially depend on a key insight of algebraic set theory
which is to axiomatize a notion of `smallness'; the intuition behind `small' as
opposed to `large' sets mirrors the di�erence between `sets' and `proper classes'
from Gödel-Bernays set theory, for example. When we have axiomatized what
it means to be `small', we can frame the operations like powerset and union in
a way that depends uniformly on the notion of smallness. This has the bene�t
that if we want to consider set theories with a restricted powerset operation, or
that validate only bounded separation, we vary the notion of smallness to do
so.

Thus, the axiomatization of smallness will be the mechanism by which we
derive di�erent accessible domains. The scheme will be as follows:

� Given an axiomatization of smallness, we get a particular powerclass func-
tor.

� Given that powerclass functor, we get a particular `universe', or cumulative
hierarchy, as the initial powerset algebra.

� The universe is an accessible domain (and is a model of a particular set
theory).

This will be how we talk about entire set theories, but we shall not prove, for
example, that the universe is a model of a particular set theory; we shall leave
that to the references.

There are other constructs related to the cumulative hierarchy that require
less work to capture the desired notion. Our main example in this respect will

1The naming of the cumulative hierarchy and a de�nitive study of its semi-categoricity
can be found in the classical paper of Zermelo [103]. Zermelo showed that we get categorical
models of set theory if in addition to the axioms, we �x the size of the class of urelements
and the ordinals that are representable in the set theory. By varying these, especially the
ordinals, we arrive at ever larger models of set theory. In our presentation, the universe and
the ordinals will both be derived from the axiomatization of the category and will both be
unique up to isomorphism.

2These two paths coincide with the `synthesis' discussed in the introduction of structural
axiomatics (axiomatization of smallness) and formal axiomatics (partially included in class
categories).
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be that of ordinal as seen in Section 5.7. To show, for example, that a particular
accessible domain models set theory requires quite a bit of technical work on
the logical side, but showing that our familiar notion of ordinal is captured by
an appropriate accessible domain requires only showing some properties hold of
the object. For this reason, the end of our discussion on accessible domains in
set theories will include a substantial presentation of ordinals in algebraic set
theory.

5.1 Set Theories

The �rst axiomatic set theory that we will discuss is Zermelo-Fraenkel ZF set
theory. The axioms of ZF can be interpreted as just those which give the
`iterative' view of the universe of sets: the cumulative hierarchy. The cumulative
hierarchy is a standard interpretation of the universe of sets. It consists in the
(trans�nite) iteration of the powerset operation on the emptyset:

V0 = ∅ Vα+1 = P(Vα) Vλ =
⋃
α<λ

Vα V =
⋃
λ

Vλ.

We de�ne V inductively, with a successor case Vα+1 and a limit case of Vλ

for a limit ordinal λ. We then de�ne V as the (smallest) proper class of all
steps of such a construction which is indexed by the ordinals. We will show
how, when considered in a particular categorical context, V will be the initial
algebra for a powerset endofunctor and thus the set-theoretic universe is an
accessible domain. Indeed, when we perturb the categorical context, we arrive
at set-theoretic universes for set theories other than ZF as well as important
set-theoretic constructs like the ordinals.

The axioms of ZF codify the intuition that the universe of sets contains only
extensional, well-founded collections equipped with the operations necessary to
de�ne V (i.e. emptyset, powerset, union, replacement). To explain this claim,
let us examine the axioms, where we implicitly quantify over free variables and
formulas:

Z1 (Extensionality). a = b ↔ (∀x)(x ∈ a ↔ x ∈ b)

This axiom says that equality between sets is determined by the sets having
the same members.

Z2 (Union). ∃y ∀x(x ∈ y ↔ (∃z ∈ a)x ∈ z)

This says that to be an element of
⋃
(a) means being an element of an

element of a. This axiom allows us to create
⋃
(a) from any set a that consists

of all elements of elements of a. This allows us to form the `limit' case in the
construction of V .

Z3 (Powerset). ∃y ∀x(x ∈ y ↔ x ⊆ a)
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This axiom asserts the existence of a powerset P(a) for any set a consisting
of all the subsets of a. This gives us the successor case for the construction of
V .

Z4 (In�nity). ∃y (∅ ∈ y & (∀x ∈ y)x ∪ {x} ∈ y)

This axiom asserts that there is an in�nite set. Zermelo originally asserted
that there was a set containing ∅ and closed under the singleton operation
x 7→ {x}, but it is now customary to use the von Neumann successor x 7→ x∪{x}
instead. In the construction of V , we implicitly assumed that λ ranges over
ordinals that extend into the in�nite and this axiom ensures that at least one
in�nite set exists. It implies, combined with the powerset and replacement
axiom (below), that there is a proper class of ordinals.

Z5 (Replacement). (∀y ∈ a)(∃!z)ϕ(y, z) → (∃z)(∀x)(x ∈ z ↔ (∃y ∈ a)ϕ(y, x))

This axiom schema says that for any functional formula ϕ(y, z) on a set
a, the `image' or `range' of ϕ is also a set. This is necessary if we want to
iterate the powerset operation more than �nitely many times. Indeed, Zermelo's
original axiomatization did not have Replacement and so could only guarantee
the existence of Vω (or Vω+ω if the axiom of in�nity is included).3

Z6 (∈-induction). ∀x ((∀y ∈ x)ϕ(y) → ϕ(x)) → ∀xϕ(x)

This axiom asserts that universal statements about sets can be proved by
induction on the elements: showing that the elements of a set x having the
property ϕ guarantees that ϕ(x). Just like in the arithmetic case, induction
here is equivalent to a well-foundedness or least-element principle.

De�nition 5.1. Zermelo-Fraenkel set theory ZF is axiomatized by Z1−Z6 and
uses classical logic. That is, ZF consists of Extensionality, Union, Powerset,
In�nity, Replacement, and ∈-induction.

To see how these axioms give us the cumulative hierarchy V , notice that the
axioms fall into three groups: fundamental properties of sets, operations on sets,
and the existence of particular sets. The �rst group consists of Extensionality
(Z1) and ∈-induction (Z6) which express that sets are to be extensional and well-
founded collections. The second group consists in Union (Z2), Powerset (Z3),
and Replacement (Z5) which allow us to construct V . Finally, the existence of
an in�nite set is given by In�nity (Z4).

Important consequences of the axioms, which we label �axioms� for conve-
nience, as follows:

Axiom 5.1.1 (Emptyset). ∃y ∀x(¬x ∈ y)

This axiom asserts the existence of a set with no members, the �rst step in
constructing V .

3The axiom of replacement was independently formulated by Skolem and Fraenkel in 1922
to explicitly address this issue, but there were informal statements as early as Cantor's letter
to Dedekind in 1899 [28] cf. [58, p. 489], [100, p.291].
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Axiom 5.1.2 (Foundation). ∀x(x ̸= ∅ → (∃y ∈ x)y ∩ x = ∅)

This axiom says that every nonempty set has an element which is disjoint
from it. This prevents self-membership and any in�nite `descending' chain of
membership y ∋ x1 ∋ x2 ∋ x3 ∋ . . .. The statement used here corresponds to a
least-element principle of sorts.

Axiom 5.1.3 (Separation). ∃y ∀x(x ∈ y ↔ (x ∈ a ∧ ϕ(x))) for any formula ϕ
perhaps with additional parameters, in which y does not occur.

This axiom schema allows us to construct the set {x ∈ a | ϕ(x)}.

Axiom 5.1.4 (Pairing). ∃y ∀x(x ∈ y ↔ (x = a ∨ x = b))

This axiom allows us to create the unordered pair of two sets a and b, denoted
by {a, b}.

With these axioms, much of modern set theory can be carried out. Indeed,
many see ZF as the core of standard set theory and, descriptively speaking,
this seems to be the case.4 But set theory was formed in the midst of se-
rious methodological and philosophical change in foundational considerations
and thus many of the various methodological views can be interpreted in set
theory. For example, a constructivist attitude can be re�ected in di�erent sorts
of set theories, including more or fewer axioms than ZF, or changing some of
the axioms of ZF to better suit the philosophical perspective. The background
logic, independently of the axioms themselves, can also conform to philosoph-
ical or pragmatic perspectives such as intuitionist logic or even more `exotic'
deviations from the assumed classical logic above.

We shall take seriously these di�erent set theories because some important
models, like the constructive cumulative hierarchy, are accessible domains in the
same way that V is. The following are descriptions of major set theories that
can be easily expressed in terms of their di�erence to ZF as well as some minor
variations (e.g. whether atoms or urelements are permitted).

The simplest variation is changing the logic of the axiomatic system to be
intuitionistic and not classical.

De�nition 5.2. Intuitionistic Zermelo-Fraenkel set theory IZF is axiomatized
by Z1−Z6 and uses intutionistic logic.

A set theory that di�ers from ZF and IZF comes from a broadly `construc-
tivist' or `predicativist' perspective. It is called Constructive set theory or CZF
[5]. This perspective looks on the powerset axiom and replacement as suspi-
ciously strong: these axioms permit too much. That is not to say that these
axioms are forgotten entirely; instead they are replaced by weaker versions,
which we will now go over. The following axioms are taken from both [5] and
[96].

4The inclusion of the axiom of choice is usually also taken for granted in the standard pre-
sentations of set theory. That is, ZFC is often thought of as standard. We leave considerations
of choice out of our current presentation.
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Axiom 5.1.5 (Strong Collection). (∀x ∈ a) (∃y)ϕ(x, y) → ∃bB(x ∈ A, y ∈ b)ϕ
where the formula B(x ∈ A, y ∈ b)ϕ abbreviates

(∀x ∈ a) (∃y ∈ b)ϕ ∧ (∀y ∈ b) (∃x ∈ a)ϕ.

Strong Collection is a strengthening of an axiom schema called, not sur-
prisingly, Collection. The intuition for both versions of Collection are similar
to the schema of Replacement and indeed, in the context of CZF, they have
the same strength [73]. The only apparent di�erence between Strong Collection
and Replacement is that Strong Collection does not require the formula ϕ to
be single-valued (or functional). But collection only requires the existence of a
superset of the image of ϕ, not necessarily the exact image.

Axiom 5.1.6 (Collection). (∀x)(∃y)ϕ(x, y) → ∀a∃b(∀x ∈ a)(∃y ∈ b)ϕ(x, y)
with neither a nor b free in ϕ.

In the context of the other axioms of ZF, Collection is equivalent to Re-
placement, and when we provide universes of IZF and ZF below , we will be
including Collection as an axiom instead of replacement, for it is simpler.

Axiom 5.1.7 (Subset Collection).

∃c∀z ((∀x ∈ a)(∃y ∈ b)ϕ(x, y, z) → (∃d ∈ c)B(x ∈ a, y ∈ d)ϕ(x, y, z))

Subset collection is a modi�cation of the Powerset axiom (Z3) which is clas-
sically equivalent, but constructively weaker. It can be taken to assert the
existence of `enough' total relations between every set a and b. The notion of
`enough' can be understood by the notion of fullness, which is equivalent, given
the other (to be speci�ed) axioms of CZF.

De�nition 5.3 (Fullness). A set c is full in a and b if

1. every element of c is a total relation on a and b.

2. for every total relation r ⊆ a × b, there exists a total relation s ∈ c such
that s ⊆ r.

Subset collection can be thought of as asserting that for every a and b, there
is a c that is full in a and b. The key here is to recognize that in intuitionistic
contexts, the assertion of function sets is strictly weaker than the assertion of
subset collection (or fullness), which in turn is strictly weaker than an axiom of
powerset.

The theory CZF also requires that we allow separation only in restricted
contexts, namely to bounded formulas:

Axiom 5.1.8 (Bounded Separation). ∃y ∀x(x ∈ y ↔ (x ∈ a ∧ ϕ(x))) for any
bounded formula in which y does not occur free.

The use of Separation for any formula whatsoever is thought to be impredica-
tive, and therefore not constructive under this interpretation. For that reason,
this restricted form only allows you to de�ne properties (for the purpose of
separation) based on `previously' generated sets, which are the bounds for the
bounded quanti�ers.
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De�nition 5.4. Constructive Zermelo-Fraenkel set theory CZF uses intuition-
istic logic and is axiomatized by

Z1: Extensionality

Z2: Union

Z4: In�nity

Z6: ∈-induction

Axiom 5.1.5: Strong Collection

Axiom 5.1.7: Subset Collection

Axiom 5.1.8: Bounded Separation

All of the above set theories (ZF, IZF, CZF) assumed that the quanti�ers
ranged over a domain of only sets. But set theories that contain non-sets, that
can be members of sets, but can have no members, have been long considered.5

We will call these non-sets atoms and introduce the set-hood predicate S(x) to
assert that x is a set, and not an atom.

If we consider the language of the above set theories as extended by this
predicate, we can formulate axioms regarding S and atoms:

Axiom 5.1.9 (Universal Sethood). ∀xS(x)

This asserts that everything is a set. We may also say that only sets have
elements:

Axiom 5.1.10 (Membership). x ∈ a → S(a)

Of course, if we want there to exists an empty set, we cannot make `having
members' and `being a set' equivalent. Being a set is necessary to have members,
but this way, not all sets must have members.

For each of the set theories we have so far considered, we can extend them
to include axioms that allow for atoms to exist. How many atoms there are is a
di�erent question which will not in�uence our development here; we will pick this
thread up when talking about algebraic set theory in Section 5.2. For notation,
we will refer to ZF with atoms as ZFA and likewise IZFA and CZFA as set
theories with atoms. One of the major di�erences when atoms are introduced
is that the cumulative hierarchy starts with the set of atoms, not the emptyset;
this will be an easy modi�cation in the categorical setting and so we leave the
topic for now.

5Zermelo's original axiomatization in [102] uses atoms.
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5.1.1 Weaker Theories

Theories weaker than CZF are also considered in the context of �nding interest-
ing category-theoretic models of sets. We consider two studies of these weaker
systems as examples.

Example 5.1 (BIST). In the thorough study of [21], the authors consider a
theory called BIST which stands for Basic Intuitionist Set Theory. The theory
BIST includes a unary predicate S for �set�, where sets are closed under �various
useful operations on sets, all familiar from mathematical practice.� [21, p. 432]
Notably, BIST includes a powerset axiom and implies full replacement in the
sense of

(∀y ∈ a)(∃!z)ϕ(y, z) → (∃z)(∀x)(x ∈ z ↔ (∃y ∈ a)ϕ(y, x)). (5.1)

It also includes a rather strange �Equality� axiom:

∃y ∀x(x ∈ y ↔ (x = a ∧ x = b))

which is necessary given the weak context.
In the context of BIST, full replacement implies that only restricted prop-

erties can be used in an instance of separation. This notion of �restricted� is
not the same as �bounded� so as to be equivalent to Bounded Separation. In-
stead, a property ϕ is �restricted� when it does not include the atomic formula
S(x) (asserting set-hood of x) and where every quanti�er is bounded.6 Simply
adding the axiom that S(x) is `restricted' allows Bounded Separation for BIST.
Adding some assumptions on how �restriction� works with arbitrary quanti�ers
allows for the validation of full separation.

The nature of in�nity in BIST is somewhat subtle. The axiom of in�nity
in BIST simply states

(∃I)(∃0 ∈ I)(∃s : I → I)(∀x ∈ I s(x) ̸= 0) ∧ (∀x, y ∈ I s(x) = s(y) → x = y).

But even were we to strengthen BIST by a collection axiom, we can't prove
the in�nity axiom where we use the von-Neumann successor (here modi�ed to
ignore S(x)):

∃I(∅ ∈ I ∧ (∀x ∈ I) x ∪ {x} ∈ I).

Additional interesting features (regarding e.g. the law of excluded middle,
notions of in�nity, and consistency) and modi�cations of BIST can be found in
[21].

Example 5.2 (BCST and CST). Michael Warren in [101] and Awodey and
Warren in [18] discuss constructive and `predicative' set theories that are closely
related to BIST from Example 5.1. In those papers, the authors focus on three
constructive set theories, denoted by BCST for Basic Constructive Set Theory,

6This is actually Corollary 2.3 in [21, p. 434] and not the de�nition of �restricted�.
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CST for Constructive Set Theory, and CZF for Constructive Zermelo-Fraenkel
set theory. The relationship between them can be stated simply using the table
included on [101, p. 24]:

Axioms BCST CST CZF

Membership • • ◦
Extensionality, Pairing, Union • • •

Emptyset • • ◦
Binary Intersection • • ◦

Replacement • • ◦
Bounded Separation ◦ ◦ •
Exponentiation • ◦

In�nity •
∈-induction •

Strong Collection •
Subset Collection •
Universal Sethood •

The �lled in circles • indicate axioms of the set theory and hollow circles
◦ indicate a consequence of the axioms. Note that this formulation of CZF is
slightly di�erent then the above formulation; in that it explicitly includes the
universal sethood axiom. For completeness, let me include the axioms that we
have not seen yet.

Axiom 5.1.11 (Binary Intersection). ∃y ∀x(x ∈ y ↔ (x ∈ a ∧ x ∈ b)) for sets a
and b.

This axiom ensures the existence of binary intersections, as the name sug-
gests.

Axiom 5.1.12 (Exponentiation). If S(a) and S(b) then

∃y ∀x(x ∈ y ↔ x is a function from a to b).

This axiom asserts the existence of function spaces ba for sets a and b. In
the categorical context, this allows us to leverage W-types; more on that below.

Some major di�erences to note:

� CST has exponentiation, which is important forW -types to exist, whereas
BCST does not;

� CZF is quite a bit stronger than the other two, containing an axiom
of in�nity and ∈-induction. It also cannot contain urelements, in this
formulation, given the Universal Sethood axiom.

5.2 Algebraic Set Theory

In this section, we will introduce algebraic set theory to incorporate hierarchies
and universes of sets into the framework of accessible domains as initial alge-
bras for endofunctors. It should not be too surprising that this is possible, since
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the iterative conception of set emphasizes that the universe of sets is induc-
tively de�ned in a �very similar� way to that of the natural numbers. What is
perhaps surprising is how uniform we can treat multiple sorts of set theories:
e.g., Zermelo-Fraenkel set theory in its classical (ZF), intuitionistic (IZF) and
constructive or `predicative' (CZF) versions. To do this, we axiomatize set the-
ories in an algebraic way (using categories), and some of these axioms can be
weakened or left out to accommodate various perspectives or preferences for set
theories. Notions of de�nability, length of iteration, and background logic are
all dimensions that algebraic set theory can vary within its framework. Thus,
the use of algebraic set theory for this dissertation is clear, since our mission is
to provide abstract methods for relating di�ering methodological frames.

Algebraic set theory can be thought to start with the book Algebraic Set
Theory by Andre Joyal and Ieke Moerdijk (1995), though they had published
results already in [46]. They were motivated to perceive the hierarchy of sets as
an algebraic structure of a simple kind, very similar to the functor algebras we
have been considering. However, in our earlier discussions of initial algebras,
we treated notions like the category of sets and functions (Sets) without much
detail. For example, the proof that �nitary polynomial functors on Sets preserve
ω -colimits relied on what you take to be the category Sets. The result does
not hold for arbitrary categories! In category theory�especially when giving
familiar examples�we allow the reader to pick their favorite set theory, within
some bounds, to substitute for that category. But now that we are to focus on
sets themselves, it behooves us to take care on how we understand the ambient
category.

First, I will describe the general outlines of algebraic set theory, and then I
will give parts of the mathematical theory that are relevant for characterizing
universes of sets as accessible domains. The end result is important: just as the
Dedekind-Peano axioms characterize the initial algebra for the functor S (see
section 2.3), the axioms of Zermelo-Fraenkel set theory are just a description
of what is called the �initial ZF-algebra�. The analogy goes even deeper: ZF-
algebras have one unary successor operation7 but are also equipped with the
ability to make indexed unions. However, the key insight of algebraic set theory
is summed up by Alex Simpson:

The crucial idea for obtaining category-theoretic models of set theory
is that, rather than axiomatizing the structure of the category of
sets on its own, one should instead axiomatize the structure of the
category of sets together with that of its surrounding supercategory
of classes. [90, p. 15]

For many purposes, the `surrounding supercategory of classes' can be thought
of in a way similar to the Morse-Kelley and Gödel-Bernays set theories: we make
distinctions between sets and proper classes. In algebraic set theory, we will use
the word �small� to refer to sets, since the distinction is really one of size limi-
tation.

7As in the last chapter, you may think of this as the singleton operation a 7→ {a}.
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Once we have axiomatized the notion of smallness in a category of classes
(also to be axiomatized), we will construct the relevant accessible domains. And
we will see that changing the axiomatization allows us to study multiple interest-
ing structures from a similar vantage point. Speaking informally, if we take the
notion of �smallness� to be �niteness, the initial ZF-algebra will be the algebra
of heriditarily �nite sets. If we take the notion to refer to sethood in the sense
of Morse-Kelley, then the initial ZF-algebra will be �essentially the cumulative
hierarchy of sets�: isomorphic to the familiar von-Neumann hierarchy.

We can go a step further and `add relations' to the notion of ZF-algebra. A
natural set of examples comes from requiring that the `successor' operation is
monotone. Again, by changing the notion of smallness (by varying the axioms
that characterize it), we get interesting accessible domains. For example, if our
`classes' consist of all countable sets, then the initial ZF-algebra with monotone
successor is the set of natural numbers. If, as before, we take sethood to be
the notion of smallness, the initial ZF-algebra with monotone successor is the
class of ordinal numbers. As we showed with initial algebras for endofunctors,
the trans�nite induction for ordinals comes from the algebraic properties of this
characterization.

And �nally, before getting to the mathematical detail, let me quote Joyal
and Moerdijk in describing their framework:

Our abstract framework thus consists of a suitable category C, with
a designated class of arrows in C, which are called small, and sat-
isfy natural axioms. In this general context, it is possible to de�ne
algebras L as objects in C equipped with an operation s : L → L
for successor, and with a partial order on L which is complete in the
sense that the supremum exists along any map which is designated
small. Such algebras L will be called Zermelo-Fraenkel algebras in C.
We investigate the structure of the free (initial) ZF-algebra V , and
show that it can be viewed as an algebra of small sets, via an explicit
isomorphism between V and the object PS(V ) of �small subsets� of
V . This free algebra V should be viewed as a cumulative hierarchy
of small sets, relative to the ambient category C and its class of small
maps. Indeed, [...] under very general conditions this algebra V is a
model of the axioms of (intuitionistic) Zermelo-Fraenkel set theory.

The category C is suitable in the sense of being able to interpret `enough' logic,
including some de�nability constraints. It is this category C that will determine
the background logic, usually assumed to be at least intuitionistic �rst-order
logic with equality. We can consider categories that interpret classical logic by
simply adding a condition to the axiomatization of C. The correspondence be-
tween logics and categories is quite interesting and robust. To name particularly
important ones, Awodey lists �higher-order logic (elementary topos); Martin-Löf
dependent type theory (LCC pretopos); �rst-order logic (Heyting pretopos)[...]
in�nitary higher-order logic (cocomplete topos)� [18, p. 4].

To each of these correspondences, algebraic set theory adds a correspondence
to a particular set theory. For example, in [18] it is shown that Basic Intuition-
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istic Set Theory represents exactly the elementary set theory whose models are
elementary toposes.8 In the next two sections, we will give axioms that charac-
terize �rst a `class category' that interprets logic and will serve as our ambient
category and second the notion of smallness that provides a way to construct
universes of sets within the class category.

5.3 Axioms for Class Categories

The categories that will serve as what Simpson calls the �surrounding supercat-
egory of classes� need enough structure to interpret logical constructions such as
conjunctions, predicates, etc. We start with the axioms for a Heyting pretopos.
As with all the axiomatizations in algebraic set theory, we provide the axioms
so that we may change them to cover many cases. After all, we are not after
one set theory, but many.

We now give the axioms for a Heyting category, indicating logical and math-
ematical constructions that each allows.

C1. C has pullbacks and a terminal object. Hence C has all �nite limits.

This axiom ensures that we have some basic structure in the category. That
is, we have �nite products, e.g. A × B × C, a terminal object 1, pullbacks,
and equalizers. Pullbacks are the interpretation of equality, as described in
Appendix A.

C2. C has �nite coproducts, and these are disjoint and stable under pullback.

This axiom tells us that C is extensive. Like Axiom C1, this adds some
structure to the category; in this case, by providing what we may interpret as
disjoint unions. In categorical terms disjointness says that the pullback of the
coproduct inclusions is an initial object:

0 P B

A A+B.

∼=
⌟

inr

inl

Since we can think of the pullback as a subobject P ↣ A + B consisting of
pairs (a, b) that satisfy the equation inl(a) = inr(b), the fact that P is `empty'
tells us that the images of A and B have no overlap in A+B. Without C1, we
would have to state C2 in more general terms, based on subobjects.

Stability of the �nite coproducts means that for any family {fi : Yi → X |
i = 1, . . . , n} and any arrow X ′ → X, the canonical map∐

i

(X ′ ×X Yi) → X ′ ×X

∐
i

Yi

8For the precise sense of this, see [18].
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is an isomorphism. More simply put, this says that the coproduct of the pullback
is isomorphic to the pullback with the coproduct. In diagrams, that means that
we start with a family (Yi) and maps fi : Yi → X and arrow X ′ → X:

Y1 · · · Yi X ′

X .
f1

fi

We de�ne the family of pullbacks:

Yi ×X X ′ X ′

Yi X.

and then we take the coproduct of all the pullbacks and its map to X ′:

X ′ ×X Y1 X ′ ×X Y2 . . . X ′ ×X Yn

∐
i(X

′ ×X Yi) X ′.

We can also de�ne the coproduct of the (Yi) with its canonical morphism to X:

Y1 · · · Yn X ′

∐
i Yi X.

Then we have the pullback

Y1 · · · Yn

∐
i Yi ×X X ′ X ′

∐
i Yi X.

Stability of coproducts says that
∐

i(Yi×X X ′) and
∐

i Yi×X X ′ are isomorphic
via the map

∐
i(Yi ×X X ′) →

∐
i Yi ×X X ′.

The next axiom provides a way to talk about quotients if equivalence rela-
tions.

C3. For every arrow f : X → Y , the kernel pair k1, k2 has a coequalizer q :
X → Q.

K X Q

Y

k1

k2

f

q

Further, regular epimorphisms are stable under pullback.
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This axiom is somewhat dense so let us unpack it. The �rst notion that is
important is that of a kernel pair of an arrow f . This is simply the pullback of
f with itself:

K X

X Y

k1

k2 f

f

The name is suggestive, as it captures the standard notion of a kernel, as de-
scribed in Appendix A The coequalizer Q can be thought of as the subobject
of Y corresponding to the image of the map f . This comes from taking the
quotient of X with respect to the kernel equality; so two elements x1 and x2 are
identi�ed if their values under f are equal.

That we require these regular epimorphisms to be stable means that for the
pullback diagram

X ×B A A

X B

f ′ f

if f is a regular epimorphism, then so is f ′.

C4. For each arrow f : X → Y in C, the pullback functor f∗ : Sub(Y ) →
Sub(X) has a right adjoint ∀f .

As the notation suggests, this helps in getting a universal quanti�er; the
existential quanti�er comes from C3.

Now we can summarize this axiomatization of class categories.

De�nition 5.5 ([18, p. 7]). A class category is a locally small category C that
satis�es the axioms

C1. C has �nite limits

C2. C has �nite disjoint colimits that are stable under pullback

C3. Every kernel pair in C has a coequalizer; regular epimorphisms are stable
under pullback.

C4. The pullback functor for any arrow has a right adjoint.

The power of this axiomatization is apparent from the following fact:

Proposition 6. If C is a class category, then C models intuitionistic, �rst-order
logic with equality.

This axiomatization really aims at simply getting to this point: we can
reason with the objects of C using the familiar intuitionistic, �rst-order logic
with equality. To get to classical logic, we need only add the assumption that
every subobject has a complement, since this will validate the law of excluded
middle for predicates.
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For the remainder of the chapter, unless explicitly stated, we will assume
C is a class category. We now move to axiomatizing the notion of smallness.
Recall that the intuition here is to get a category of classes, which we've done,
and to then isolate the �sets� from that category.

5.4 Axioms for Small Maps

This section axiomatizates the notion of �smallness� by axiomatizing the class
of small maps S. The intuition for smallness comes from considering the �bers
of the maps, a topic we discussed in relation to polynomial functors in Chapter
4. Intuitively, a map f : B → A is small when each �ber `f−1(a) ⊆ B' is a set.
More formally, the �ber of f is the pullback of a : 1 → A along f . In this way,
we can envision f as a parameterized family of sets (Ba)a∈A where Ba = f−1(a)
as before. This particular axiomatization can be found as the main overlap for
the axiomatizations given in [47], [69, 96], and [21]. We will add to, and modify,
this basic axiomatization to capture the cumulative hierarchies of CZF, IZF,
and ZF, in addition to some discussion of other set theories, such as BIST, the
theory of Awodey et al. in [21]. We will, mostly in the axiomatization for IZF,
characterize the class of ordinals as a specialized `cumulative hierarchy' or sorts,
in Section 5.7.

Now the axioms of the class of small maps S, based on [47], where we call a
map small if it is in S.

S1. S ↪→ C is a subcategory of C with the same objects as C. In particular, every
identity arrow 1X : X → X is in S. Similarly, S is closed under composition.

S2 (Stability under Pullback). The pullback of a small map is small. That is,
in the pullback diagram

P A

B C

f ′ f

if f is in S then so is f ′.

S3 (Descent). In the pullback diagram

P A

B C

f ′ f

p

if p is an epimorphism and f ′ belongs to S, then so does f .

S4. Both 0 → 1 and 1 + 1 → 1 are in S.

S5 (Sums). If Y → X and Y ′ → X ′ belong to S, the canonical map Y + Y ′ →
X +X ′ belongs to S.
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S6 (Quotients). If f ◦ e is in S and e is an epimorphism, then f is small:

A B

C

e

f◦e
f

We call a map or arrow f small when f is in S and we also de�ne what it
means for an object to be small.

De�nition 5.6. An object X of C is small if the unique arrow X → 1 is in S.

This makes sense with our intuitive picture of small maps. Small maps are
those with `set-sized' �bers, and the �ber of the map X → 1 of the only element
of 1 is precisely all of X. So saying the map is small is saying that X is a
set. But of course, we will reverse the usual order: small maps will be de�ned
axiomatically the smallness of objects will be derived from that axiomatization.
In other words, in the axiomatization, we aren't using the notion of set-hood,
we're de�ning it.9 But for intuition, it can help to remind ourselves of the
intended idea.

We will eventually need to know when relations are small, as well.

De�nition 5.7. A relation R ↪→ A × B is small if its second projection is a
small map:

R ↪→ A×B → B.

5.5 Powerclass Functors

This section will describe the powerclass functors so that we can see how seg-
ments of various cumulative hierarchies are initial algebras for these powerclass
functors. These powerclass functors will depend essentially on the notion of
smallness as axiomatized in Section 5.4. The intuition for powerclass functors
PS is that for any object X of C they give us the class of all small sub-objects
of X. If smallness coincides with some notion of set-hood, for example, then
PS(X) is the class of all subsets of the object X. Note that without an explicit
axiom, we cannot say whether PS(X) itself is small, even if it is the collection of
small subobjects of X. Such an axiom can have di�erent presentations, which
we invoke where necessary.

If, in our intended set theory, powerclasses of small objects are themselves
small, then we can construct the cumulative hierarchy of `all' small objects.
This will be done explicitly in the next section (Section 5.6). For now, we will
focus on describing the powerclass object and the powerclass functor on which
the cumulative hierarchy is based. For the following discussion, assume C is a

9Notably, we are de�ning it uniformly. This methodology is characteristic to category
theory and provides one of the key bene�ts for this project. More on this will be discussed in
Chapter 6.



5.5. POWERCLASS FUNCTORS 73

class category and S is a class of small maps. In [47], the authors construct the
powerclass as the representing object of a functor PS as follows. Let X be an
object of C. Generally, for any object I, an I-index family of subobjects of X
is a subobject S ↣ I ×X.

De�nition 5.8. For any objects X and I in C, an I-indexed family of small
subobjects of X is an I-index family of subobjects of X such that

S ↣ I ×X
π1−→ I

is small.

Denote by PS(X)(I) the set of all I-indexed families of small subobjects of
X. Given any map g : J → I in C, we can de�ne a map

g# : PS(X)(I) → PS(X)(J)

by pullback. That is, taking the pullback of each arrow in an I-indexed family
of small subobjects of X will result in the diagram:

S′ S

J ×X I ×X

J I

⌟

π′
1

⌟
π1

g

By Axiom S2, π′1 is small because π1 is, thus showing that S′ ↣ J ×X → J is
a J-indexed family of small subobjects. This makes PS(X) into a contravariant
functor Cop → Sets. Then, we have a theorem about this functor.

Theorem 5.9 ([47, Theorem II.3.1]). Let C be a class category and S a class
of small maps. If there is a universal small map π : E → U in S [47, S2, p. 9],
then the functor PS(X) is representable.

The representing object is denoted by PS(X). This means that there is a
bijection, natural in I, between I-indexed families of small subobjects S ↣ I×X
and arrows χS : I → PS(X). We call χS the characteristic map for S.

The proof of Theorem 5.9 is complex, and relies on a construction of PS(X)
through the universal small object labeled by X, which is obtained by the uni-
versal small map π : E → U . We did not include this as one of our axioms for
S because only the presentation of the cumulative hierarchy of CZF will need
this universal small map (in Section 5.6).

For IZF and ZF, we may simply require that these families of small subob-
jects exist, as done in [18].

P1. For every object C of C, there is an object PSC with a small relation
∈C ↣ C × PSC such that for any small relation R ⊆ C ×X, there is a unique
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�classifying map� χR : X → PSC such that R is the pullback of ∈C along
(1C × χR):

R ∈C

C ×X C × PSC.

⌟

(1C×χR)

The �rst axiom is a requirement of C to have certain power objects, which is
similar to the the axiom S2 in [47, p. 9]. 10 Axiom P1 states that every object
of C has a powerclass of all small subobjects. Instead of collecting together all
the subclasses of C, the powerclass contains all the subsets of C, where �sets�
is understood to refer to smallness. The relation ∈C can be understood as the
universal relation such that all small relations on C must be pullbacks of ∈C .

A further requirement we may have for powerclasses can be stated as follows:

P2. The internal subset relation ⊆C ↪→ PSC × PSC is small.

Recall that ⊆C can be intuitively thought of as a relativized subset11 such that

X ⊆C Y ↔ (X ∈ PSC & Y ∈ PSC & X ⊆ Y ).

With this additional assumption, not only does the powerclass object exist for
every object of C, this axiom implies that the powerclass of a small object is
again small: sets are closed under powerclasses. Since relations are small when
their second projection is small (De�nition 5.7), this axiom requires that the
map

⊆C ↪→ PSC × PSC
π2−→ PSC

is small. Intuitively, this map is small only if the �bers are sets. And so, this
axiom requires that π−12 (B), the set of all subsets of B (which in turn is a subset
of C), is a set as well.

This relation of assigning a powerclass to each object is functorial as needed.
For each object X of C, there is a powerclass of all small subobjects of X called
PS(X). This extends to arrows through the notion of an image. The (direct)
image of a map f : A → B is a subobject m : im(f) ↪→ B that is universal in
the sense that given any factorization of f = m′ ◦ e there exists a unique map k
such that m = m′ ◦ k.

A im(f) B

X

f

e

m

k
m′

10This axiom is a reformulation of our discussions of powersets in Appendix B for example
with diagram B.1. The only di�erence now is the dependency on the notion of smallness: ∈C

and R are small.
11See Appendix B.
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We can show how PS acts on arrows as follows [47, p. 18]: For a subobject
s : S ↪→ I × X and a map f : X → Y , de�ne f!(S) to be the image of S
under the map idI × f : I × X → I × Y . That is, f!(S) is the subobject
im(idI × f ◦ s) ↪→ I × Y . Now considering indexed families of small subobjects,
we note that

f!(S) ↪→ I × Y
π1−→ I

is small when
S ↪→ I ×X

π1−→ I

is small because f!(S) is de�ned with idI . This means, that whenever S belongs
to PS(X)(I), we have that f!(S) belongs to PS(Y )(I), thus making an operation
f! : P

S(X)(I) → PS(Y )(I). This operation is natural in I.
By the Yoneda Lemma, the operation f! is given by composition with a

uniquely determined map

PS(f) : PS(X) → PS(Y ).

This shows that PS is a covariant functor on C.

PS(f : A → B) : PSA → PSB

(s : X ↪→ A) 7→ (im(f ◦ s) ↪→ B).

So the functor PS takes arrows and gives the `image' arrow which takes subsets
of A and returns subset of B corresponding to the image of A under f . This is
the powerclass functor PS that will be used to exhibit cumulative hierarchies as
accessible domains.

5.6 ZF Algebras and Cumulative Hierarchies

In this section we quote central results about Zermelo-Fraenkel algebras that will
aid our understanding of how cumulative hierarchies are instances of accessible
domains in the categorical context.12 For this section, let C be a Heyting
pretopos as de�ned in Section 5.3 and S be a class of small maps as axiomatized
in Section 5.4.

To set the stage, let us de�ne what it means to have a suprema along a
small map, since this will play a signi�cant role in the de�nition of ZF algebra
(De�nition 5.12 below). Notice that if L is a poset in C then the set homC(A,L)
of all arrows A → L is partially ordered for each A ∈ C. So we can compare
f, g ∈ homC(A,L), which we take advantage of in the following de�nition.

De�nition 5.10 ([47, p. 22]). Let g : B → A and λ : B → L be maps in C.
A map µ : A → L is said to be the supremum of λ along g if for any maps

12These results all come from [47] unless otherwise noted.
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t : C → A and ν : C → L with the pullback square

C ×A B B

C A,

π2

π1 g

t

we have that
µ ◦ t ≤ ν i� λ ◦ π2 ≤ ν ◦ π1.

Given both λ and g, we can denote this supremum as

µ =
∨
g

λ : A → L

since it will necessarily be unique. Using the internal logic of C we can also
write

µ(a) =
∨

g(b)=a

λ(b)

for the supremum. The poset L is called S-complete if suprema in L exist along
any map in S.

Take the following example as giving the intuition for these suprema. Let
g−1(a) = {b1, b2, b3}. Then µ(a) =

∨
{λ(b1), λ(b2), λ(b3)} in L. So µ gives us

the suprema of λ applied to the �ber g−1(a). The map g gives us the �ber
information (like in the case of polynomial functors) and λ brings elements of
this �ber into the poset L, and µ in turn �nds the supremum in L on these.

Example 5.3. We can construct the binary supremum operation ∨ : L×L → L
as a supremum of [π1, π2] : (L×L)+(L×L) → L along the map [id, id] : (L×L)+
(L×L) → (L×L). This is because we have that [π1, π2]([id, id]

−1(x, y)) = {x, y}
and so

∨(x, y) =
∨

{x, y} = x ∨ y.

In addition, since 1 + 1 → 1 is small (Axiom S4) and S is closed under
pullbacks (Axiom S2), then [id, id] is small too. Thus, under our axiomatization
of Section 5.4, if L is S complete, then ∨ exists.

It turns out that if we consider the powerset PS(X) as a partially ordered
set, ordered by the inclusion of subobjects, then PS(X) is complete relative to
small maps.

Proposition 7. For any object X ∈ C, the power object PS(X) ordered by
inclusion of subobjects is S-complete.

It turns out that the powerset PS(X) is actually free with respect to being
a S-complete sup-lattice on X.

De�nition 5.11. We call an object Y the free S-complete sup-lattice generated
by X if there is a map X → Y and if any map g : X → L into a S-complete
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sup-lattice L can be uniquely extended to a map ḡ which preserves suprema
along small maps:

X L

Y.

g

ḡ

Proposition 8 ([47, Proposition 4.2]). PS(X) is the free S-complete sup-lattice
generated by X with {·} : X → PS(X).

Now we use these de�nitions to de�ne the central notion of a ZF algebra.

De�nition 5.12. A Zermelo-Fraenkel (ZF) algebra is an S-complete sup-lattice
L in C equipped with a map s : L → L called the successor operation. We denote
the algebra as (L, s).

De�nition 5.13. A homormophism between ZF algebras (L, s) → (M, t) is a
map f : L → M which preserves suprema along small maps and commutes with
the successor.

More concretely, a ZF algebra homomorphism f : L → M preserves suprema
along small maps if µ : A → L is a supremum of λ : B → L along the small
map g : B → A, then

A

L M

µ
µ′

f

commutes, with µ′ the supremum of f ◦ λ along g. Similarly, a ZF algebra
homomorphism f : L → M commutes with successor if the following diagram
commutes:

L M

L M .

f

s t

f

We now de�ne what it means to be a free ZF algebra.

De�nition 5.14 ([47, p. 22�23]). For an object A in C, a free ZF algebra on
A is a ZF algebra (V (A), η), with the property that for any object B in C and
any ZF algebra (X, s) in C/B, any map ϕ : B∗(A) → L in C/B can be uniquely
extended to a homomorphism of ZF algebras ϕ : B∗(V (A)) → L in C/B:

A×B L

V (A)×B

η×B

ϕ

ϕ
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The object V (A) is called the cumulative hierarchy on A. If A = 0 then we
simply write V for the cumulative hierarchy. The set A on which V (A) is based
is the set of urelements or atoms of the set theory.

We can understand V as an algebra of �small sets�, up to isormophism, by
showing that V is isomorphic to the object of all small subsets of V , namely
PS(V ).

Theorem 5.15 ([47, Theorem II.1.2]). The map r : PS(V ) → V de�ned by the
formula

r(E) =
∨
x∈E

s(x)

is an isormorphism of S-complete sup-lattices.

Proof. First, we use the singleton map {·} : V → PS(V ) to de�ne a successor
operation

s′ : PS(V ) → PS(V )

by

s′(E) = {
∨
x∈E

s(x)}.

Remember that with ZF-algebras, we are using sup-lattices so
∨

x∈E s(x) intu-
itively is the supremum of the set {s(x) | x ∈ E} where E is an element of
PS(V ), understood as a subset of V . More precisely, we note that x ∈ E is
categorical short hand for x : U → E for some U , which means x is properly
considered as an arrow.13 Thus s′ takes subsets of V and returns the singleton
of the supremum of the successors of elements of that subset.

We know that PS itself is a S-complete sup-lattice (Proposition 7) and so
(PS(V ), s′) is a ZF algebra. Since V is the free ZF algebra, there is a unique
ZF algebra homomorphism

i : V → PS(V ).

But the r given in the statement of the theorem is a map r : PS(V ) → V .
It's clear that r is a homomorphism of ZF algebras since it commutes with
successor by de�nition of s′ and since it is a supremum itself it preserves them,
in particular along small maps.

Then r ◦ i = idV : V → V by freeness of V . To show that i ◦ r = idPS(V )

note that r ◦ i = idV implies that for any v ∈ V

v = r ◦ i(v) = r(i(v)) =
∨

x∈i(v)

s(x)

This implies that

s′(i(v)) = {
∨

x∈i(v)

s(x)} = {v}. (5.2)

13See Appendix B for more on this.
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Then for any E ∈ PS(V ),

i ◦ r(E) = i(
∨
x∈E

s(x))

=
∨
x∈E

i(s(x)) (i preserves suprema)

=
∨
x∈E

s′(i(x)) (i commutes with successors)

=
∨
x∈E

{x} (Equation 5.2)

= E

Thus r and i are mutually inverse ZF algebra homomorphisms.

We have a related result for cumulative hierarchies on an object A.

Theorem 5.16 (Joyal and Moerdijk Chapter 2, Theorem 1.5). The map r :
PS(A)× PS((V (A)) → V (A) de�ned by

r(U,E) =
∨
a∈U

η(a) ∨
∨
x∈E

s(x)

is an isomorphism of S-complete sup-lattices.

Recall that η : A → V (A) here comes from the de�nition of free ZF algebra
(De�nition 5.12).

These two theorems allow us to see that V is isomorphic to the small subsets
of V and that V (A) is an algebra of pairs of small sets (U,E) where U is a set
of a atoms and E is a set of such pairs of small sets. Now, we have to see that
these free ZF algebras are in fact accessible domains. We will do this by using
what we know of the powerclass functor from Section 5.5 to show that V and
V (A) are actually initial algebras for endofunctors.

The main relevant fact shows that the powerclass functor is a monad and
that initial algebras for the powerclass functor are equivalent to initial algebras
that are very close to how we de�ned ZF algebras.14 It is important to note
that ZF algebras do not in general coincide with PS algebras, but that free ZF
algebras coincide with free (or initial) PS algebras.

De�nition 5.17. A monad T = ⟨T, η, µ⟩ in a category C consists of a functor
T : C → C and two natural transformations

η : idC =⇒ T, µ : T 2 =⇒ T

14This fact is used, for example, in [18, p. 5] to replace discussions of initial ZF algebras
with free PS -algebras.
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which makes the following diagram commute:

T 3 T 2

T 2 T

Tµ

µT µ

µ

T T 2 T

T .

ηT

µ

Tη

From Section 5.5, we know that PS is a covariant endofunctor on C. We also
saw that PS is free in the sense of Proposition 8 which means we can uniquely
extend the identity map on PS(X):

PS(X) PS(X)

PSPS(X) .

id

{·}PS (X) ∪X

The maps ∪X for X ∈ C give rise to a natural transformation ∪ : P 2
S ⇒ PS with

components ∪X : PS(PS(X)) → PS(X). Similarly, the map {·}X : X → PS(X)
is the component of a natural transformation {·} : idC ⇒ PS .

To show that the powerclass functor is indeed a monad, we �rst consider the
associativity of the union operation as captured by the left diagram in De�nition
5.17. We want to show that for any X, the following diagram commutes

PS(PS(PS(X))) PS(PS(X))

PS(PS(X)) PS(X)

PS(∪X)

∪PS ∪X

∪X

or as an equation, for A ↪→ PS(PS(X))

∪X(∪PS(X)(A)) = ∪X(im(∪X)(A))

since PS(∪X) is the direct image operation as de�ned in Section 5.5. This
equality states a well-known set-theoretic identity⋃⋃

A =
⋃

{∪(a) | a ∈ A}.

We can understand this as stating that taking the union of the union of A is
the same as taking the union of all elements of A and then taking the union of
that set.

Now we want to show that the singleton operation satis�es the conditions
expressed in the diagram

PS PS(PS(X)) PS(X)

T .

{·}PS

∪X

PS{·}
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or in equations

∪X ◦ {·}PS(X) = idPS(X) = ∪X ◦ PS({·}X).

The left equation comes from the de�nition of ∪X de�ned as the extension of
the identity map idPS(X) above. The right equation expresses the set-theoretic
identity ⋃

{{a} | a ∈ A} = A.

The right diagram is akin to saying that the singleton operation leaves the
set `alone', that the operation is `similar' to an identity operation.

Now we can say that P = (PS , {·},∪) constitutes a monad.

De�nition 5.18. A P-algebra with a successor, a successor algebra, is a PS -
algebra (X, a) equipped with a map s : X → X.

Theorem 5.19 (Bénabou, Jidbladze [47, Theorem A.5]). Let P = (P, σ, µ) be
a monad on a category C.

1. If (V, a, s) is an initial successor algebra, then (V, a ◦ P (s)) is an initial
P -algebra.

2. If (V, h) is an initial P -algebra (so that h is an iso by Lambek's Lemma)
then (V, hµP (h−1), h ◦ σ) is an initial successor algebra.

And these two constructions are inverses of each other.

This theorem shows that the initial algebra for the powerclass functor (as
given in Section 5.5) coincides with the initial ZF algebra (successor algebra
here). The core idea for this theorem is that Lambek's Lemma (Theorem 3.1)
tells us that the initial algebra V is isomorphic to PS(V ) as algebras for endo-
functors and Theorem 5.15 tells us that they're also isomorphic as S-complete
sup-lattices. You can either consider V as the free ZF algebra with no urelements
or as the initial algebra for the powerclass functor. This latter characterization
is particularly important for this dissertation: it means that the cumulative
hierarchy is an accessible domain!

Result 1 (Cumulative hierarchy for IZF is an accessible domain). If C is a class
category, and S is an axiomatization of smallness that satis�es the powerset
axioms (P1, P2), then the initial PS algebra V is the cumulative hierarchy
with no atoms and V (A) is the cumulative hierarchy with a set of atoms A.

But which cumulative hierarchy is V ? Is it classical, intuitionistic, construc-
tive, or some entirely di�erent cumulative hierarchy? As given above, it is the
cumulative hiearchy for IZF. To get the cumulative hierarchy for ZF, we only
need to add the following axiom to our class categories, to validate classical
logic:

Axiom 5.6.1. [Boolean] For any monomorphism A ↪→ X, there is a monomor-
phism B ↪→ X such that A ∩B is an initial object and A ∪B = X.
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In a class category that satis�es this axiom, the law of excluded middle
will be satis�ed and thus the internal logic will become classical. Without
changing anything about the axiomatization of smallness or the development of
ZF algebras and initial PS algebras, we can say

Result 2 (Cumulative hierarchy for ZF is an accessible domain). If C is a class
category that satis�es Axiom 5.6.1, and S is an axiomatization of smallness
that satis�es the powerset axioms (P1, P2), then the initial PS algebra V is
the classical cumulative hierarchy with no atoms and V (A) is the cumulative
hierarchy with a set of atoms A.

Working rather informally, we can even say the following: Let κ > ω be a
regular inaccessible cardinal. If C is a category of sets, relative to a �xed model
of set theory, and S are all functions whose �bers have �bers of cardinality
striclty less than κ, then V = Vκ.15

CZF

This section summarizes Moerdijk and Palmgren's [69] and van den Berg's
Ph.D. thesis [96] in which they discusses in great detail the modeling of CZF
by an initial powerset algebra. Many of the notions we have introduced are
employed to show this but there are central and subtle additional concepts used
in the demonstrations.

The axioms for smallness that [69, 96] use for their models of CZF include
additional axioms than those provided in Section 5.4, and so we now discuss
this expanded axiomatization. We use the label SC to denote that this is
an axiomatization of Smallness that will lead to the cumulative hierarchy of
Constructive set theory CZF.

De�nition 5.20. A class of maps S in a ΠW -pretopos C must satisfy Axioms
S1�S5 and the following axioms:

SC1. If f : X → Y belongs to S, the diagonal X → X ×Y X in C/Y also
belongs to S.

SC2. If Y → X and Z → X are in S, then so is Y + Z → X.

SC3. For an exact diagram in C/X,

R Y Y/R

X

if R → X and Y → X are in S then so does Y/R → X.

15This is one way to articulate the general results found in [103] where κ is thought of as a
boundary number that gives rise to a model of set theory (ZF for Zermelo).
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SC4. For any Y → X and Z → X in S, their exponent (Z → X)(Y→X) in
E/X belongs to S.

SC5. For a commutative diagram

B A

X

f

with all maps in S, the W-type WX(f) taken in E/X belongs to S.

The �rst three axioms essentially make sure that maps belong to S in virtue
of properties of their �bers. The last two are equivalent to the requirement that
if f ◦ g = h and f ∈ S, then g ∈ S ↔ h ∈ S.

There are several things to note about this axiomatization. First, a ΠW -
pretopos is just a Heyting pretopos, axiomatized in Section 5.3, with W -types
whose slice categories are all cartesian closed (i.e. has �nite products and Y X

for any X and Y ). These sorts of pretoposes are common in modeling what is
understood as �weakly predicative constructive mathematics� that may not be
�nitist, which makes it suitable for constructive set theory.

These axioms mainly ensure closure conditions under slicing, relative to small
maps. That is, the class of small maps in a slice category C/X, denoted SX ,
is closed under �nite limits (implied by SC1), �nite sums (SC2), quotients of
equivalence relations (SC3), exponentials (SC4), and W-types (SC5).

Finally, we add one more requirement for the class of small maps S: repre-
sentability. Representability is an important axiom, speci�cally for constructing
a powerset operation without assuming its existence as in Axioms P1 and P2.

SC6. There is a map π : E → U in S such that any map f : B → A in S �ts
into a double pullback diagram of the form

B B′ E

A A′ U

f π

p

(5.3)

where p is an epimorphism.

This de�nition is desirable in this context as a weak form of assuming the
existence of a `universe', which we could have done in the ZF context. Again,
we call π a universal small map and for a ΠW -pretopos C, we can express this
important map using the internal logic of C. Representability means that a map
f : B → A belongs to S i� the following formula is valid in the internal logic:

(∀a ∈ A)(∃u ∈ U)Ba
∼= Eu.

This formula says that every �ber of f is isomorphic to a �ber of π for some
u ∈ U . This assumption is weaker than having a universe that contains every
set, since we only have isomorphic copies of every �ber of small maps.
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Equipped with this axiomatization of smallness (i.e. Axioms S1�5 and SC1�
6), along with stronger assumptions on the surrounding category of classes
(i.e. all ΠW -pretoposes are Heyting, but not vice versa), we can �nd models
of CZF as initial algebras for the powerset endofunctors. We now have a choice
of an additional axiom in order to get to CZF: The Collection Axiom (CA)
and the Axiom of Multiple Choice (AMC).

(CA) For any map f : A → X in S and any epimorphism C ↠ A, there exists
a quasi-pullback of the form

B C A

Y X

where Y → X is an epimorphism and B → Y belongs to S.

This axiom relates to the axiom of the same name in set theory (Axiom 5.1.5).
Informally, we can think of it as saying, that for any small set A and any
surjection C → A, there is a surjection B → A from a small set B which factors
through C.

We will now see how these authors model CZF using these axiomatizations
of smallness, in the class categorical context of ΠW -pretoposes. First, we get
the powerclass functor relative to the axiomatization, through the notion of
representability given in SC6. We construct this from the universal small map,
using the internal set-builder notation:

PS(X) = {R ∈ PX | (∃y ∈ U)R ∼= Eu}.

The use of the power object functor P here indicates that the category is rich
enough to have general power-objects, though these are not in general going to
be small.

The initial algebra for PS exists and is the cumulative hierarchy V . To show
the initial algebra for PS exists, [69] construct it through a sort of `Mostowski
Collapse'.16 They then analyze this new notion of a Mostowski collapse with
respect to W -types and collection maps. Taking the Mostowski collapse of the
W -type based on the universal small map π : E → U , denoted W (π), gives
us a neater object to work with, called V (π). In addition, they prove that
⟨V (π), Int⟩ carries the structure of a PS algebra (Proposition 6.2) and indeed
the initial such (Proposition 6.3), for a particular map Int.17 This V (π) is the
cumulative hierarchy which, since it is an initial algebra, is an accessible domain.

16Recall that the traditional Mostowski Collapse lemma ensures that every well-founded
model of ZF is isomorphic to a unique transitive model.

17In [69], they do not actually use PS , since this functor is only covariant if you assume that
the quotient of a small object is again small. They de�ne the very similar Pπ . And V (π) is
also the initial ZF-algebra, if you replace PS with Pπ . We use PS only to unify the notation
and make the uniformity clear. In [96], the usual PS functor is used.
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Result 3 (Cumulative Hierarchy for CZF is an accessible domain). In a ΠW -
pretopos C and a class of small maps satisfying Axioms S1�5 and SC1�6, the
initial powerset algebra V (π) is the constructive cumulative hierarchy (with no
atoms).

The reason this result is slightly more nuanced is because the notion of
`constructive' in CZF limits the powerset operation. So we don't assume power-
objects are small in the same way that Axioms P1 and P2 assert. We could
have used the approach taken here to de�ne the powerclass functor through
representable maps, but it made sense to make relatively strong assumptions
for IZF and ZF and leave the more uniform but technical approach to CZF.

5.7 The Ordinals

This section will focus on capturing another important sort of set-theoretic
structure: the ordinals. The details here, I think, are satisfying and help under-
stand the use of the category-theoretic framework better. Our exposition here
will be again from [47] and will skip proofs where necessary.

The de�nition of the ordinals is similar to that of ZF algebras but with an
additional requirement.

De�nition 5.21. LetO be an S-complete sup-lattice with a monotone successor
map t : O → O, i.e. that satis�es

x ≤ y =⇒ t(x) ≤ t(y).

If O is the initial ZF algebra with a monotone successor t, then we call (O, t)
the algebra of ordinal numbers.

Just like we did for the free ZF algebra V , we can prove that O looks like
it should, to be the ordinal numbers. First, de�ne a preorder ≼ on PS(O) by
setting for E,F ∈ PS(O),

E ≼ F i� (∀x ∈ E)(∃y ∈ F )x ≤ y.

This preorder de�nes an equivalence relation on PS(O), call it ∼:

E ∼ F i� E ≼ F & F ≼ E.

We now quotient the powerset PS(O) by this equivalence relation:

DS(O) := PS(O)/ ∼ .

Thus, DS is the object of downward closed subclasses of O, which are generated
by small sets. To suggest this downward closedness, for every E ∈ PS(O), we
denote the equivalence class with respect to ∼, in DS(O), as ↓ (E).
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We also have a partial order on DS(O) based on the preorder ≼ on PS(O).
With this partial order, DS(O) is a sup-lattice, with a bottom element ↓ (∅)
and binary supremum given by

↓ (E)∨ ↓ (F ) =↓ (E ∪ F ).

Generally, DS(O) has small suprema based on unions in PS(O).

Proposition 9 ([47, Proposition II.2.2]). The sup-lattice DS(O) is S-complete.
For a small family {Ei | i ∈ I} ⊆ PS(O) of small subsets of O, the sup in
DS(O) is computed as ∨

i∈I
↓ (Ei) =↓ (

⋃
i∈I

Ei).

The proof of this proposition uses the collection axiom (Axiom 5.1.5).
In direct analogy to Theorem 5.15 and 5.16, we have the following theorem

for ordinals, where the successor t̄ on DS(O) is de�ned just as s′ is in theorem
5.15:

t̄(↓ E) = ↓ {
∨
x∈E

t(x)}.

Theorem 5.22. [47, Theorem II.2.3] The map θ : (DS(O), t̄) → (O, t) de�ned
by

θ(↓ (E)) =
∨
x∈E

t(x)

is an isomorphism of ZF algebras.

The structure of the proof is parallel to the theorems about ZF algebras.18

Because of the deep similarity in how the free ZF algebra V (A) and the free
monotone ZF algebra O are de�ned, we would expect that these two algebras
are related. Indeed, they are related just as they are in classical treatments of
set theory. Every set in the cumulative hierarchy V (A) (or V if A = ∅) can be
found at a certain ordinal level of the construction, called its rank. Conversely,
the cumulative hierarchy can be understood as constructed from the ordinals
just as is traditionally done as we will now show, culminating in Theorem 5.23.

The rank mapping comes from the fact that V is a the initial ZF algebra and
O is a ZF algebra. That is, there is a unique ZF homomorphism (V, s) → (O, t)
which we may denote by

rank : V → O.

Just by being a ZF algebra homomorphism, we have two facts:

rank(s(x)) = t(rank(x)), rank(
∨
i∈I

xi) =
∨
i∈I

rank(xi)

for small suprema; and the rank map is uniquely determined by these identities.

18This parallel is because all of these theorems are instances of a more abstract general
theorem [47, Theorem A.1].
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Now we get to construct V from the ordinals, through an internalized notion
of powerset based on the powerclass functor PS . This `internalized' notion is a
map in C which takes elements of the cumulative hierarchy V and returns the
powerset of that set, which is also in V . First, we require that S satis�es the
following powerset axiom:

S7. For any small map X → B in C, the power-object PS(X → B) is a small
object of the slice category C/B.

This allows us to show the following Proposition.

Proposition 10. [[47, Proposition II.2.5]] Suppose the class of small maps
S satis�es the powerset axiom (S7). Then there exists an `internal' powerset
operation

p : V → V

with the property that for all x, y ∈ V ,

y ≤ x i� s(y) ≤ p(x)

The proof of this proposition uses our knowledge of what V looks like, from
Theorem 5.15, namely the two inverse maps r and i.

With this, we can state the theorem that gives the relationship between the
cumulative hierarchy V and ordinal numbers O.

Theorem 5.23 ([47, Theorem II.2.7]). Suppose the class of small maps S sat-
is�es the powerset axiom. Then the map rank : V → O has a right adjoint
V(−) : O → V , which means

1. x ≤ Vα i� rank(x) ≤ α (for any x ∈ V , α ∈ O)
which has the following additional properties:

2. Vα =
∨

i∈I Vαi , for any small supα =
∨
αi in O,

3. Vt(α) = p(Vα), for any α ∈ O,

4. rank(Vα) = α, for any α ∈ O.

The condition in (1) expresses the adjunction, and the identities in (3) and
(4) express that V(−) is a ZF algebra homomorphism. The equality in (2) gives
us the analogy to the limit ordinal case in building the cumulative hierarchy. If
we were to rewrite these four parts in traditional notation, we would have for
ordinals α,

1. x ⊆ Vα i� rank(x) ≤ α

2. Vα =
⋃

γ<α Vγ for limit ordinal α.

3. Vα+1 = P(Vα)

4. rank(Vα) = α.
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Now that we see that the ordinals look as expected, we can see whether the class
O is an accessible domain. Recall that whereas V is the initial ZF algebra, O is
the initial ZF algebra with monotone successor.19 This means that O is not the
initial PS algebra, as O is not isomorphic to V . Might there be a functor for
which O is the initial algebra? We've already seen it: DS , the result of taking
the quotient of PS .

Result 4 (Ordinals are an accessible domain). For a class category C and a
class of small maps S that satis�es the powerset axiom (Axiom S7), O is the
initial DS algebra.

Remark 5.24. It is interesting to note that if the class category consists of
countable sets, O will be the set of natural numbers, so again we have that
natural numbers constitute an accessible domain.

Indeed, since the ordinals here are de�ned in generality, based on a notion
of smallness, Result 4 includes the classical ordinals, the countable ordinals,
and the �nite ordinals. We should note here that having the ordinals de�ned
in this way, using the quotient of the powerclass functor, we can see that in
one sense the ordinals are even more `classical' than the cumulative hierarchy
V . We will return to this in the conclusion when we address the comparison
between accessible domains as methodological frames.

19We could require that the successor is in addition in�ationary (x ≤ s(x)). This would
result in the von Neumann Ordinals as described in [47, �II.3].



Chapter 6

Methodological Re�ections

This chapter uses the conceptual motivation of the dissertation to analyze itself.
Here, I examine mathematical practice much like in Sieg's analysis of accessible
domains but now through the added lens of our categorical characterization. As
we've seen, Sieg articulates a core aspect of traditional notions of �nitist math-
ematics that should guide generalization: being an accessible domain. This
chapter will articulate aspects of the mathematical framework of this disserta-
tion that have aided in the categorical characterization of accessible domains.
More speci�cally, I will show that the category theory used here and the appro-
priateness of category theory to the task at hand all stem from a methodology
and motivation that can be found at the historical roots of this project.

Unlike Sieg's introduction of accessible domains, however, I will not focus
on giving mathematical characterizations of the features of practice that I �nd
worthy of articulation. So, whereas Sieg isolates an important class of mathe-
matical structures much as Dedekind conceptualized simply in�nite systems, I
will prioritize an account of the value and nature of the facets of mathematical
practice that turned out to be most useful to the completion of this dissertation.
In essence, this chapter will be a discussion about notions such as `externalizing'
concepts but without sharp notions of what this entails. Principles of induction
and recursion were picked out as relevant and interesting features of the struc-
tures used in proof theory, and I will pick out relevant and interesting features
of the theory we used to characterize these domains.

One of the central notions that I think crystalizes some of the most inter-
esting features of category theory�we also see it in Dedekind's treatments of
mathematical objects�is the externalization of properties internal to mathe-
matical objects. So instead of asking the question �What is in object X�, we
ask �How does X relate to other objects (like X)?� Externalization occurs when
we replace reasoning about the constitution of an object with reasoning about
the relation that object has to others. A class of ubiquitous examples from cate-
gory theory can be found in universal properties such as the universal properties
of the product of two objects A×B.

Universal properties are usually stated as follows:

89
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X has the universal property U when there are maps M such that
there is a unique map Q such that the diagram D commutes.

or more elaborately:

An object-X-together-with-morphisms-fi has a universal property
if and only if for every other object-Y -with-morphisms�gi from (or
to) the same objects as the fi, there exists a unique h : X → Y (or
h : Y → X) such that the gi can be obtained by compositions of h
and the fi.

We will use the example of a simple binary product to elucidate. Recall the
de�nition of a binary product in category theory:

C is the product of A and B if there exists maps π1 : C → A and
π2 : C → B such that given any X and any pair of maps f1 : X → A,
f2 : X → B, there is a unique map f : X → C such that the following
diagram commutes.

X

A C B

f1 f2
f

π2π1

Now let us compare this with a standard set-theoretic de�nition of the Cartesian
product of A and B:

A×B = {(a, b) | a ∈ A and b ∈ B}

Where the ordered pair (a, b) in turn is usually given via the Kuratowski de�-
nition:

(x, y) = {{x}, {x, y}}

Both of these de�nitions (i.e. Cartesian product and ordered pair) in set theory
di�er from the de�nition given in category theory in a rather apparent way: set
theory de�nes the objects by the constituent objects of the de�ned object and
category theory de�nes the object A×B in terms of its arrow-theoretic relations
to other objects (i.e. existence of projections and unique arrow from any other
object of the category that has similar `projection' arrows). The set-theoretic
de�nition tells us what the ordered pair (x, y) and product A×B really looks like
`on the inside', using notions such as pairing and union in a standard axiomatic
formulation to build up the objects that make up products. Moreover, we are
told that the product consists of just these ordered pairs. Thus, these standard
de�nition answers the question �What objects make up a Cartesian product?�

In contrast, the category-theoretic de�nition answers the question �How does
the product relate to other similarly equipped objects?� This replacement of
internal queries with external ones is what I mean by the `externalization of
properties internal to mathematical objects'. I do not believe that category
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theory merely shows us how we may think about these properties as external,
which are nonetheless `really' internal. Instead, the externalization of properties
shows that neither the internal nor external is more primitive or in general
privileged. They both serve the same purpose, giving an understanding of a
mathematical object, but in di�erent ways. There are reasons for preferring
one over the other, depending on what purposes we intend to put them to. In
general, however, I think the tandem use of both provides the best understanding
of the objects in question. I will argue that it is the characteristic generality of
category theory that supports the externalized version of such de�nitions.

To see this, we �rst note the simplicity�-or at least the self-containment�of
the de�nition of product in category theory. It uses notions that are basic to
category theory. No further de�nition is needed. The de�nition uses the notions
of arrow, object, commuting diagram (equality of arrows), and uniqueness. In
contrast, the axiomatic set theory de�nition requires further analysis of the
ordered pairs that constitute the Cartesian product. This of course is not an in-
principle problem for the axiomatic set theorist, since de�nitions are eliminable.
In that case, the de�nition of the Cartesian product, using a generous notion of
set-builder notation, would be

A×B = {{{x}, {x, y}} | x ∈ A and y ∈ B}.

This is formally �ne but lacks the bene�t of seeing clearly what the con-
struction of a Cartesian product is supposed to grant us, structurally speaking.
The point is not that set theory puts an in-principle barrier to a good de�nition
of the Cartesian product, but that the speci�city required in such a de�nition
emphasizes the basic building blocks of that product and thus the speci�c math-
ematical context in which you are de�ning it. De�nitions must `drill down' to
the parts that make up the object. Category theory, on the other hand, lacks
speci�city in this sense because it replaces the questions of parts (and parts of
parts etc.) with a question of relation. Informally, we can think of the product
as the maximal object with projections to A and B.

The generality gained by the category-theoretic de�nition can be seen to
follow from the objects it uses in the de�nition. The idea here is that all cate-
gories can `make sense' of a product, even if they don't happen to exist in that
category. This single de�nition is actually su�cient to capture the notions of
the Cartesian product, product topology, and direct product of groups, for ex-
ample. The generality is achieved by using the common language of categories
and not the normal concepts used in each of these �elds (i.e. sets, topology,
group theory). No mention is needed of what an open set is, for each topol-
ogy, or what the multiplication of the original groups happens to be in order
to specify the product in the category. And so, the de�nition lifts the concept
of product away from individual mathematical contexts into a generality that
applies equally well to any categorical context.

The form of the product de�nition is common to many de�nitions in category
theory; the example of the product is illustrative, but only one case. The
construction of objects with universal properties is in large part the business of



92 CHAPTER 6. METHODOLOGICAL REFLECTIONS

category theory. The speci�cation of a special object in a category often falls
into the format given above for universal properties. Indeed, we have such a
sentiment given on a popular resource on category theory, ncatlab:

To a fair extent, category theory is all about representable functors
and the other universal constructions: Kan extensions, adjoint func-
tors, limits, which are all special cases of representable functors�and
representable functors are special cases of these.

Here we see that products, a kind of limit, are really a small sliver of the
universal constructions and that much of the mathematics in Chapter 2�5 center
on limits, adjoint functors, and representable functors, included here as universal
constructions.1

The similarity between products (a type of limit) and Galois connections (a
type of adjunction) isn't easy to see if we focus on the internal constructions
of these concepts. Instead, category theory characteristically highlights the
relational aspects of the concept. By �relational aspects�, I mean the way the
concept, in each instance, relates to the objects around it.2 Saying an object
(with associated arrows) has a universal property is to say that it is either
initial or terminal in some category of arrows. As we know from the de�nition
of initial and terminal, these objects are speci�ed only by their relation to other
objects. Initial objects, we recall, are simply those with a unique map to all
other objects of the category. Nothing more is said about them, because nothing
more is needed.

Another way to see this phenomenon is to see how the `internal' perspective
is relative to the conceptual context. In the comparison just made between
products and Galois connections, we can see that the contexts for set-theoretic
Cartesian products and order-theoretic adjunctions dictate what concepts are
allowed to constitute such de�nitions. The de�nition of Cartesian product,
just discussed, relies on notions of set-membership and particular set-theoretic
constructions like the Kuratowski ordered pair. In contrast, the de�nition of
Galois connections relies on order-theoretic concepts, namely the relation ≤
along with monotone functions that preserve this order. The di�erent concepts
available in the speci�c theory can determine how the de�nitions are naturally
given.

Externalized concepts rely on relations between objects and `arrows' (an as-
sociative, compositional relation satisfying the category axioms). The objects
and arrows, are of course, determined by context in the de�nition of the cate-
gory. However, the di�erent contexts will all make sense of the same conceptual

1Many of these uses were implicit or left relatively unanalyzed. For example, in discussing
initial algebras for polynomial functors around Theorem 5, we implicitly used the fact that
polynomial endofunctors are coproducts of representable functors. In discussing the categories
of set theories, we used the fact that certain adjoints exist in order to model the quanti�ers.

2This spatial metaphor should be read as �objects in the category�. I am not implying that
there are meaningful distance neighborhoods and objects are speci�ed by how they relate to
these `close' objects. It is the entire relational situation between the object falling under the
concept and all other objects of the category.
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repertoire: objects and arrows. The initial object of the natural number se-
quence 0 is the `same' as the initial object of the cumulative hierarchy ∅. This
similarity is brought out in the category theoretic de�nition of initial object
that goes beyond the intuitive parallel. This is because the externalized notion,
that of initial object of a category, is speci�ed only with �an object that has a
unique arrow to all other objects�. What it means to �have an arrow� means
something di�erent in each case, but this reliance on the general concept of
`arrow' allows this �exibility while maintaining the obvious unity between the
notions of 0 and ∅. In this example, we can see that �having an arrow� can be
understood order-theoretically, for the natural numbers, the less-than relation
≤ and for sets, the subset relation ⊆.

One way to understand this di�erence between the internal perspective
(e.g. �What objects make up this structure?�) and externalized perspective
(e.g. �How does this structure relate to others of its kind?�) is to note how
the conceptual context changes the investigation. As we've just discussed, the
internal perspective relies immediately on the context in order to understand
a concept; we can't simply say that the empty set is the smallest set, without
specifying what that set contains (nothing) and what ordering we're referring to
(e.g. subset, cardinality), and thus relying on a membership relation. Although
this exact question will also be answered in category theory�an externalized
theory�it will be delayed since we can use arrows to avoid questions about
particularities of the order relation, say ⊆, until it becomes interesting to ask
such questions. In e�ect, category theory, because of its intentional generality,
postpones questions of constitution until you have a particular structure or sys-
tem you want to investigate more thoroughly. Before that level of granularity
is reached, and mathematics resumes as usual, we can simply ask whether the
empty set is an initial object. This will imply facts about where the empty set is
situated in the cumulative hierarchy, for example, but the concept under which
it falls (i.e. initial object), is not tied to any particular conceptual repertoire at
all. And so, we can ask the exact same question of any object in any category,
regardless of whether we are talking about manifolds or discrete sets.

This relates to a broader fact of how category theory continues the process
of abstracting away from individual objects to systems of objects which we will
now discuss. We can think of category theory as conceptually a third-order sort
of theory. It does not need third-order quanti�ers, of course, but it talks about
systems of systems of objects.

First order concepts and de�nitions refer to individual mathematical objects.
For example, the de�nition of addition on the natural numbers, as it is usually
given, refers only to individual natural numbers. Depending on how you look
at it, the de�nition of a simply in�nite system is also �rst order, insofar as
mappings and chains are individual mathematical objects.3

3The word �individual� does not imply that the object is `primitive' in the sense of having
no de�nition (e.g. the concept of chain is a complex de�nition) but does imply the object is
not a system of other objects. This distinction is not particularly sharp, since you may treat
systems of objects as if they are simple objects, as we go on to argue that category theory
does.
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But Dedekind does not just de�ne simply in�nite systems, he shows that the
notion is categorical, by showing that every simply in�nite system is isomorphic
to a privileged one (the one where Dedekind himself is the starting point 1).
This study of simply in�nite systems is second order, since it takes as its object
systems of �rst order objects. It is important to note that essential use is made
of the �rst order de�nition of a simply in�nite system to relate these systems
to each other. For example, the Recursion theorem (Theorem 2.7) shows that
we may de�ne maps from simply in�nite systems N by exploiting both the
distinguished object 0 and the map s : N → N . No such theorem is possible
without reference to the �rst order objects.

Just as we move from considering speci�c objects (�rst order) to the relations
of systems of such objects (second order), we may expect that moving to a third
order perspective would simply be adding another layer to these increasingly
abstract perspectives. But I think this is not quite the case. Let us take the
example of group theory. In analyzing a speci�c group (G, ∗), we need to know
what properties the multiplication has (e.g. is it commutative). We might sus-
pect that there are other groups with similar properties, but we are concerned
just with G at the moment. This constitutes a �rst order perspective.

If we want to relate G to other groups, we have to have a notion of relation
that is speci�c to the concept of group, that of a group homomorphism. We
notice that homomorphisms are, in part, useful to describe properties of each
of the related groups. For example, the image of a homomorphism f : G → H
is a subgroup of H and the �ber of the identity f−1(eH) is a normal subgroup
of G, called the kernel. This can help us understand what G and H `look like'.

Now, say, we want to isolate classes of groups that deserve study (perhaps
even all groups). These classes would be classes of systems of objects. Category
theory takes such a perspective, given that the classes we are studying satisfy
certain axioms. But at this level of abstraction, category theory simply has ob-
jects and arrows and remains prima facie agnostic to the �rst order construction
of such groups. In order to avoid reference to elements of objects in a category
(e.g. eG ∈ G), we must replace the standard de�nitions with what I have been
calling `externalized' concepts.

For example, in the category of groups and group homomorphisms Grp, we
can de�ne the binary product of two objects of the category just as it is de�ned
in every category (i.e. without reference to group multiplication). This binary
product, if it exists, will imply facts about �rst order objects: In Grp, the binary
product of two groups (G, ∗), (H,+) is the direct product of these groups, with
the Cartesian product G×H as the underlying set and the operation · de�ned
as

(g1, h1) · (g2, h2) = (g1 ∗ g2, h1 + h2).

This all comes out of the de�nition of binary product in the category, which
makes no mention of elements of G and H.

In this way, category theory separates reasoning about systems of systems
from reasoning about the internal construction of these systems. Of course, cat-
egory theoretic de�nitions do not prevent the inclusion of facts about internal



95

construction of objects in the category. Indeed, you can recapture many notions
of elementhood in category theory, depending on what category you are con-
sidering. Many of the examples used throughout this dissertation can be seen
as a translation of concepts from the categorical to the `traditional'. This is an
important and essential part of category theory: to externalize concepts to the
extent required to talk about them without reference to constituent objects.

This broad characteristic of category theory, though by no means unique in
mathematics, is important for this dissertation speci�cally. The project aims
at giving a characterization that applies equally well to structures in di�erent
parts of mathematics. The conceptual repertoire of natural number di�ers from
that of sets, and yet, the uni�cation of these two structures is a primary goal of
the concept of accessible domains�insofar as these structures are considered as
accessible domains. That these structures have di�erent concepts appropriately
used in discussions involving them can be seen by noting the widely held belief
that it is infelicitous to ask questions such as �Does 1 ∈ 5?� simpliciter.4 That
is, can we ask such a question without specifying a particular set-theoretic rep-
resentation of these natural numbers? It seems inappropriate to do so, which
goes to show that set-membership just doesn't make sense in the natural num-
bers, when considering the natural numbers as objects in their own right and
not reduced to sets. Of course, mixed `conceptual repertoires' are employed,
especially in representational work, where we consider the natural number 1 to
really be the set {∅}, for example. But these are usually fully within the rep-
resenting system, here set theory, and de�nitions are introduced that employ
signs from the represented system, but these are `mere' mnemonics to remember
what they are supposed to represent.

The externalized de�nition of accessible domains was the main contribution
of this dissertation, in answering Sieg's question of whether we could give a
category-theoretic characterization of this class of structures. When we think
of accessible domains as inductively de�ned structures with deterministic in-
ductive clauses, we are thinking about the internal structure. We have some
starting points, some rules for generating new elements, and principles that can
be derived from this understanding of the internal build-up of an accessible do-
main. But the characterization given here, of initial algebras for endofunctors,
externalizes this into a relational speci�cation of the whole structure of the ac-
cessible domain with other structures. In this framework, the de�nition asks
us what the relation of structure X is to a class of `similar' structures in order
to determine the applicability of the term �accessible domain�. We don't look
inside the domain to �nd out whether it is accessible, under this de�nition. This
is not to say that it is the only useful de�nition! Instead, it is preferred when
generality is desired, since it makes the similarities among accessible domains
crystal clear: they all have a unique map that preserves the inductive clauses
of the structure to any other structure with the same signature. The original

4Here we have many discussions centered on Benacerraf's [22]. There, Benacerraf points to
a long-known comparison of Zermelo ordinals (∅, {∅}, {{∅}}, . . .) and von Neumann ordinals
(∅, {∅}, {∅, {∅}}, . . .) saying that �The two accounts agree in over-all structure. They disagree
when it comes to �xing the referents for the terms in question.� [22, p. 56]
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notion of accessible domain is clear as well, but can only be speci�ed with ref-
erence to the particular context that takes for granted notions of inductive rule,
for instance.

The process of externalizing traditionally internal concepts takes place in
category theory through a number of avenues. Here, I want to discuss a special
way that I think category theory uses concept formation that directly supports
the externalization process. I will call it parameterization, since it is a special
case of what we normally consider parameterization. Perhaps to be more speci�c
we should call it �conceptual parameterization�.

First, let us remind ourselves how parameters usually function in mathe-
matics. In some contexts, parameterization serves as a way to express curves,
lines, and manifolds in terms of independent variables. That is not quite the
connotation of `parameterization' I intend here. It's a less technical sense of the
word that simply refers to the expression of a concept but with new `inputs':
the parameters. We have seen a notion of parameterization already in this dis-
sertation, in the description of how initial algebras for endofunctors recapture
the standard notions of recursion (in Chapter 2). There, several versions of
`recursion' were recaptured, each with more parameters than the last.

My notion of conceptual parameterization is less about functions and more
about de�nitions. Let us start with what I take to be a paradigm example
of parameterization in this sense. Recall from Chapter 5 how we de�ned the
powerset operation in algebraic set theory. Where traditionally, the operation
is supported by powerset axioms (such as (∀a)(∃y)(∀x)(x ∈ y ↔ x ⊆ a)) the
new one depended on concepts not always considered in set theory: a notion of
smallness. This new dependency is the new conceptual parameter. It's not a
simple variable, but it's a `free' input that is independent of the rest of the def-
inition of the powerset operation. Changing the parameter (the axiomatization
of smallness) changes the powerset operation.

Just like a parameter a can be changed at will in some functional speci�-
cation f(a, x) without having to change the de�nition of f , the parameters in
this broader conceptual sense are inputs that can be changed without having to
consider new concepts. This relates back to the externalization aspect discussed
above in that this addition of a parameter to a traditionally unparameterized
concept achieves a new sort of generality. But not just any generality, in which
the new concept contains as a special case the old concept. A case of basic
generality that does not have the qualities of parameterization would be simple
considering operations as a generalization of the powerset operation. The gen-
erality I intend could be more appropriately called �uniformity�, since the new
concept can treat di�ering contexts in the same `uniform' way. Moreover, it
makes the analogy between related concepts more precise by considering them
all as instances of a single mathematical de�nition.

Let us return to the example of powersets to see how this works in practice.
The classical de�nition of the powerset operation is to input any set a and return
the set of all subsets of a. And since the de�nition of subset is a simple one
that uses the primitive set-membership relation, we see that a main `conceptual
input' for the powerset operation is the relation ∈. Traditionally, then, we get
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the following picture:
Cumulative Hierarchy

Concept of Powerset

Subset Relation

Membership Relation

Builds into

De�nes

De�nes

I would suggest that with an algebraic set theory perspective, we have the more
complex parameterized picture:

Cumulative Hierarchy

Axiomatization of Smallness Concept of Powerset

Subset Relation

determines

De�nes

Builds into

Note both the addition of the axiomatization of smallness as a parameter of the
concept of powerset as well as the changed direction of the arrow between the
powerset operation and subset relation. As discussed with Axiom P1 and P2,
the interpretation of subset and membership comes from the speci�cation of the
powerset PS , which depends on a notion of smallness. Indeed, the subset relation
is de�ned as a relation on the powerset, which reverses the usual de�nition of
powerset in terms of the global subset relation.

Although similar, this notion of parameterization is not simply replacing one
set of primitives for another. In some sense, the primitive membership relation
is being replaced by a more complex picture of the powerset that includes other
inputs, mostly axiomatizing the structure of arrows. It may be tempting to
see this as merely replacing the membership relation of set theory with the
primitives of object and arrow of category theory. But in concrete category
theory, the objects and arrows are analyzed further, showing that objects and
arrows are not primitives, but abstract names. The reference of these names
can be �lled in afterwards. This agrees with the considerable period at the
beginning of category theory where many considered it only a language, not
a theory in its own right. It was to help algebraic topology and homological
algebra but had no theorems that mathematicians thought of as speci�cally
category theoretical. So it was not a replacement of any theory, but a way
to see natural transformations of structures, which needed no basic primitives,
like axiomatic set theory might. Category theory in this sense is more akin to
group theory: it does not suppose the existence of things, only their conditional
existence based on assumptions that happen to be satis�ed in a particular case.
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Instead of replacing one primitive with another, category theory considers
its object `algebraically', that is, relationally and not concerned with the in-
ternal structure of each object, per se. It is a di�erent treatment of familiar
concepts and objects, like sets or even inductively de�ned structures as in this
dissertation.

Let us now compare this with Dedekind's introduction of simply in�nite
systems. In Was sind und was sollen die Zahlen?, henceforce WZ, Dedekind
develops, step by step, a theory of natural numbers. For his theory, he has
two sorts of mathematical objects: systems and mappings. Systems are collec-
tions that we may consider from a single perspective�as one `thing'. Dedekind
allowed unrestricted, and therefore contradictory, comprehension in the con-
struction of new systems, so any objects of thought that we may consider as
collected together in any way constituted a system. Mappings are the trans-
formations of elements of one system into elements of another. Dedekind did
not specify the inferential rules of his system but employed a broad notion of
`logic', which includes all the objects of thought. It was not until Zermelo ax-
iomitized set theory in 1908 that we see the reduction of mappings (functions)
to sets of a particular kind. In Dedekind, mappings are their own sortal (cf.
[87]) and he creates a theory that includes many elementary facts about sets
and functions we would recognize today. For example, a theorem stated in WZ,
but only proved in an 1887 manuscript [31, pp.447�449] is equivalent to the
Cantor-Bernstein Theorem.

The central concept introduced in this theory is the inductive closure of a set
a under a function f , which Dedekind called the chain of a given f . Dedekind
de�ned the chain of a given f as the intersection of all f -closed sets containing
a as a subset. That is, the chain of a given f is⋂

{x | f [x] ⊆ x and a ⊆ x}.

In particular, this implies that the chain of a is the smallest f -closed set that
contains a. If f is in addition injective, then the chain of a given f is in fact an
accessible domain.

Armed with this notion of the chain of a system, Dedekind de�nes a simply
in�nite system as a system N along with an injection f : N → N such that
N is the chain of {x} for some x ∈ N and x is not in the image of f . By
our understanding of chains as inductive, we can see that a system is simply
in�nite when there is an element from which all the other elements of N may
be generated by the injective map f :

N = {x, f(x), f(f(x)), f(f(f(x))), f4(x), . . .}

where fn(x) ̸= x for all n and fn(x) ̸= fm(x) for n ̸= m. Thus, a simply in�nite
system looks like the natural numbers N where x is 0 (or 1 for Dedekind) and f
is the successor function. For Dedekind, the natural numbers, as such, were seen
as elements of a simply in�nite system where we ignore the special character
of the system and just focus on what is included in the de�nition of a simply
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in�nite system.5 Of course, we used the natural numbers in our exponents, but
Dedekind only needed the notion of a chain to capture this concept; we used
them only as convenient signs. In WZ, he proved the soundness of the above
understanding of N in terms of successive applications of f , but his de�nition
of the natural numbers actually came from the abstract simply in�nite system,
not vice versa.

Thus, Dedekind characterizes simply in�nite systems, and goes on to show
that they are all isomorphic in the same (uniform) way. That is, simply in-
�nite systems are canonically isomorphic. The isomorphism simply relies on
the `successor' function of each simply in�nite system for its recursive de�ni-
tion, built in the same way every time. Here we see two important features of
Dedekind's characterization of this sort of structure: 1) canonical isomorphism
2) parameterization of a traditionally given mathematical structure, the natural
numbers.

Let us �rst consider how Dedekind's simply in�nite systems parameterized
what was then thought of as given mathematical objects: the natural numbers.
The natural numbers are a canonical case of a structure taken for granted by
mathematicians. It was thought that they were mathematical objects we had
epistemological access to, in some sense without mediation. If we couldn't take
for granted the counting numbers, what then would we be left with? the thought
goes. This historical privileging of natural numbers precluded questions that
we have come to expect about mathematical structures, such as �What is the
cardinality of this structure?� and �What do similar structures look like?�

Dedekind recognizes the novel way he is treating these familiar numbers.

But I feel conscious that many a reader will scarcely recognise in the
shadowy forms which I bring before him his numbers which all his life
long have accompanied him as faithful and familiar friends; he will
be frightened by the long series of simple inferences corresponding
to our step-by-step understanding, by the matter-of-fact dissection
of the chains of reasoning on which the laws of numbers depend,
and will become impatient at being compelled to follow out proofs
for truths which to his supposed inner consciousness seem at once
evident and certain. [30, p. 15]

Dedekind can be understood as replacing intuitive truths of the natural num-
bers with theorems and characterizations.6 This is a notion of deepening the

5[32, � 73]:

If in the consideration of a simply in�nite system N ordered by a mapping ϕ
we entirely neglect the special character of the elements, simply retaining their
distinguishability and taking into account only the relations to one another in
which they are placed by the ordering mapping ϕ, then these elements are called
natural numbers or ordinal numbers or simply numbers, and the base-element
1 is called the base-number of the number-series N . With reference to this
liberation of the elements from every other content (abstraction) we are justi�ed
in calling the numbers a free creation of the human mind.

6That is, his project is to replace intuitive evaluations of statements like �1<2� with sys-
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foundations7 where we take the given foundations (e.g. natural numbers) and
provide ways to derive these primitives or axioms as de�nitions and theorems.
Dedekind proves the principle of induction and recursion, from his de�nition of
the natural numbers and the ambient logic.

This `deepening of foundations' can be seen as a sort of conceptual param-
eterization as discussed above. Just as we can de�ne the membership relation
based on an axiomatization of smallness, we can de�ne the natural numbers
based on an analysis of systems, mappings, and chains. These notions were
not considered usually as relevant to the speci�cation of the natural numbers
because the natural numbers were unproblematically given. By adding these
conceptual `parameters' to the traditionally unparameterized notion, Dedekind
was able to say something about structures that looked like the natural num-
bers. In particular, he gave the categoricity result: All simply in�nite systems
are isomorphic. This came �rst by providing a particular simply in�nite system
N and then showing that all simply in�nite systems X are isomorphic to N .
Then, by composing isomorphisms, he shows that any two simply in�nite sys-
tems X and Y are isomorphic. These sorts of results simply don't make sense in
a context where the natural numbers are taken for granted. This is because the
structure is unique, not de�nable from other more basic concepts, and access to
its properties is intuitive, not axiomatic.

In addition, this conceptual parameterization, like many parameterizations
of this sort, introduce the question of whether such a system exists. For this
dissertation, we might wonder whether any reasonable class of maps satis�ed
the axioms for smallness given in Section 5.4. It turns out that in a Heyting
pretopos, the class of exponentiable maps satis�es S1-6 and if we consider SC1-
6 but in the e�ective topos Eff , it turns out that the sub-countable sets are
exactly the small sets. This shows how we can instantiate the axioms concretely;
it does not by itself imply the existence of an initial algebra for an endofunctor.
In a limited sense, we can understand this as parallel to Dedekind's `proof' that
there is an in�nite system by providing a construction of one.

tematic proofs.
7A notion we get from Hilbert, cf. [85].



Chapter 7

Conclusion

In this dissertation, we have given an abstract, category-theoretic characteriza-
tion of accessible domains: they are precisely the initial algebras for endofunc-
tors. Accessible domains are inductively de�ned classes where the inductive
clauses are deterministic in the sense that for any inductive rule, the same
premises result in the same conclusion. Accessible domains underlie many im-
portant methodological approaches to the foundations of mathematics, from
�nitism, to constructivism and through to classical mathematics. This is be-
cause the elements of accessible domains are built-up inductively in such a way
as to justify two core mathematical principles:

Induction The proof principle of induction allows us to prove universal claims
about the accessible domains by checking that the truth of the claim is pre-
served by the inductive rules of the accessible domain. The paradigmatic
cases are proofs by induction over N .

Recursion The de�nition principle of recursion provides a way to de�ne func-
tions and operations on accessible domains, by specifying what the func-
tions and operations do relative to the inductive rules of the accessible
domain. Structural recursion is a ubiquitous tool in mathematical logic,
but trans�nite recursion is included in this as well.

These two features are central to the notion of accessible domain and must
be preserved in my abstract characterization thereof. We showed that initial
algebras are indeed inductive and recursive in Chapter 2. In the case of re-
cursion, we used the example of a natural numbers object N to show that the
normal notions are capturable by initial algebras. Although we gave no proof
that every initial algebra is in some sense `recursive', the example was easily gen-
eralized. After all, we did show that the recursion equations really just express
the commuting of an algebra homomorphism diagram.

For induction, we gave a general treatment. The basic idea is that initial
algebras by de�nition are minimal, which means that they have no proper sub-
algebras. So if you show that some property holds of a sub-algebra of an initial
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algebra (by respecting the inductive clauses), then it holds of the entire initial
algebra as well. This comes from a straightforward understanding of minimality
with the `internal perspective': only elements that are built from the inductive
clauses are in the initial algebra. That is, by establishing a claim for the induc-
tively built-up objects, we've done so for all the objects.

A third property of accessible domains was not emphasized in Chapter 2
but can be included here. Accessible domains are unique up to canonical iso-
morphism, through recursion. That is, given any two accessible domains of the
same type, we can de�ne an isomorphism between them based on the inductive
build-up of elements. For initial algebras, this comes out in the fact that initial
algebras are unique up to isomorphism. If there are two initial algebras for the
same functor, the unique homomorphisms included in the de�nition constitutes
an isomorphism between them. This isomorphism can be viewed as `given by
recursion' in the sense of being an algebra homomorphism and can be seen as
canonical in the sense that it will always be present for initial algebras.

Now that we see that our characterization captures the central features of
accessible domains, induction and recursion, we can explore the broader setting
of initial algebras. It's all well and good to give an abstract characterization
that has the intended two properties, but a stronger characterization is given by
seeing in what ways these initial algebras exemplify accessible domains. More-
over, we want the characterization to serve as a framework for methodological
frames. For that, we discuss categorical ways of understanding iteration and
�xed points: Chapter 3. This helps us see that initial algebras make sense of
the intuition of building up the elements of an accessible domain by iterating
the inductive clauses (the endofunctor). Indeed, we saw some conditions under
which we can know that this build-up will stop and we've arrived at an initial
algebra. For example, we may want to understand N as the set of all �nite iter-
ations of the successor function on the element 0. We saw that this is a general
phenomenon in initial algebras for endofunctors that satisfy some preservation
properties.

But then we turned to seeing what could be said about the endofunctor
by which the initial algebra is de�ned. Speci�cally, do we know what these
endofunctors look like? In Chapter 4 we analyzed a class of functors called
polynomial functors that, in their basic cases, have the form

P (X) =
∑
a∈A

XBa

where the Ba are �bers of a function f . These look like polynomials from other
parts of mathematics, but the `coe�cients' are natural numbers. That is, we
may have X + 2X2 but we don't have 1

2X + πX.1

These polynomial functors provided a class of endofunctors that were well-
behaved. Speci�cally, we know when they have initial algebras based on facts

1We could look at polynomial functors with more complex notions of coe�cients, and these
might reasonably be said to produce initial algebras as well. Indeed, once one introduces such
complexity, one can see di�erentiation and integration in a categorical way. Similarly, multiple
variables are relatively easy to incorporate into this framework [41, 42, 50].
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about which objects they preserve. Moreover, when a polynomial has an initial
algebra, we call it a W-type, which is meant to suggest that the initial algebra
contains well-founded trees. Well-founded trees are the abstract way to under-
stand a large class of important accessible domains, such as the natural numbers,
the constructive ordinals, and formulas or terms of a formal language. Because
we understood polynomial endofunctors as based on an indexing function f , we
see that these initial algebras take very little data to set up: a function f that
determines the exponents of the polynomial and a categorical context. From
this data, we can build a polynomial endofunctor and decide whether it has an
initial algebra or not.

The relative simplicity of polynomial endofunctors gives a sense of how el-
ementary the initial algebra is. If the exponents of the polynomial (the �bers
of f) are all �nite, then the polynomial endofunctor gives rise to an elementary
accessible domain. Both the natural numbers and usual classes of formulas and
terms of a language fall into this elementary class. A slightly less elementary
accessible domain results from a polynomial endofunctor such as constructive
number classes O which have in�nite exponents such as N . But since O is still
based on a polynomial endofunctor with a �nite coproduct, it can be seen as
more elementary than well-founded trees with an in�nite number of operations.
All these are still in the class of initial algebras of polynomial endofunctors,
however, which means that even if they are complex, they are limitedly so.

Not all accessible domains are W-types, however. Segments of the cumu-
lative hierarchy are important examples of classes of objects relative to which
foundational work is done but that aren't initial algebras for polynomial end-
ofunctors. We considered various cumulative hierarchies in Chapter 5 to fold
them into the characterization of accessible domains as initial algebras. We had
to spend a good deal of e�ort specifying the categorical context of each of these
hierarchies, in terms of what a `set' is in the di�erent approaches (e.g. predica-
tive, intuitionistic, classical). We saw that cumulative hierarchies arise as initial
algebras for powerset functors. We did not, however, focus on how iterating the
powerset functor would result in the cumulative hierarchy, although we men-
tioned the relationship between this chapter and Zermelo's study of cumulative
hierachies in [103]. Instead we focused on the fact that these initial algebras
contain all the `small' sets of the theory axiomatized by the category and notion
of smallness.

We used the same framework of ZF algebras to de�ne the class of ordinals,
which requires a monotone successor. The relationship between ordinals and
the initial ZF algebra was elucidated by showing how the maps rank and V(−)
were adjoints, giving us the standard properties of the class of ordinals.

Now that we have a categorical version of various cumulative hierarchies and
a notion of ordinal number, we can expand our comparison of accessible domains
as methodological frames. First, we note that in general, there can be many sorts
of powerset operation as given in Section 5.5. This is because we can change the
notion of smallness to be more or less restrictive. If we axiomatized smallness
so as to include only maps that had �bers of no greater cardinality than 2,
we would produce a much `smaller' structure than segments of the classical
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cumulative hierarchy. In this case, in a category like a Heyting pretopos, we
would expect the powerset P2 to give us all the subclasses that contain 0, 1, or
2 elements. If an initial algebra existed for this very limited powerset operation,
it would not model a traditional set theory, since if any in�nite set X existed,
we would not validate Cantor's fact of card(X) < card(P2(X)).2

It is in general not true that the powerset functor will be `less elementary'
than polynomial endofunctors because they are de�ned so broadly. In fact, as
Remark 5.24 suggests, initial powerset algebras (or their quotients) can coincide
with initial algebras for polynomial endofunctors. So our diagram that compares
methodological frames can now become Figure 7.1, where we use Ord to refer
to the classical ordinals.

 

 

Accessible domain 

elementary classical 

ℕ   Form       𝒪𝒪𝑛𝑛  𝒱𝒱       Ord 

Polynomial 

Finitary 

𝑃𝑃𝒮𝒮  

Figure 7.1: Diagram suggesting the ordering of accessible domains by the type
of their underlying endofunctor.

This diagram is not a precise one. In particular, we are not claiming that PS
can capture every accessible domain simply by axiomatizing smallness correctly.
Not only is it unclear whether this would be in principle possible, extremely
divergent axiomatizations would remove the sense of what the axiomatization
is supposed to capture, which are the `well-de�ned and not too big' sets.

The main point in Figure 7.1 is that di�erent accessible domain are the
result of di�erent sorts of endofunctors. While we do not give a precise ordering
to these sorts of endofunctors, we do give a comparative framework for them.
Finite polynomial endofunctors are particularly elementary in their expression
and their initial algebras. After all, ω many iterations of the endofunctor will
produce any initial algebra of this sort. This is true for accessible domains with
one inductive rule (like the successor in N) or many (like the grammatical rules
of a formal language in Form).

2To see this, note that N ∼= P2(N) by an argument much like how one would prove that N
is bijective with the rational numbers N ∼= Q. In general (and without choice), the set of all
n-length sequences of natural numbers is countable for a �nite number n.
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Some polynomial endofunctors have in�nitary operations, such as the con-
structive number classes On. The �rst constructive number class O1 is the
initial algebra for an endofunctor that uses the natural number object as an
exponent 1+X+XN. Higher number classes build on this one and use previous
number classes as exponents, making each number class a bit less elementary.
And yet, these number classes are all given as initial algebras for polynomial
endofunctors. This can be viewed as saying that these accessible domains are
still relatively `constructive' in the sense discussed in Chapter 1.

But some accessible domains are not based on polynomial endofunctors; they
are `exponential'. If we use the analogy of polynomials over reals to polynomial
endofunctors, we can also analogize powerset functors to exponential functions
2X . These exponential functions are of a `stronger' sort than polynomials; they
grow faster.3 In our setting, powerset functors are so generalized that they
may not be in general `exponential' in the same sense. In the case of CZF, we
may allow a notion of arbitrary function spaces (exponential objects), but not a
notion of arbitrary subsets.4 We did not spend much time delineating between
powerset conceptions in Section 5.1, but it su�ces to note that the powerset
operation given in IZF and ZF in Section 5.5 implies subset collection, but the
reverse does not hold.5

In our axiomatization of smallness for CZF we included an explicit mention
of exponential objects (Axiom SC4). So, for the cumulative hierarchies of CZF,
IZF, and ZF all required some operation beyond polynomial. It is not crucial
that there be a hard notion of `beyond' used here.

Setting aside any informal notions of complexity notice that in our setup in
Figure 7.1, accessible domains can be compared in a broad sense, by considering
their underlying endofunctor. We may shy away from saying that this or that
endofunctor is more elementary, but we can at least say that this endofunctor
needs these categorical assumptions rather than those categorical assumptions.

All of this is to say that the properties of the category that are necessary to
produce the accessible domain can be compared. As mentioned in Section 4.3,
the syntactic presentation of these functors do no constitute intrinsic properties
of the functor and so future work should consider invariant properties of the
functors underlying accessible domains as the proper way to capture the notion
of methodological frame.

Even this syntactic formulation is not a pure order, since natural number
objects can be thought of as the collection of �nite ordinals (as in Remark 5.24)
or as initial algebras for the functor 1+X. The assumptions on the category are
di�erent for these two conceptions. To say that N is thus elementary ignores
the multiple avenues by which we may de�ne it as an initial algebra. Intuitively
it may seem that de�nition through 1 +X is more elementary since we didn't

3We may even analogize with good reason to the computational complexity of these func-
tions. Big-O analyses of computational complexity puts exponential time as signi�cantly
`worse', in the limit, than polynomial time. That is, algorithms that take only polynomial
time are quicker than those that take exponential time.

4In particular, Myhill [71, p. 354] expresses this preference.
5For a fuller discussion, see [5, Ch. 3, 5].
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axiomatize the surrounding category. But this was a product of our presenta-
tion, not of the mathematical fact. To truly arrive at the existence of a natural
number object, plenty must be assumed about the category. However, it is clear
that whereas the ordinals were presented in a class category that supported an
internal logic, the natural numbers were not. This again, is more a matter of
presentation and emphasis than outright complexity of the necessary categorical
assumptions.

After giving the mathematical elements to the characterization, we discussed
in Chapter 6 the way that category theory �t the task at hand and the historical
precedent for the features we picked out. I believe that the ability to externalize
features of properties that are traditionally thought of as internal to an object or
structure is the key a�ordance of category theory for this project. It is not just
that category theory is `abstract' by providing a sort of third-order perspective,
but it does so in a particularly interesting and e�ective way. Externalizing these
properties supports the uniform treatment of multiple mathematical subjects
and makes precise the analogies between these disparate corners of mathematics.

Thus, the goal for the dissertation is achieved. I have characterized accessible
domains as initial algebras for endofunctors and shown that initial algebras
capture the relevant features and examples of accessible domains. In addition, I
have shown that more can be said about comparing di�erent accessible domains
by comparing the endofunctors on which the initial algebra is based. Some
functors are more elementary than others and so we have an open-ended way
to consider the sorts of commitments that di�erent methodological frames may
make. On one end, we have very simple endofunctors like 1+X which gives rise
to the natural numbers. On the other end, we have the classical powerset functor
PS which gives rise to the cumulative hierarchy V. With this characterization
we can say they all share some key features, as accessible domains, but di�er in
what methodological frame they express.



Appendix A

Category Theory

Preliminaries

A category is an extremely useful sort of mathematical object to consider. The
theory of categories provides a �exible and wide-ranging framework in which
to describe abstract structures. It is sometimes contrasted with set-theory as
a putative foundation or as a language for mathematics [36] but we will leave
that topic for another time. Instead, let us develop the elementary theory of
categories a bit so that we can think about accessible domains in a broad,
abstract way. We pull most of the de�nitions and useful lemmas from [16].

The de�nition of category is somewhat complicated at �rst sight:

De�nition A.1. A category consists of the following data:

� Objects: A,B,C, . . .

� Arrows: f, g, h, . . .

� For each arrow f , there are objects given as

dom(f) and cod(f)

called the domain and codomain of f . We write f : A → B to indicate
that A = dom(f) and B = cod(f).

� Given arrows f : A → B and g : B → C, there is an arrow g ◦ f : A → C
called the composite of f and g.

� For each object A, there is an arrow idA : A → A called the identity arrow
of A.

� Associativity:
h ◦ (g ◦ f) = (h ◦ g) ◦ f

for all f : A → B, g : B → C, h : C → D.
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� Unit:
f ◦ idA = f = idB ◦ f

for all f : A → B.

We usually denote categories by `blackboard bold' fonts:

A,B,C,D, . . .

These are the `axioms' of category theory in the same sense that the group
axioms are for groups; anything that satis�es this de�nition is a category. Per-
haps the most familiar is the category Sets where the objects are sets and the
arrows are all functions between sets. Of course, functions have a domain and
codomain and their composition is associative. The identity arrows are the
identity functions and act as the unit correctly.

We point out that arrows need not be functions, as such. A partially ordered
set (P,≤) is category where the elements of P are the objects and there is an
arrow f : a → b when and only when a ≤ b. We will always specify the objects
and arrows of a category when necessary, often relying on the reader to see why
composition is associative and that there are appropriate identity arrows.

There is a notion of homomorphism between categories in the sense that they
are mappings that preserve the key structure of categories. These mappings are
called functors:

De�nition A.2. A functor
F : C → D

between categories C and D is a mapping of objects to objects � F (A) is an
object of D when A is an object of C � and arrows to arrows such that, for all
objects A,B and arrows g, f of C:

1. F (f : A → B) = F (f) : F (A) → F (B)

2. F (idA) = idF (A)

3. F (g ◦ f) = F (g) ◦ F (f)

In our discussion of accessible domains, we will be concerned mostly with
endofunctors which mean functors on a category to itself

F : C → C.

For accessible domains in general, we will not restrict the type of these endofunc-
tors, but for many of the cases, we can usefully restrict attention to endofunctors
that are called polynomial endofunctors. These are a well-behaved subclass of
endofunctors that will give us additional insights into accessible domains.

However, before we get to that, we must explain some central constructions
in category theory called limits and colimits. These are `universal' objects in the
sense that they are described analogously to `the smallest object such that. . . '
or `the object with these properties that contains all other objects with those



109

properties'. They play an important role in our investigations since they give
us something of a generalization of lowest upper bound or minimal structure
satisfying certain conditions. Our focus will be on colimits, but since limits are
dual, we de�ne them as well. First, let us de�ne two dual notions that will be
exploited heavily in both the discussion of limits and colimits on the one hand
and algebras over endofunctors (see Chapter 2) on the other.

De�nition A.3. An initial object of a category C is an object 0 of C such that
there is an unique arrow

0 → X

for every object X of C.

This notation and de�nition is reminiscent of minimal elements in order
theory and indeed corresponds if the category is a poset since the de�nition
would then say that for all objects X, we have 0 ≤ X. A feature of this
de�nition is that the identity arrow on 0 is the only arrow 0 → 0 since each
arrow with domain 0 is the only one to a given codomain. In Sets, the empty
set ∅ is an initial object since for every set X, there is exactly one function from
∅ → X, namely the empty function.

The dual notion, with the arrow simply �ipped (and change the notation for
the objects since they do not always coincide) in the de�nition of initial objects,
is that of terminal objects.

De�nition A.4. A terminal object of a category C is an object 1 of C such
that there is an unique arrow

X → 1

for every object X of C.

Dual to the case of initial objects, these correspond to maximal elements in
posets since the de�nition would then say that for all objects X, we have X ≤ 1.
A terminal object in Sets must be nonempty, since it must act as the codomain
to functions from any set. But these functions must be unique and so we are
led to conclude that the terminal objects in Sets are the singletons. For brevity,
whenever we need a terminal object of Sets, we will denote it by either 1 or the
ambiguous singleton {∗} that you may replace with any singleton you like; it
will never matter since:

Fact A.5. Initial and terminal objects are unique up to isomorphism.

That means that if A and B are both initial (terminal) objects in a category
C, then A is isomorphic to B. Isomorphisms, of course, depend on the category
in question; in Sets isomorphisms are bijections.

Remark A.6. It is useful to remember the case of singletons being the (iso-
mophic) terminal objects in Sets. Particularly, the fact that arrows 1 → X for
a set X is a function taking the single element of 1 to a single element of X. In
this way, the elements of X are in correspondence with arrows 1 → X.
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Now we build up the theory of limits and colimits by �rst introducing the
notion of a diagram.

De�nition A.7. Let I and C be categories. A diagram of type I in C is a
functor

D : I → C.

The intuition for diagrams is having a picture of I in C. Often, I will be
relatively simple, with �nite objects and �nite arrows. We write objects in
the index category J lower case, a, b, c, . . . i, . . . and the values of the functor
D : J → C in the form Da and Db instead of D(a) and D(b).

De�nition A.8. A cone to a diagram D consists of an object C in C and a
family of arrows in C,

ci : C → Di

one for each object i ∈ I, such that for each arrow α : a → b in I, the following
triangle commutes:

C Db

Da

cb

ca
Dα

This last condition will be referred to as �ci respects arrows in the diagram�.

The intuition behind the notion of cone is that the object C has arrows to
each object of the diagram, so the arrows out of C emanate and look like a cone,
such as in the heuristic diagram

C

Da Db Dc Dd De

suggests. This diagram shows none of the arrows between the Di, should there
be any, so it remains heuristic. We denote this cone as (C, ci). We de�ne a
cocone dually, being an object C and a family of arrows ci : Di → C and denote
it the same way, namely (C, ci).

Example A.1. Take I to be the discrete category with two objects and no non-
identity arrows:

a bid id

For this index category, a diagram D : I → C would simply be a pair of
objects Da, Db in C corresponding to the two objects of I. A cone on D would
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therefore be an object C of C equipped with an arrow to each object of the
diagram:

C

Da Db

cbca

A cocone on D, on the other hand, would be an object B of C equipped
with an arrow from each object of the diagram:

B

Da Db

ca cb

Example A.2. Take J to the following category, with implicit identity arrows:

·

· ·

For this index category, a diagram D : J → C would be three objects A,B, and
C in C with the shape

B

A C

g

f

A cone on D would therefore be an object D of C equipped with an arrow to
each object of the diagram:

D B

A C

g

f

Since cones must respect the arrows in the diagram, the arrow D → C need not
be explicit. So we get the cone:

D B

A C

g

f

Diagrams can be quite varied, but one sort of diagram that will prove useful
are ordinals, and later, �ltered or directed categories. For any ordinal, we can
create the diagram with that many objects and arrows showing the partial order.
Really, we are using the ordinals to gives us a poset for our index category. Thus,
the ordinal 1 gives us the diagram

·
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and the ordinal 3 gives us the diagram

· · ·

and so on. We can therefore have a diagram of type ω

· · · · . . .

We can think of diagrams D : ω → C as sequences in C and since we will use
these later, let's de�ne them.

De�nition A.9. For a category C, a diagram of type ω in C, for the ordinal
category ω, is called a ω-sequence.

To get to a notion of limits and colimits, it is convenient to de�ne the arrows
between cones. A morphism of cones

θ : (C, cj) → (C ′, c′j)

is an arrow θ : C → C ′ in C making each triangle

C C ′

Dj

cj

θ

c′j

commute. That is, such that cj = c′j ◦ θ for all j ∈ J. We can thus collect
the cones to a diagram D into a category denoted Cone(D). The terminal
and initial cones to D are central in expressing universal mapping properties in
category theory.

De�nition A.10. A limit for a diagram D : J → C is a terminal object in
Cone(D).

De�nition A.11. A colimit for a diagram D : J → C is an initial object in
Cone(D).

Note that thus limits and colimits are themselves cones and cocones, respec-
tively. We denote limits with their attendant arrows as

pi : lim←−
Dj −→ Di

with lim
←−

Dj often called �the limit�. We denote colimits dually as

qi : Di −→ lim
−→

Dj

with lim
−→

Dj often called �the colimit�.

Although we will describe these examples in greater detail if we need them,
it may be helpful to have the basic examples of limits and colimits at hand.
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Example A.3. We can see that initial and terminal objects are examples them-
selves of colimits and limits, respectively. The way to show this is to de�ne
the index category I and then show that the initial (terminal) cone is the ini-
tial (terminal) object. The diagram is the same in both cases, speaking to the
duality of these notions: the empty diagram.

Take I to be a category with no objects and thus no arrows. A cone of the
diagram D : I → C in a category C is thus an object C with arrows to each
object Di � but there are none. That is, the diagram is simply an object in C.
Now, the initial cone must have an unique cone morphism to all other cones of
this diagram. This is equivalent to asking for a unique arrow in C to all objects
of C, since objects of C are all cones of D. Similarly for terminal objects.

Example A.4. The dual notions of product and coproduct use a nontrivial cate-
gory, but it remains rather simple. Take I to be the category from Example A.1
but let us drop the names of objects in I to make the following more perspicuous:

· ·id id

So a diagram D : I → C would simply be a pair of objects A,B in C
corresponding to the two objects of I. A cone on D would therefore be an
object C of C equipped with arrows, call them π1 and π2, to each object of the
diagram:

A C B
π2π1

Now, a terminal cone of this diagram is �rst of all a cone, with an object we
call A×B:

A A×B B
π2π1

and is the `maximal' such cone, which means that for any other cone (C, f, g),
there is a unique arrow from C to A × B such that the following diagram
commutes:

C

A A×B B

f g⟨f,g⟩

π2π1

where we use the name ⟨f, g⟩ for the new arrow, denoted by a dashed line to
indicate its unique existence. As the notation suggests, we call the limit of the
diagram with two objects, which is the terminal cone we just constructed, the
binary product of A and B. In the category of sets, this is (up to isomorphism)
the set of ordered pairs with �rst elements in A and second elements in B. It
should be noted that not all categories have binary products for all objects.
We often suppose their existence when we study classes of categories that have
certain limits and colimits so that these constructions are guaranteed. In each
concrete case, however, we do have to show their existence, if we want to use
them.
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Example A.5. This example is the dual of the previous. Instead of products, we
construct coproducts using the same diagram, but constructing the initial cone
on that diagram. A cocone on D would be an object B of C equipped with an
arrow from each object of the diagram:

B

Da Db

ca cb

And since we are just dualizing, let us merely switch the arrows of the diagrams
of the last example around but call the object of the colimit (initial cone) A+B
for coproduct. So the colimit is a cocone:

A A+B B
inr inl

Being the minimal (initial) such cocone, means that for any cocone (B, f, g),
there exists a unique map from A + B to C such that the following diagram
commutes:

B

A A+B B

g

inr

[f,g]

inl

f

and we call this unique arrow [f, g] as indicated.

De�nition A.12. A functor F : C → D is said to preserve colimits of type
J if, whenever pj : Dj → C is a colimit for a diagram D : J → C; the cone
F (pj) : F (Dj) → F (C) is then a colimit for the diagram F (D) : J → D. Brie�y,

F (lim
−→

Dj) ∼= lim
−→

F (Dj).

Preserving limits is de�ned dually. In this de�nition, the cone F (pj) :
F (Dj) → F (C) is just the image of the colimit cone.
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Categorical Set Theory

For the following analysis of algebraic set theory to succeed, let us take the
time to understand the way set-theoretic notions, like those of Section 5.1,
get translated into category-theoretic terms. In my experience, the notions
of category theory are best explained by using familiar examples of sets and
members to generalize to the language of objects and arrows. We will restrict
ourselves here to talking about the set-theoretic notions like set and member
and set-theoretic operations like intersection and powerset in the categorical
context.

In much of traditional set theory, we think of the membership relation ∈
as a global relation on objects, which in turn are all considered to be sets.1

This provides a rich structure that can interpret things like pairs, functions,
groups, topological spaces, etc.. As many have noted, having only one `type',
that of `set', provides a satisfying simpli�cation to the varied world of mathe-
matics. And yet, a global relation can be tricky, as evidenced by e.g. Russell's
paradox; self-application becomes a question only with these sorts of univer-
sal relations. Similarly, it allows the formation of other less pernicious, but
nonetheless unnatural, questions such as �what in our model and implementa-
tion is the set-theoretic intersection of the real number π and Cantor space?�
(Trimble2011)

One response to these paradoxes is to create axioms that avoid them by re�n-
ing our notion of set to include well-foundedness and restricted comprehension.
This is not to say the re�nement was purely motivated by avoiding paradox,
but that we realized there was more conceptual work to be done in analyzing
the notion of set. Another attractive limitation on the notion of set is to intro-
duce types of some sort so that sets must be labeled and these labels enter into
de�niability assumptions. This provides di�erentiation among the various sets,
creating more limitations on the comparisons between mathematical objects,
thus eliminating questions such as the above question of Trimble's.

From the category-theoretic perspective, the typed set theory is arguably

1Some set theories do have atoms, or urelements, but that seems to have been less popular
in mainstream set theory these days.
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the more natural. I do want to emphasize that I am not claiming that this
means we should therefore prefer something other than a global relation of ∈.
However, for this dissertation to be successful, we must see what the abstract
theory of categories a�ords us in understanding accessible domains, including
universes of sets.

One relatively easy way to see how category theory `localizes' the member-
ship relation�as opposed to the global relation�is with the intersection of two
sets A and B. Usually, we think of the intersection simply as

x ∈ A ∩B ⇐⇒ (x ∈ A ∧ x ∈ B).

In contrast, a localized membership relation asks us to �nd the intersection of
A and B relative to a set X that contains both A and B. Another way to put
this last requirement is to ask which set A and B live in. So the operation
of intersection is on subsets of some X, giving us an intersection operation for
every set X. This is not an overly strict requirement, since if we have binary
unions available, we may consider X = A ∪ B, which clearly contains both A
and B as subsets.

But before we can properly de�ne intersections in terms of subsets, we must
know how subsets themselves are to work in this localized frame. The intuition
behind subsets in category theory centers on thinking of them as inclusion func-
tions: a subset A ⊆ B is an inclusion map A ↪→ B. So then operations like
intersection act on maps, not objects. In category theory, inclusions are gen-
eralized to monomorphisms, but in categories of sets, monomorphisms are the
same as injections. We might wonder now how we can have `localized' A ⊆ B,
even if we include a superset X that contains both A and B (i.e. categorically
A ↪→ X and B ↪→ X). This is done by the following de�nition

De�nition B.1. Given monomorphisms a : A ↪→ X and b : B ↪→ X, we write
A ⊆ B, or A ⊆X B, if there is a morphism i : A → B such that a = b ◦ i, which
is to say that the following diagram commutes:

A B

X .

i

a b

We also employ something I call structural ambiguity as to what the letter
A refers to.2 Often in the category-theoretic literature, we intentionally blur
the distinction between the monomorphism A ↪→ X and the subset A as an
object. Indeed, we see that the arrow and domain objects can both be denoted
by A; thus the above de�nition could have used A : A ↪→ X and B : B ↪→ X
instead, though this would have been very confusing. This free interchange
between objects and arrows in these contexts actually helps keep things straight
by allowing us to pick the easiest representation for whatever we need. Instead

2The sense of ambiguity I employing is not one of uncertainty, but of a sign bearing multiple
meanings, disambiguated by context.
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of saying that the arrow is the subset, we like to say that the domain A is the
subset. But then composition, which gives us the transitivity of subsets, doesn't
make sense with the object as much as the arrow a : A ↪→ X that corresponds
to the subset in question. So strictly speaking, the de�nition stands as stated,
but we should feel free to exploit the correspondence between the arrow a and
the object A when the context is clear.

This notion of ambiguity is to be separated from any negative connotations.
Indeed, I take it to be a crucial aspect of mathematics that it can systematically
handle the case where one symbol refers to two or more nonidentical things. The
de�nition of subset is not ambiguous, it is our use of the expression �A� that
is. Some would call this use an `abuse of notation', but this suggests the exact
opposite of what I think is happening. It is not that we are contradicting the
intentions, i.e.`abusing', the notation; we are building notation to be usefully
ambiguous.

In addition to the relation A ⊆ B, we also say that two objects A and B
are isomorphic `as subsets' when i is an isomorphism. This is an equivalence
relation and gives us an easier way to refer to subsets.

De�nition B.2. A subobject of X is an equivalence class of monomorphisms
A ↪→ X, with respect to isomorphisms. We usually denote a subobject with
either a representative of the equivalence class a : A ↪→ X, or with brackets
[A ↪→ X].

With this de�nition, we can even say that two maps de�ne the same subset
when they are isomorphic. It isn't hard to see that this means that maps a, b
de�ne the same subset if and only if A ⊆ B and B ⊆ A. This in turn constitutes
a partial order on subobjects, which corresponds to the partial order of subsets
traditionally conceived.

What about elements of these subsets? Elements of sets in the categorical
way of thinking are again `localized' so that an element is always associated
with a set; it's never independent. The basic notion of element may be thought
of in the following way:

x ∈ A ⇐⇒ x : 1 → A.

So we may think of elements of an object A as points of A, which is to say
arrows from the terminal object to A. If we think of arrows as functions (as we
do in the case of the category Sets), then this is reversing the traditional priority
of functions and elements. Traditionally, functions are de�ned on elements with
values. But in this conception, elements are determined by certain functions
that take the single element ∗ of the terminal object 1 to something in A,
namely (what we think of as) x!

Again I want to point the intentional ambiguity between the arrow x : 1 → A
and the `element' x ∈ A. The element is an arrow, strictly speaking, but it
corresponds to an element `inside' A and so we choose which description is best
depending on which intuition we want to use.

Perhaps counter-intuitively, when we localize elements in this way, we actu-
ally get a natural generalization: generalized elements. This is just to remove
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the restricted attention to arrows 1 → X and consider any arrow Y → X as a
generalized element of X, which in the case of Sets is just an ordinary function
from Y to X. This may not feel natural from a traditional perspective, and
that's �ne. But something to keep in mind is that the Yoneda Lemma implies
that with the above conception, a set is determined uniquely, up to a speci�ed
isomorphism, by its generalized elements. Sometimes we may denote a general-
ized element x : A → B by x ∈A B since it's really the codomain that `contains'
x as an element (though it `varies over A'). For me, this is an expression of the
structural way of thinking. A set is determined by the structure of functions into
it, which then leads us to de�ne `elements' only in reference to these relational
(functional) facts. I will make this clearer in Chapter 6.

To summarize the conceptual translations thus far, we have

x ∈ A x : 1 → A
x ∈B A x : B → A
A ⊆X B a : A ↪→ X, b : B ↪→ X and

there is a morphism i : A → B
such that a = b ◦ i

Now, we can talk more concretely about more advanced operations like in-
tersection and powerset. It's important to remember the shift from thinking
about operations on objects A and B to operations on certain arrows, for ex-
ample A ↪→ X and B ↪→ X. Indeed, the intersection of A and B, relative to X
is just the pullback of any two representive inclusions:

A ∩B B

A X

⌟

The powerset operation can also be `categori�ed' in a similar manner: by
including information that the powerset is relative to. One product of this
relativization of the powerset will be that di�erent conceptions of the powerset
(e.g. de�nability restrictions, limitations of size, predicativity) are instances of
the same notion.

The basic idea is that for every set X, there is a set of subsets of X denoted
by P (X). This set has some structure that is speci�ed by what we call a
`universal' relation ∈X ⊆ X × P (X) such that for any relation R ⊆ X × A,
there is a unique �classifying map� χR : A → P (X) whereby, under (1X × χR) :
X ×A → X × P (X), we have

R = (1X × χR)
−1(∈X).

In diagrammatic notation, this requires that R is the pullback of ∈X along
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(1X × χR):
R ∈X

X ×A X × P (X).

⌟

(1X×χR)

(B.1)

In categorical set theory notation, this means that R can be expressed as

R = {⟨x, a⟩ ∈ X ×A | x ∈X χR(a)}.

Or in yet another formulation, ⟨x, a⟩ belongs to R if and only if ⟨x, χR(a)⟩
belongs to ∈X .

This universal mapping property of powersets (technically called power ob-
jects) means there are natural bijections

R ⊆ X ×A

A → P (X)

R ⊆ X ×A

X → P (A)

between relations and classifying maps. The subset corresponding to ϕ : A →
P (X) is denoted [ϕ] ⊆ X ×A or [ϕ] ⊆ A×X and is called the extension of ϕ.

The set P (1), the powerset of the initial object, plays a particularly impor-
tant role; it is called the �subset classi�er� because subsets A ⊆ X are in natural
bijection with functions χ : X → P (1). In ordinary set theory, the role of P (1)
is played by the 2-element set {f, t}. Here subsets A ⊆ X are classi�ed by their
characteristic functions χA : X → {f, t}, de�ned by χA(x) := t i� x ∈ A. We
thus have A = χ−1A (t); the elementhood relation ∈1↪→ 1 × P (1) boils down to
t : 1 → P (1).

Continuing the pattern of reversing the traditional order of things, we can
consider de�ning a membership relation a di�erent way, one that works best
with algebraic set theory. To do this, we �rst use algebraic notions, like that of
a complete lattice, to de�ne the central concept in [47].

De�nition B.3. A ZF-algebra is a complete sup-lattice A that comes equipped
with a successor operation s : A → A. We denote it as (A, s).

Technically, we will relativize the `completeness' of the sup-lattice to be
complete relative to a class of `small maps', but we don't need that quite yet.
We may also de�ne what it means to be a homomorphism between ZF-algebras;
again we will return in more detail to these de�nitions, but the intuition is what
is important at this stage.

De�nition B.4. A homomorphism of ZF-algebras (A, s) → (B, t) is a map
f : A → B that preserves suprema (along `small maps') and commutes with
successor.

For a motivating and concrete example, consider the class of all sets with the
subset relation as the order, unions as joins, and the successor is the singleton
operation a 7→ {a}. It turns out that this is the initial ZF-algebra, which we
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will show later. And now for the point of this detour: de�ning the membership
relation.

The way to de�ne the membership relation on sets given the algebraic struc-
ture of a ZF-algebra is as follows:

a ε b i� s(a) ≤ b.

In traditional settings, this could be expressed as a theorem

a ∈ b i� {a} ⊆ b

where the concepts on the right are de�ned in terms of primitive ∈ relation.
Hence, we use a di�erent epsilon symbol in the case of ZF-algebras to emphasize
that it is a de�ned, not primitive, notion. It turns out that de�ning things `in
this order' allows greater �exibility in what we consider to be a set.



Bibliography

[1] Peter Aczel. �An introduction to inductive de�nitions�. In: Studies in
Logic and the Foundations of Mathematics 90 (1977), pp. 739�782.

[2] Peter Aczel. �The type theoretic interpretation of constructive set the-
ory�. In: Logic colloquium. Vol. 77. 1978, pp. 55�66.

[3] Peter Aczel. �The type theoretic interpretation of constructive set theory:
choice principles�. In: Studies in Logic and the Foundations of Mathemat-
ics. Vol. 110. Elsevier, 1982, pp. 1�40.

[4] Peter Aczel. �The type theoretic interpretation of constructive set the-
ory: inductive de�nitions�. In: Studies in Logic and the Foundations of
Mathematics. Vol. 114. Elsevier, 1986, pp. 17�49.

[5] Peter Aczel and Michael Rathjen. �Constructive Set Theory: Book Draft�.
Oct. 10, 2010. url: https://www1.maths.leeds.ac.uk/~rathjen/
book.pdf.

[6] Ji°í Adámek. �Free algebras and automata realizations in the language of
categories�. In: Commentationes Mathematicae Universitatis Carolinae
15.4 (1974), pp. 589�602.

[7] Ji°í Adámek and Rosicky J. Locally Presentable and Accessible Cate-
gories. Cambridge University Press, 1994.

[8] Ji°í Adámek and Václav Koubek. �Least Fixed Point of a Functor�. In:
Journal of Computer and System Sciences 19 (1979), pp. 163�178.

[9] Ji°í Adámek and Václav Koubek. �On the Greatest Fixed Point of a Set
Functor�. In: Theoretical Computer Science 150 (1995), pp. 57�75.

[10] Ji°í Adámek and Václav Koubek. �Remarks on Fixed Points of Functors�.
In: International Conference on Fundamentals of Computation Theory
(1977).

[11] Ji°í Adámek, Stephen Milius, and Lawurence S. Moss. Initial Algebras
and terminal coalgebras: a survey. Unpublished course materials for ESS-
LLI 2010. July 7, 2010. url: https://www.tu- braunschweig.de/
Medien-DB/iti/survey_full.pdf (visited on 05/03/2017).

[12] Ji°í Adámek and Vera Trnková. Automata and algebras in categories.
Vol. 37. Springer Science & Business Media, 1990.

121

https://www1.maths.leeds.ac.uk/~rathjen/book.pdf
https://www1.maths.leeds.ac.uk/~rathjen/book.pdf
https://www.tu-braunschweig.de/Medien-DB/iti/survey_full.pdf
https://www.tu-braunschweig.de/Medien-DB/iti/survey_full.pdf


122 BIBLIOGRAPHY

[13] Michael A Arbib and Ernest G Manes. �Machines in a category: An
expository introduction�. In: SIAM review 16.2 (1974), pp. 163�192.

[14] Jeremy Avigad and Solomon Feferman. �Gödel's functional (�Dialectica�)
interpretation�. In: Handbook of proof theory 137 (1998), pp. 337�405.

[15] Steve Awodey. �A brief introduction to algebraic set theory�. In: Bulletin
of Symbolic Logic 14.03 (2008), pp. 281�298.

[16] Steve Awodey. Category theory. Second Edition. Clarendon Press, 2010.

[17] Steve Awodey. �From Sets, to Types, to Categories, to Sets�. 2009. url:
http://repository.cmu.edu/cgi/viewcontent.cgi?article=1063&

context=philosophy (visited on 04/02/2018).

[18] Steve Awodey. Notes on Algebraic Set Theory. Lectures given at the
Summer School on Topos Theory. June 5, 2005. url: http://www.
phil.cmu.edu/projects/ast/Papers/bnotes.pdf.

[19] Steve Awodey, Nicola Gambino, and Kristina Sojakova. �Inductive types
in homotopy type theory�. In: Proceedings of the 2012 27th Annual IEEE/
ACM Symposium on Logic in Computer Science. IEEE Computer Soci-
ety. 2012, pp. 95�104.

[20] Steve Awodey and Michael Warren. �Predicative Algebraic Set Theory�.
In: Theory and Applications of Categories 15.1 (2005), pp. 1�39.

[21] Steve Awodey et al. �Relating �rst-order set theories, toposes and cat-
egories of classes�. In: Annals of Pure and Applied Logic 165 (2014),
pp. 428�502.

[22] Paul Benacerraf. �What numbers could not be�. In: The Philosophical
Review 74.1 (1965), pp. 47�73.

[23] Paul Benacerraf and Hilary Putnam. Philosophy of mathematics: selected
readings. Ed. by Paul Benacerraf and Hilary Putnam. Second. Cambridge
University Press, 1983.

[24] Paul Bernays. �Die Bedeutung Hilberts für die Philosophie der Mathe-
matik�. In: Naturwissenschaften 10.4 (1922), pp. 93�99.

[25] Paul Bernays. �Hilbert's signi�cance for the philosophy of mathematics�.
In: (1922).

[26] Paul Bernays. �The Philosophy of Mathematics and Hilbert's Proof The-
ory�. In: From Brouwer to Hilbert. The Debate on the Foundations of
Mathematics in the 1920s. 1930, pp. 234�265.

[27] Wilfried Buchholz et al. Iterated inductive de�nitions and subsystems of
analysis: recent proof-theoretical studies. Vol. 897. Springer-Verlag Berlin
Heidelberg, 1981.

[28] Georg Cantor. �Letter to Dedekind�. In: From Frege to Gödel. Trans. by
S. Bauer-Mengelberg and J. van Heijenoort. 1899.

http://repository.cmu.edu/cgi/viewcontent.cgi?article=1063&context=philosophy
http://repository.cmu.edu/cgi/viewcontent.cgi?article=1063&context=philosophy
http://www.phil.cmu.edu/projects/ast/Papers/bnotes.pdf
http://www.phil.cmu.edu/projects/ast/Papers/bnotes.pdf


BIBLIOGRAPHY 123

[29] Aurelio Carboni, Stephen Lack, and Robert F.C. Walters. �Introduction
to extensive and distributive categories�. In: Journal of Pure and Applied
Algebra 84.2 (1993), pp. 145�158.

[30] Richard Dedekind. Essays on the Theory of Numbers. Ed. by Wooster
Woodru� Beman. Chicago: The Open Court Publishing Company, 1901.

[31] Richard Dedekind. Gesammelte mathematische Werke. Ed. by Robert
Fricke, Emmy Noether, and Öystein Ore. 1930.

[32] Richard Dedekind. Was sind und was sollen die Zahlen. Braunschweig:
Vieweg, 1888.

[33] Heinz-Dieter Ebbinghaus. �Zermelo: Boundary numbers and domains of
sets continued�. In: History and Philosophy of Logic 27.4 (2006), pp. 285�
306.

[34] Samuel Eilenberg and Saunders Mac Lane. �General theory of natural
equivalences�. In: Transactions of the American Mathematical Society 58
(1945), pp. 231�231.

[35] William Ewald and Wilfried Sieg. David Hilbert's Lectures on the Foun-
dations of Arithmetic and Logic 1917�1933. Ed. by William Ewald. Ed.
by Wilfried Sieg. 2013.

[36] Solomon Feferman. �Categorical foundations and foundations of cate-
gory theory�. In: Logic, Foundations of Mathematics and Computability
Theory. Ed. by Robert E. Butts and Jaakko Hintikka. Springer, 1977,
pp. 149�169.

[37] Solomon Feferman. �Set-theoretical foundations of category theory�. In:
Reports of the midwest category seminar III. Appendix by G. Kreisel.
Springer. 1969, pp. 201�247.

[38] Solomon Feferman and Wilfried Sieg. �Inductive de�nitions and subsys-
tems of analysis�. In: Iterated inductive de�nitions and subsystems of
analysis: Recent proof-theoretical studies. Springer, 1981, pp. 16�77.

[39] Peter Freyd. �Algebraically Complete Categories�. In: Category Theory.
Ed. by A. Carboni, M. C. Pedicchio, and G. Rosolini. Lecture Notes in
Mathematics 1488. Springer, Berlin, Heidelberg, 1991.

[40] Peter Freyd. �Aspects of topoi�. In: Bulletin of the Australian Mathemat-
ical Society 7.1 (1972), pp. 1�76.

[41] Nicola Gambino and Martin Hyland. �Wellfounded trees and dependent
polynomial functors�. In: International Workshop on Types for Proofs
and Programs. Springer. 2003, pp. 210�225.

[42] Nicola Gambino and Joachim Kock. �Polynomial functors and polyno-
mial monads�. In: Mathematical proceedings of the cambridge philosoph-
ical society. Vol. 154. 1. Cambridge University Press. 2013, pp. 153�192.

[43] Jesse Hughes. �A Study of Categories of Algebras and Coalgebras�. PhD
thesis. Carnegie Mellon University, 2001.



124 BIBLIOGRAPHY

[44] Bart Jacobs and Jan Rutten. �A tutorial on (co) algebras and (co) induc-
tion�. In: Bulletin-European Association for Theoretical Computer Sci-
ence 62 (1997), pp. 222�259.

[45] Peter T. Johnstone. Sketches of an elephant: A topos theory compendium.
Vol. 2. Oxford University Press, 2002.

[46] André Joyal and Ieke Moerdijk. �A categorical theory of cumulative hier-
archies of sets�. In: Comptes Rendus Mathématiques de L'Académie des
Sciences 13.1 (1991), pp. 55�58.

[47] André Joyal and Ieke Moerdijk. Algebraic set theory. London Mathemat-
ical Society Lecture Notes Series 220. Cambridge University Press, 1995.

[48] G Max Kelly. �A uni�ed treatment of trans�nite constructions for free al-
gebras, free monoids, colimits, associated sheaves, and so on�. In: Bulletin
of the Australian Mathematical Society 22.01 (1980), pp. 1�83.

[49] Joachim Kock. �Notes on polynomial functors�. 2009.

[50] Joachim Kock. �Polynomial functors and trees�. In: International Math-
ematics Research Notices 2011.3 (2011), pp. 609�673.

[51] Joachim Lambek. �A �xpoint theorem for complete categories�. In:Math-
ematische Zeitschrift 103.2 (1968), pp. 151�161.

[52] F. William Lawvere. �Adjointness in Foundations�. In: Dialectica 23.3-4
(Dec. 1969), pp. 281�296.

[53] F. William Lawvere. �Adjointness in foundations with commentary�. In:
Reprints in Theory and Applications of Categories 16 (2006), pp. 1�16.

[54] F. William Lawvere. �Equality in hyperdoctrines and comprehension
schema as an adjoint functor�. In: Applications of Categorical Algebra
(1970).

[55] F. William Lawvere. �Functorial Semantics of Algebraic Theories�. PhD
thesis. Columbia University, 1963.

[56] Robert S Lubarsky. �Independence results around constructive ZF�. In:
Annals of Pure and Applied Logic 132.2-3 (2005), pp. 209�225.

[57] Saunders Mac Lane. Categories for the working mathematician. Second.
Graduate Texts in Mathematics 5. Springer Science & Business Media,
1978.

[58] Penelope Maddy. �Believing the axioms. I�. In: The Journal of Symbolic
Logic 53.2 (1988), pp. 481�511.

[59] Michael Makkai and Robert Paré. Accessible categories: the foundations
of categorical model theory. Vol. 104. Contemporary Mathematics. Amer-
ican Mathematical Soc., 1989.

[60] Per Martin-Löf. �Constructive Mathematics and Computer Program-
ming�. In: Logic, Methodology and Philosophy of Science VI, Proceedings
of the Sixth International Congress of Logic, Methodology and Philosophy
of Science. Vol. 104. Studies in Logic and the Foundations of Mathemat-
ics. Elsevier, 1982, pp. 153�175.



BIBLIOGRAPHY 125

[61] Per Martin-Löf. �Hauptsatz for the intuitionistic theory of iterated induc-
tive de�nitions�. In: Studies in Logic and the Foundations of Mathematics
63 (1971), pp. 179�216.

[62] Per Martin-Löf. Intuitionistic Type Theory. Bibliopolis, 1984.

[63] Per Martin-Löf. �On the meanings of the logical constants and the jus-
ti�cations of the logical laws�. In: Nordic Journal of Philosophical Logic
1.1 (1996), pp. 11�60.

[64] Per Martin-Löf. �Truth of a proposition, evidence of a judgement, validity
of a proof�. In: Synthese 73.3 (1987), pp. 407�420.

[65] Colin McLarty. �Categorical Foundations and Mathematical Practice�.
In: Philosophia Mathematica 20.1 (2012), pp. 111�113.

[66] Colin McLarty. �Exploring Categorical Structuralism�. In: Philosophia
Mathematica 12.1 (Feb. 2004), pp. 37�53.

[67] Colin McLarty. �Learning from questions on categorical foundations�. In:
Philosophia Mathematica 13.1 (2005), pp. 44�60.

[68] Colin McLarty. �The Roles of Set Theories in Mathematics�. In: Cate-
gories for the Working Philosopher. Oxford University Press, 2017. Chap. 1.

[69] Ieke Moerdijk and Erik Palmgren. �Type theories, toposes and construc-
tive set theory: predicative aspects of AST�. In: Annals of Pure and
Applied Logic 114.1-3 (2002), pp. 155�201.

[70] Ieke Moerdijk and Erik Palmgren. �Wellfounded trees in categories�. In:
Annals of Pure and Applied Logic 104.1-3 (2000), pp. 189�218.

[71] John Myhill. �Constructive set theory�. In: The Journal of Symbolic Logic
40.3 (1975), pp. 347�382.

[72] H. Poincaré. �The future of mathematics�. In: The Monist 20.1 (1910),
pp. 76�92.

[73] Michael Rathjen. �Replacement versus collection and related topics in
constructive Zermelo-Fraenkel set theory�. In: Annals of Pure and Ap-
plied Logic 136.1-2 (2005), pp. 156�174.

[74] Michael Rathjen and Robert S Lubarsky. �On the regular extension ax-
iom and its variants�. In: Mathematical Logic Quarterly: Mathematical
Logic Quarterly 49.5 (2003), pp. 511�518.

[75] Michael Rathjen and Wilfried Sieg. �Proof Theory�. In: The Stanford En-
cyclopedia of Philosophy. Ed. by Edward N. Zalta. Fall 2018. Metaphysics
Research Lab, Stanford University, 2018.

[76] Michael Shulman. �Set theory for category theory�. 2008. url: https:
//arxiv.org/abs/0810.1279v2 (visited on 04/02/2018).

[77] Wilfried Sieg. �Aspects of mathematical experience�. In: Hilbert's Pro-
grams and Beyond. Oxford University Press, 1997, pp. 329�343.

[78] Wilfried Sieg. �Beyond Hilbert's reach?� In: Hilbert's Programs and Be-
yond. Oxford University Press, 2002, pp. 345�375.

https://arxiv.org/abs/0810.1279v2
https://arxiv.org/abs/0810.1279v2


126 BIBLIOGRAPHY

[79] Wilfried Sieg. �Dedekind's analysis of number: systems and axioms�. In:
Hilbert's Programs and Beyond. Oxford University Press, 2005, pp. 35�
72.

[80] Wilfried Sieg. �Foundations for Classical Analysis�. In: Foundations: Logic,
Language, and Mathematics. Ed. by Hughes Leblanc. Ed. by Elliot Mendel-
son. Ed. by Alex Orenstein. Reprinted from Synthese, Volume 60, no. 1
and 2. 1984.

[81] Wilfried Sieg. Hilbert's Programs and Beyond. Oxford University Press,
2013.

[82] Wilfried Sieg. �Mechanical procedures and mathematical experience�. In:
Mathematics and mind. Ed. by Alexander George. Oxford University
Press Oxford, 1994, pp. 71�117.

[83] Wilfried Sieg. �Methodological Frames: Paul Bernays, mathematical struc-
turalism, and proof theory�. In: The Pre-History of Mathematical Struc-
turalism. Ed. by Erich Reck and Georg Schiemer. Oxford University
Press, forthcoming.

[84] Wilfried Sieg. �Relative consistency and accessible domains�. In: Hilbert's
Programs and Beyond. Oxford University Press, 1990, pp. 299�326.

[85] Wilfried Sieg. �Searching for proofs (and uncovering capacities of the
mathematical mind)�. In: Hilbert's Programs and Beyond. Oxford Uni-
versity Press, 2010, pp. 377�401.

[86] Wilfried Sieg. �Wilfried Sieg�. In: Philosophy of Mathematics: 5 Ques-
tions. 2008, pp. 233�248.

[87] Wilfried Sieg and Rebecca Morris. �Dedekind's Structuralism: Creating
Concepts and Deriving Theorems�. In: Logic, Philosophy of Mathemat-
ics, and their History: Essays in Honor W.W. Tait. Ed. by Erich Reck.
College Publications, 2018.

[88] Wilfried Sieg and Dirk Schlimm. �Dedekind's abstract concepts: Models
and mappings�. In: Philosophia Mathematica 25.3 (2017), pp. 292�317.

[89] Wilfried Sieg and Dirk Schlimm. �Dedekind's analysis of number: Sys-
tems and axioms�. In: Synthese 147.1 (2005), pp. 121�170.

[90] A.K. Simpson. �Constructive set theories and their category-theoretic
models�. In: From sets and types to topology and analysis 48 (2005),
pp. 41�61.

[91] Stephan Alexander Spahn. W-type. Quote added by Spahn in Revision
12 (Februrary 25, 2013) of the W-type page. Feb. 25, 2013. url: https:
//ncatlab.org/nlab/show/W-type.

[92] Thomas Streicher. �Realizability Models for CZF + ¬Pow�. 2005.
[93] Todd Trimble. Trimble on ETCS I: ZFC and ETCS. 2011. url: https:

//ncatlab.org/nlab/show/Trimble+on+ETCS+I.

https://ncatlab.org/nlab/show/W-type
https://ncatlab.org/nlab/show/W-type
https://ncatlab.org/nlab/show/Trimble+on+ETCS+I
https://ncatlab.org/nlab/show/Trimble+on+ETCS+I


BIBLIOGRAPHY 127

[94] Todd Trimble. Trimble on ETCS II: Internalizing the Logic. 2017. url:
https://ncatlab.org/nlab/show/Trimble+on+ETCS+II.

[95] Orlin Vakarelov. �Accessible Domains from a Category Theoretic Per-
spective�. MA thesis. Carnegie Mellon University, 2003.

[96] Benno van den Berg. �Predicative topos theory and models for construc-
tive set theory�. PhD thesis. University of Utrecht, 2006.

[97] Benno van den Berg and Ieke Moerdijk. �A uni�ed approach to algebraic
set theory�. In: Logic Colloquium. 2006, pp. 18�37.

[98] Benno van den Berg and Ieke Moerdijk. �Aspects of predicative algebraic
set theory I: Exact completion�. In: Annals of Pure and Applied Logic 156
(2008), pp. 123�159.

[99] Benno van den Berg and Ieke Moerdijk. �Aspects of predicative alge-
braic set theory, II: Realizability�. In: Theoretical Computer Science 412
(2011), pp. 1916�1940.

[100] Jean Van Heijenoort. From Frege to Gödel: a source book in mathematical
logic, 1879-1931. Harvard University Press, 1967.

[101] Michael Alton Warren. �Predicative Categories of Classes�. MA thesis.
Carnegie Mellon University, 2004.

[102] Ernst Zermelo. �Investigations in the foundations of set theory I�. Trans.
by S. Bauer-Mengelberg. In: (1908), pp. 199�215.

[103] Ernst Zermelo. �On boundary numbers and set domains: New investiga-
tions in the foundations of set theory�. In: From Kant to Hilbert. 1930,
pp. 1208�1233.

https://ncatlab.org/nlab/show/Trimble+on+ETCS+II

	Introduction
	Accessible Domains as Initial Algebras
	Initial Algebras
	Recursion
	Induction

	Fixed Points and Iteration
	Polynomial Functors
	Initial algebras of Polynomial Functors
	Iterating Polynomial Functors
	Accessible Domains of Polynomial Endofunctors

	Sets and algebraic hierarchies
	Set Theories
	Weaker Theories

	Algebraic Set Theory
	Axioms for Class Categories
	Axioms for Small Maps
	Powerclass Functors
	ZF Algebras and Cumulative Hierarchies
	The Ordinals

	Methodological Reflections
	Conclusion
	Category Theory Preliminaries
	Categorical Set Theory
	Bibliography

