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Abstract

Are implicit biases something we can rightly be held responsible for, and if so,
how? A variety of social and cognitive psychological studies have documented the
existence of wide-ranging implicit biases for over 30 years. These implicit biases can best
be described as negative mental attitudes that operate immediately and unconsciously in
response to specific stimuli. The first chapter of this thesis surveys the psychological
literature, as well as presents findings of real-world experiments into racial biases. | then
present the dominant model of implicit attitudes as mere associations, followed by evidence
that at least some implicit attitudes take on a propositional form and involve making
inferences based on evidence. | then reject adopting either of these two rigid models in
favor of a dispositional approach that treats implicit biases as on the same spectrum of, but
adjacent to, beliefs.

I then evaluate the moral wrongdoing associated with holding explicitly prejudicial
beliefs, appealing first to Kantian notions of respecting individuals as agents, then
appealing to Strawson’s argument that we are responsible for expressions of our will. Our
status as human agents involves participating in complex and sustained interactions with
others, which necessarily implies that we take part in the social practice of holding each
other responsible for the quality of their will. The reactive attitudes we display in our
everyday interactions indicate which features and circumstances are most important when
investigating this practice. After applying this approach to implicit attitudes, | then pose
the objection that their unconscious and unendorsed nature disqualifies implicit attitudes
as proper expressions of our will. | develop this objection using Scanlon’s account of moral
responsibility, which requires the capacity to self-govern in light of principles that are
generally agreed upon as good reasons for guiding interactions with one another. Finally,
I critique Real Self theories that seek to arbitrarily privilege one part of ourselves in favor
of the Whole Self, which privileges those features that are most integrated into our overall
character.
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Introduction

The presence of implicit bias has been well documented and widely agreed upon
among psychologists for at least 30 years. By adapting well-established scientific methods
and principles from the fields of cognitive and social psychology, researchers have amassed
a mountain of peer-reviewed studies that have documented instances of implicit bias
regarding race, gender, sexual orientation, national origin, age, and many more
characteristics. These findings have even begun to permeate the mainstream and are often
cited as evidence that discrimination is alive and well even if overt forms of racism,

homophobia, sexism, or ageism are not.

The first half of this paper focuses on investigating implicit attitudes as a
phenomenon tracked through various psychological experiments. I will present the
dominant view that implicit attitudes are the result of implicit associations made between
concepts, followed by evidence suggesting that a propositional model of implicit attitude
might also be useful to entertain. By surveying the psychological literature, I hope to
highlight the important features of implicit attitudes without decisively taking a stance on
which model best captures the full details. Instead, I offer the dispositional approach to
belief as an alternative to formalistic definitions that is more useful in adjudicating claims
of responsibility. While implicit attitudes are markedly different from explicit beliefs, they

are best thought of as on as the same spectrum of mental states.

The second half of this paper will attempt to sketch an account of responsibility for
our implicit attitudes. By first describing the moral wrongdoing committed by holding

explicitly prejudicial views, I will then trace how the same sort of wrongdoing spills over



into holding implicit attitudes by using P.F. Strawson’s account of responsibility as a social
practice. Instead of getting hung up on theoretical preconditions, I will use Strawson to
argue that we can be held responsible for things that express the quality of our will and our
reactive attitudes provide useful signposts for our moral judgments. As an objection to
Strawson, I will present Scanlon’s reasons-based account of moral responsibility, which
challenges the suggestion that implicit attitudes are true reflections of our will. Finally, I
argue that we should abandon Real Self models that seek to arbitrarily privilege one part
of the self, such as the part engaged in reasoning and judgment. Instead, by embracing the
Whole Self, we can gain deeper, more nuanced insight into our implicit attitudes and how
much our responsibility for them depends on how deeply integrated they are with our

overall character.

Empirical Foundation

The definition of implicit bias that [ will be using is, “an attitude that an individual
harbors toward a certain subject matter, usually social groups and/or individuals within
them, that operates quickly, automatically, and (typically) without his or her knowing about
it” (Johnson, 2016, 1). It is worth noting that most psychological literature uses the terms
implicit bias and implicit attitude interchangeably, however, because of the negative
connotation in folk conversation against implicit biases, I will use implicit attitudes to
describe a broad category of affective states, evaluative states, and stereotypes. The use of
attitude instead of bias also serves to highlight that the phenomena in question is a mental
state rather than a behavioral bias, which may actually result from underlying attitudes. I

am also careful to not use the phrase implicit belief as beliefs are generally thought of as



propositional attitudes, meaning they describe the mental state of having some attitude or
stance about a proposition, or the potential state of affairs in which that proposition is true.
Using this loaded term begs the first question I will be attempting to answer, which is

constructing an adequate account of the structure of implicit attitudes.

The study of implicit biases began as early as the 1950s, however, it was research
on automatic semantic associative links in memory in the 1970s that most directly led to
the discovery that prejudice or stereotyping might occur implicitly, which I will describe
in more detail in the coming pages. This finding was solidified and expanded through the
1980s with the rise of indirect measures (Johnson, 2016, 2). Unlike direct measures, which
rely only on self-reporting by the subject such as asking for their emotional response,
indirect measures track the physical responses of a subject in response to certain stimuli,

such as heart rate or the time interval it takes to perform a pairing task.

An interesting and unexpected pattern emerged when social psychologists began to
compare the results of direct and indirect measures. Typically, one would expect that one’s
self-reported results would match the results of the indirect measures, especially in
experimental settings where the subject had no to reason to deceive the researchers and
claimed to be accurately reporting their feelings and mental states. Nevertheless, a pattern
of divergence emerged between the two measures, indicating that subjects “harbored
preferences and aversions that were in conflict with the explicitly expressed opinions
provided in direct tests” (Johnson, 2016, 2). For example, respondents would have an easier
time matching positive concepts to pictures of white faces than black faces, while

maintaining no explicit racial bias. The longer time required to match positive concepts



with black faces than white faces was interpreted by researchers as evidence for a negative
attitude towards African Americans. Further, when these findings were presented to
subjects, they were unable to provide any account that might explain the divergence. This
divergence and lack of conscious awareness of what led to the results of the indirect
measures prompted researchers to posit that different mental constructs were at play.
Unlike our conscious beliefs, which we are aware of and usually involve some kind of
inference based on evidence, the results from indirect measures were thought to be

explained by a process that was automatic and inaccessible.

During the 30 plus years that researchers have documented this pattern of
divergence between direct and indirect measures, one of the first experiments to
conclusively show the existence of implicit attitudes came from the nexus of cognitive and
social psychology. Conducted by Devine in 1989, the experiment demonstrated that “social
perception and memory were shown to be influenced by exposure to semantically (or
stereotypically) related information” (Jost et al., 2009, 43). Described briefly, subjects
participated in a menial task, during which they were exposed to either a relatively large or
small proportion of words related to common stereotypes of African Americans. They were
then asked to evaluate a person named “Donald” as either friendly or hostile. The findings
demonstrated that subjects who were exposed to a greater proportion of words commonly
associated with negative stereotypes about African Americans were more likely to judge
Donald as hostile. On top of showing that subjects’ social judgements could be affected by
exposure to semantically laden content without their knowledge, the comparison to
subjects’ explicit beliefs about race — or direct measures — revealed a deep divide with the

indirect measures (Jost et al., 2009, 43). Similar studies have been replicated dozens of



times, leading to strong consensus among the psychological community that the cognitive
salience of a familiar stereotype can implicitly bias social judgment in stereotype-

consistent ways.

Another experimental design came from cognitive psychology and used semantic
pairing to investigate the nature of implicit attitudes. The main idea behind semantic
pairing is that social attitudes, including prejudices and stereotypes, are “empirically
captured by the degree to which they are linked through speed and efficiency to
semantically related concepts” (Jost et al., 2009, 43). The idea behind this kind of
experiment is to investigate the immediate behavioral reactions that result from exposure
to certain stimuli. Note that the intervals used are too quick to attribute to conscious
reasoning processes and therefore, the faster the behavioral response, the link between the
concept and the behavior is hypothesized to be stronger. For example, researchers would
prime subjects by exposing them to words that are either connotatively or denotatively
correlated with stereotypes of women, such as nurse or teacher. The speed with which
subjects identified female pronouns subsequently was greatly increased among the
experimental group compared to the control group, which was primed with words that were
not associated with gender (Jost et al., 2009, 43). These findings pair nicely with the idea
that knowledge is essentially organized in our memory as semantic associations between

concepts and objects that are derived from our personal experience and normative rules.

Finally, another approach to investigating implicit attitudes involved evaluative
priming. Like in semantic priming experiments, the presence and strength of implicit

attitudes 1s measured by the time it takes subjects to classify specific words into categories



after being primed by a valence. Again, the idea is that implicit attitudes work faster than
explicit attitudes and should therefore take less time to be reflected in behavioral measures.
However, instead of using semantic valences — like words commonly associated with
stereotypes — evaluative experiments primed subjects by exposing participants to different
photographs, such as either white or black faces (Jost et al., 2009, 44). Then, subjects were
asked to categorize certain words as either positive or negative, as quickly as possible.
Again, the time frame allowed ensured that respondents were operating on automatic,
rather than controlled processes. Fazio et al. (1995) was one of the first to use this kind of
model to measure implicit attitudes regarding race. The results found that when white
participants classified words as positive, it took them less time when they had been primed
with white faces than when they had been primed with black faces. This pattern of findings
has been interpreted by many researchers as indicating an implicit positive association — or
for my purposes, a positive implicit attitude — among white participants towards those who

share their race (Jost et al., 2009, 44).

This research paved the way for Greenwald et al. to develop the Implicit
Association Test (IAT), which has become the most widely used tool for measuring
implicit bias (Jost et al., 2009, 45). Building on the basic framework of the evaluative
priming experiments conducted previously, the IAT also measures implicit attitudes by
measuring the latencies between being exposed to some kind of primer — either semantic
or visual — and responding to a classification question. Specifically, it gauges differences
in “how easy or difficult it is for people to associate individual exemplars of various social
categories (whites vs. blacks, rich vs. poor, gay vs. straight, and so on) with abstract words

and categories that have evaluative implications (e.g., good vs. bad, pleasant vs.



unpleasant)” (Jost et al., 2009, 45). Just like the evaluative primer experiments, subjects
who take a shorter time to characterize positive words with white faces (vs. black faces),
and conversely, take a longer time to characterize negative words with white faces (vs.
black faces), are theorized to have an automatic preference for white faces. Someone who
lacked such implicit preferences would be expected to have relatively equal response times
across all categories (Jost et al., 2009, 45). The same structure has been applied to
numerous other social categories beyond race, including age, disability, sexuality, and

gender.

While the purpose of this paper is not to dissect the validity of such experiments, it
1s worth noting that Nosek and Smith (2007) have summarized the IAT exhibits construct,
convergent, and divergent validity. Further, Phelps et al (2000) provided physiological
evidence to support the conclusions repeatedly found in IATs assessing race. They found
that AT scores were heavily correlated with the magnitude of amygdala activation — which
is the part of the brain responsible for producing fear responses — when subjects were
exposed to black faces rather than white faces (Jost et al., 2009, 45). Similar results have
been replicated by Mendes et al. when assessing white subjects speaking to predominately
black audiences. The upshot of this that neuroscience corroborates the abductive

physiological evidence gathered from experiments such as the IAT.

Given this brief overview of investigations into implicit attitudes in a necessarily
sterile and controlled environment, it would be fruitful to look at cases that more closely
resemble real-world scenarios. Thankfully, the literature of research into implicit attitudes

is rich with cases where implicit attitude assessments, such as the IAT, were able to predict



the behavior eventually carried out by the subjects in question. Just a small subset of recent
research has demonstrated the predictive validity of implicit attitude measurement tests in
a variety of cases, including: hiring and resume evaluation, student behavior towards
classmates and identity clubs and organizations, police officer behavior towards unarmed
suspects, and treatment regimens assigned by doctors. These cases describe non-trivial
scenarios where the decisions of the subjects would have serious implications for those
involved. In order to actually engage in an investigation into responsibility as it applies to

these mental states, we must view them in their complete, morally rich context.

Implicit Attitudes in the Real World

Published in July 2003, “Are Emily and Greg More Employable than Lakisha and
Jamal? A Field Experiment on Labor Market Discrimination” is an attempt by Marianne
Bertrand and Sendhil Mullainathan to investigate the pervasiveness of racial discrimination
in labor markets. Every measure of economic success reveals significant racial inequality
in the US labor market, with African Americans being twice as likely to be unemployed,
according to the Council of Economic Advisers (Bertrand et al., 2004, 2). Assuming that
black and white applicants have identical backgrounds in terms of work experience and
skills, it would follow that employers would extend callbacks to roughly an equal
proportion of black and white applicants. Such would be the case in a truly racially blind
society filled with employers that followed through in their commitment to be equal
opportunity workplaces and comply with the Civil Rights Act of 1964. The experiment by
Bertrand and Sendhil recreated these exact conditions in order to find out if such

colorblindness had been achieved by using the real world as their laboratory.
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The field experiment consisted of sending resumes in response to help-wanted ads
in Chicago and Boston newspapers, followed by measuring the number of callbacks each
resume received for interviews. After creating a bank of artificial resumes, researchers
“randomly assigned very white sounding names (such as Emily Walsh or Greg Baker) to
half the resumes and very African American sounding names (such as Lakisha Washington
or Jamal Jones) to the other half” (Bertrand et al., 2004, 2). The experiment consisted of
responding to over 1300 employment ads in the sales, administrative support, clerical and
customer service job categories, and sending nearly 5000 resumes. Their findings indicate
a substantial difference in callback rates split across racial lines: “applicants with white
names need to send about 10 resumes to get one callback, whereas applicants with African
American names need to send around 15 resumes to get one callback” (Bertrand et al.,
2004, 2-3). According to the authors, this 50 percent gap is very statistically significant,
and they estimate that “a white name yields as many more callbacks as an additional eight
years of experience” (Bertrand et al., 2004, 3). In addition to this crucial finding, the study
also found that discrimination levels are consistent across industry and that employers

located in more African American neighborhoods are slightly less likely to discriminate.

While this study provides convincing evidence that the presence of racial
discrimination is a pervasive feature of searching for a job in two typical American cities,
there are a few clarifications that must be made to relate the findings to our discussion of
implicit attitudes. First, this study does not differentiate between explicit and implicit
biases. It is entirely possible that a number of the potential employers reviewing the
resumes did in fact hold explicitly racist views about the inferiority about African

Americans. Nevertheless, it is nearly impossible to attribute all of the racial discrimination
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captured by the study to explicit racists given the large sample size. Even if explicit
discrimination could account for a portion of the findings, the very statistically significant
findings indicate that there are most likely subtler forms of discrimination at play, including
discrimination that would not be endorsed by the potential employers. The most plausible
construction of the events of the study is that the vast majority of resumes were reviewed
by people who explicitly express more or less egalitarian views and would not consider
themselves as having prejudicial beliefs about any racial category. This is where my

investigation into implicit attitudes becomes useful to explain this pattern of behavior.

Taken in this light, this study provides nearly a textbook example of a semantic
priming experiment. The manipulated names that are heavily correlated with race serve as
the semantic primer since they feature at the top of the resume and are most likely the first
piece of information presented to the reader. The subjects (employers) are then directed to
make a classification of either worthy or not worthy of receiving an interview. As such,
this process almost perfectly mirrors the IAT, which asks how easy or difficult it is for
people to associate individual exemplars of various social categories with categories that
have evaluative implications. If it is easier for an employer to give a callback for an
applicant with a white name (or positive valence) than it is to give a callback to a
comparable applicant with an African American name (or negative valence), this is well

explained by an automatic preference in favor of white applicants.

I am interested in moving beyond the behavioral data provided by this study to
investigate the underlying mental processes at work. As described above, the potential

employers displayed different behavior depending on whether the name at the top of the
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resume was perceived as being associated to a white candidate compared to a black
candidate. There is good reason to believe that this experiment tracks implicit biases
because the mental attitudes being investigated operate quickly, automatically, and likely
without awareness by the subject. No other information regarding race is provided, and the
placement of the name (primer) at the top of the resume ensures that the information is
presented quickly. The data indicate that the name had a causal effect, triggering one mental
attitude for black applicants and another attitude for white candidates. This automatically
formed attitude then likely colored the rest of the process of reviewing the resume. In other
words, the implicit attitude interfered with the explicit reasoning process involved in
evaluating candidates by making the reader more or less sensitive to certain information.
Readers with an implicit bias against African Americans, for example, may see the
legitimate qualifications on the resume as less impressive (or even fabricated) and judge
their past employment as undemanding or requiring lower levels of skill. They might view
the applicant more harshly for having gaps in work history, or look unfavorably on the
school they attended. Each of these are examples of the subtle ways in which bias may be
introduced into what should be an objective, reason-based process. Further, the fact that
employers would offer such justifications for why they acted the way they did — as opposed
to acknowledging their bias — indicates that the bias operates outside of their conscious

awarencss.

Building an Associational Model

As the name suggests, discussion surrounding the findings of the IAT focus

primarily on the association between the two concepts or exemplars presented. The
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commonly accepted view, by psychologists and the public alike, is that these kinds of tests
measure subconscious or unconscious connections that our brains have made as the result
of being conditioned to pair one with the other. When repeatedly exposed to two stimuli
concurrently, our mind automatically begins to associate the two, even if they are words
like thug and images of young black men. There is no higher level processing involved in
the activity. We do not endorse, and might even object to the association in our conscious
mind; nonetheless, habituation is a powerful tool and these responses can be deeply
ingrained (Mandelbaum, 2016, 633). It is worth noting that endorsing a mental state or
belief does not have to happen explicitly. To endorse a mental state simply means to
acknowledge that it is an accurate description of one’s mental condition. To endorse a

belief is to accept that formulation as accurate to one’s take on the world.

The divergence between the results of direct measures versus indirect measures led
psychologists to posit the existence of implicit attitudes in the first place and this feature
continues to pose an interesting challenge for researchers to explain. As previously
mentioned, the first form of dissociation involves the subject’s ability to consciously
recognize the existence of his or her own biases. After taking various IATs, for example,
subjects “expressed shocked and disbelief” when they learned that their direct and indirect
results differed at all, meaning they were unaware that their behavior could reflect anything
but what they consciously avowed (Johnson, 2016, 6). In other words, they could not locate
the source of their biased behavior anywhere inside them, no matter how rigorously they
engaged in introspection. It is worth mentioning that more recent studies have found that,
among subjects who demonstrate diverging implicit and explicit attitudes, some have

posited that the divergence could be attributed to learned stereotypes. Nevertheless, the



14

distinction between acknowledging that you could be plagued by attitudes you do not
endorse is separate from finding the source of an attitude. This led to the initial hypothesis
that whatever mental process or construct was responsible for the results of indirect

measures must reside below the surface of what is consciously available to a given person.

The second form of divergence between implicit and explicit attitudes was
recognized later after a more substantial body of evidence had been produced about a
variety of target stimuli. Greenwald et al (2009) found that the degree of variance between
direct and indirect measures depended on social sensitivity of the topic being evaluated.
More specifically, research shows that when the topic is more socially sensitive — such as
race or sexuality — the gap between the direct and indirect measures is likely larger than
when the topic is less socially sensitive — such as brand preferences (Johnson, 2016, 6).
Thus, the resulting behavior will be more closely aligned with what would be predicted
from evaluating one’s explicit commitments in cases where the attitude is less

controversial.

Finally, Fazio et al (1995) provides a final way in which direct and indirect
measures diverge. Using a three-pronged approach, first researchers gathered data on
implicit attitudes using an indirect meaning-word matching task and then explicit attitudes
using the Modern Racism Scale questionnaire. Lastly, students filled out a questionnaire
composed of questions about the importance of not being perceived of as biased by society,
which “was used to assess the students’ motivation to control seemingly prejudicial
reactions” (Johnson, 2016, 8). Their findings indicate that the correlation between one’s

direct and indirect measures varies depending on their motivation to control how they
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might be perceived. The results between the first two assessments diverged when students
were highly motivated to mask their prejudicial beliefs, but converged when students were
not highly motivated (Johnson, 2016, 8). The crucial takeaway from this experiment is that
the drivers of the indirect assessment results seem automatic, insofar as they cannot be
controlled in order to keep up appearances of being unbiased. The results from direct
assessments, on the other hand, are easy to manipulate because a subject can censor or
revise their explicit beliefs depending on the context. In other words, “the less control
available, the more likely we are to see results akin to those measured by indirect tests”

(Johnson, 2016, 8).

Faced with this puzzle of divergence between direct and indirect measures, social
psychologists posited that these findings provided evidence for the existence of dual mental
constructs. In other words, they argued that there must be different mental constructs at
play: one operating at the explicit level and captured by direct measures, and one operating
beneath the surface which was tracked by the indirect measures (Johnson, 2016, 2). A
mental construct is a combination of processes and representations, and therefore, theorists
that argue for distinct mental constructs may find the distinction in the processes,
representations, or both (Johnson, 2016, 15). Researchers thus hypothesized that implicit
attitudes could explain the behavioral results of the indirect measures. Explicit attitudes
result from reason-based and reflective processes about propositionally structured
representations. Conversely, implicit attitudes were posited to be associatively generated
and automatic (or the result of a reflex) about simple concepts (Johnson, 2016, 3). Theories
of human information processing and cognition easily assimilated to this finding as

evidence indicates that a large amount of cognition actually “occurs automatically,
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effortlessly, and outside our conscious awareness” (Jost et al., 2009, 43). Models that
recognize these attitudes as the result of distinct mental constructs are called dual process
theories of implicit attitudes and have been the dominant view since the early study of

implicit bias.

The MODE Model

One of the most developed dual-process models, the MODE model, separates
spontaneous from deliberative attitude-to-behavior processes, and considers “Motivation
and Opportunity to serve as the major DEterminants of which is likely to operate” (Fazio,
2014, 156). Essentially, the model argues that spontaneous processes are automatic and
occur without any conscious reflection by the individual, as opposed to deliberative
processes, which are controlled and reflective. By automatic, Fazio uses the definition used
by Shiffrin and Dunmais in their characterization of automaticity: a process is automatic if
encountering a stimulus activates the associated evaluation from memory without the
individual’s intent, and even if the individual is attempting to engage in another task (Fazio,
2014, 156). In other words, spontaneous processes require no effort on the part of the

subject, and can occur even when the subject is burdened with other pursuits.

This formulation of spontaneous processes sets up a striking contrast to deliberative
actions, which require both time and effort on part of the subject to engage in. Deliberative
processes often take the form of weighing the costs and benefits of a certain action before
picking a plan of action and thus, track the behavior recorded by direct measures, such as
self-reporting (Fazio, 2014, 163). One of the ways in which this type of process differs

from spontaneous processes is that it prompts the subject to engage in hypothetical
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reasoning by considering their attitudes towards potential alternatives. Engaging in this
type of higher level processing is taxing for the subject, requiring both sufficient
opportunity and motivation. The opportunity provided is context dependent, and can
include factors such as time allotted before making a decision, sufficient background or
contextual data, and being able to devote sufficient attention to the task. Likewise,
motivation is heavily context dependent as subjects can have a wide range of reasons to
privilege deliberative processes (Fazio, 2014, 158). Making an extremely important
financial decision, for example, will provide greater motivation than deciding what to order
at a restaurant, and is thus more likely to engage one’s reasoning faculties instead of their
“gut feeling.” The MODE model is one of the more widely supported dual-process
approaches because it provides a solid account of which process occur depending on the

conditions of motivation and opportunity.

While the MODE model presents this picture of automatic processes, there is only
a cursory explanation about what and how concepts and processes are being “automatically
activated.” Essentially, Fazio argues that exposure to a stimulus automatically activates an
attitude, often implicitly. In its most basic form, implicit evaluation occurs when “a
stimulus in the environment activates the corresponding node in semantic memory, which
in its turn automatically activates the node representing positive or negative valence, which
in its turn influences a certain evaluative response” (De Houwer, 2014, 343). One way to
spell out further details of this process is by borrowing from another well-developed dual
process theory — the APE model — posited by Gawronski and Bodenhausen. According to
the APE model, exposure to stimulus A immediately activates the closest mental concept

to the stimulus through associative processes (Johnson, 2016, 15). Further, the activation
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of concept A can trigger related concepts that are often associated — or often experienced
concurrently — with the first concept. For example, the stimulus of seeing an old person
would activate the concept “elderly” in the mind of the perceiver. Nearby concepts, such
as “frail” or “wise”, might also be activated. The degree to which they are likely to be
activated is proportional to the strength of the associative connection between them, such

as how many times the concepts have been co-activated (Johnson, 2016, 16).

One’s mental attitude can best be conceptualized as one’s reaction to the sum of the
concepts that are activated by the stimulus. Thus, as in the case of the above example, the
activated concepts need not elicit the same reaction. “Wise” is likely to elicit a positive
reaction, whereas “frail” is likely carries a negative connotation. Depending on the strength
of each of these responses, one’s overall attitude might be positive, negative, or even
neutral if they essentially cancel each other out. Once activated, the attitude influences how
the stimulus is construed in the current situation, “either directly, as when the activated
evaluation forms the immediate appraisal, or indirectly, as when it biases perceptions of
the qualities of the object” (Fazio, 2014, 156). In other words, the attitude either triggers
an immediate gut reaction (e.g. “yuck!”) or acts a lens which the object is perceived through

and affects its subsequent evaluations and interactions.

The pattern of divergence present in many of the experiments previously mentioned
is well accounted for on the MODE model, and further experiments have supported
findings about the role of motivation and opportunity in attitudes affecting behavior. The
model leaves open the possibility that spontaneous processes can be the immediate result

of exposure to a stimulus, but can then transition into deliberative processes under the right
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conditions. These kinds of ‘mixed processes’ that involve both types of attitude-to-
behavior mechanisms gives the model greater flexibility than more rigid accounts of the
associational model. The impact of implicit attitudes, according to the model, will be
reduced when individuals have both the “motivation and the opportunity to deliberate about
the available information and, in so doing, overcome the influence of pre-existing attitude”

(Fazio, 2014, 162).

Applying the framework to the job application experiment, the MODE model is
most clearly explained by looking at how it accounts for a resume reviewer who harbors a
negative implicit attitude, or an implicit bias, against African-Americans. Bracketing
questions of opportunity and motivation, the name or stimulus at the top of the resume
triggers a spontaneous process resulting in the activation of the concept “black”, which is
closely associated with the names chosen by researchers. For some individuals, the concept
“black” may be enough to trigger an immediate negative response. For others, the
activation of “black™ will spread to and activate other nearby concepts that might be
associatively linked, such as “thug”, “lazy”, “disrespectful”, and so on. The negative
reaction produced from the net sum of all of these concepts being activated constitutes
one’s mental attitude, which then colors the way in which they perceive the remainder of
the resume. Being in a negative mental state, as opposed to a neutral or positive mental
state, can easily result in perceiving and interpreting information differently, such as

devaluing the qualifications of the applicant. This is one kind of description underlying the

implicit bias posited by Bertrand and Mullainathan in their real world experiment.
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Implications of the Associative Model

One of the reasons that associative models have enjoyed widespread support among
social psychologists is that they allow one type of process to account for a suite of disparate
phenomena. In particular, associational models of implicit bias attribute association as the
driving force behind the formation and structure of mental states, as well as describing the
ways certain mental states relate to others (Mandelbaum, 2016, 633). Combining these
aspects provides some insight into how associations may be modified, and thus, test the

hypothesis that associative structures are really what underlies implicit bias.

According to Mandelbaum, we can “infer whether a given cognitive structure is
associative by seeing how certain types of information modify (or fail to modify) behaviors
under the control of cognitive structures” (Mandelbaum, 2016, 634). Associative learning
involves the conditioning of stimuli and responses, or even stimuli and other stimuli,
through repeated patterns of reinforcement. Sometimes also called ‘classical conditioning’,
the textbook example is Pavlov’s dogs that salivated (response) at the ringing of a bell
(stimulus) after repeated exposure to food (stimulus) only being offered after the bell had
been rung. The only way to extinguish this kind of association-based behavior is to counter
condition the two stimuli so that they are not presented together. In other words, to stop the
dogs from salivating at the ringing of the bell, one must be careful to only ring the bell in
the absence of food, and likewise only offer food when the bell has not been rung. The
same logic can be applied to humans; sooner or later the association can be weakened or

even extinguished (Mandelbaum, 2016, 634).
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Extinction and counter conditioning processes not only explain successful ways to
extinguish associations, they also indicate what approaches will be unsuccessful. If I crave
a beer every time I finish my calculus homework because of a pattern of following such
behavior, it would be silly to try to throw some kind of rational argument at me as a way
to break the connection in my mind. Only after enough times of finishing my calculus
homework and abstaining from drinking beer, or counter conditioning by drinking another
beverage, will 1 eventually begin to decrease my craving. If rational argumentation,
exposure to new evidence, or any other logical intervention is successful in modifying an
implicit attitude, then that implicit attitude does not have associative structure
(Mandelbaum, 2016, 635). Applying this framework to associatively structured implicit
attitudes, Mandelbaum posits this characterization of the principle behind Associational
models of implicit bias: Implicit biases (a) can be changed by changing certain
environmental contingencies, and (b) can only be changed by changing certain
environmental contingencies (Mandelbaum, 2016, 635). He then goes on to object to (b),
presenting evidence that implicit attitudes are susceptible to logical intervention. To use
terminology more widely reflected in the philosophical literature, being susceptible to
logical intervention is equivalent to saying the implicit attitude is reason responsive. He
goes on to argue in favor of the Structured Belief hypothesis, where implicit attitudes are
propositionally structured which is necessary to account for the various ways in which they

are adjusted in response to evidence and other logical interventions.
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Entertaining a Propositional Model

While less common, there are advocates of the propositional model within the field
of social psychology, including Jan De Houwer who published her own model in 2014. I
will define a propositionally structured belief as “some attitude, stance, take, or opinion
about a proposition or about the potential state of affairs in which that proposition is true.”
According to De Houwer, the critical difference between associational and propositionally
structured attitudes is that propositional statements encode relational information (De
Houwer, 2014, 344). Relational information allows for two concepts to be joined in more
complex ways than a simple association. For example, consider the concepts “I” and
“good”. A propositional structure allows for a distinction to be drawn between the

statements “I am good” and “I want to be good” — a critical difference.

To convincingly argue that implicit attitudes take on a propositional structure, at
least in some cases, advocates of a propositional model must show that there are
interventions besides extinction or counter conditioning that reliably modify implicit
biases. A strict interpretation of the associational model would not allow for propositions
at all, avoiding the question whether propositionally structured cognitive representations
can be associated with each other (Mandelbaum, 2016, 638). The more charitable
interpretation will relax this requirement, meaning it will allow for associations to hold
between any kind of mental structure. Still, Mandelbaum details several studies that
provide convincing evidence that implicit beliefs are reason responsive in three ways:
implicit attitudes 1) engage with some form of balance theory processing; 2) respond to

argument strength; and 3) can be the result of purely formal and symbolic learning. I will
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now briefly outline each of the experiments that he takes to support each of these problems

pose a problem for the associational model.

The first line of attack employs the well-recognized social and folk psychological
principle that people interpret the enemy of their enemy to be their friend, which is captured
by Heider’s Balance Theory (Mandelbaum, 2016, 638). If I dislike Tom, and I know that
Tom dislikes Jerry, then I am prone to like Jerry — at the very least I should like Jerry more
than Tom. The reason I am likely to have this attitude is because I make a simple inference
from the evidence that Tom dislikes Jerry. My opinion of Tom is negative; therefore, [ have
no reason to agree with his assessments of others. In fact, I have reason to think Tom is
wrong and that Jerry deserves a positive, or at least neutral, assessment. Unlike a
propositional model that readily accepts this inference, the associational model predicts the
opposite outcome. When I pair a negative valence (my opinion of Tom) with another
negative valence (Tom’s opinion of Jerry), the resulting attitude should also be negative

because I have no positive valence to which I can attribute positive reactions towards.

Gawronski et al. (2005) examined the effects of cognitive balance on implicit
attitudes in 2005 by first showing participants a photo of an unfamiliar individual (CS1),
which was then paired with statements that were either consistently positive or negative
(Mandelbaum, 2016, 638). After conditioning participants to respond to the CS1 with the
designated evaluation, researchers then introduced another unfamiliar individual (CS2) and
participants were told whether the CS1 like or disliked CS2. Participants finally undertook
an affective priming task to assess their implicit attitudes towards the unfamiliar

individuals. At first glance, the associational model accounts for the data from the
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experiment because those who were positively primed towards CS1, and were told CSI

had positive feelings towards CS2, had positive implicit evaluations towards CS2.

Nevertheless, the findings for subjects that encounter negative valences track
exactly what Heider’s Balance Theory would expect, which is the exact opposite of what
the associational model would predict. Subjects who encountered a negatively valenced
CS1 and were told that CS1 disliked CS2 actually had positive implicit evaluations of CS2
(Mandelbaum, 2016, 639). For example, if [ was taught that Tom was bad and learned that
Tom disliked Jerry, the experiment suggested I would automatically have a favorable
implicit reaction to Jerry without ever meeting him, based solely on my knowledge of Tom
and his opinion of others. The logic of ‘the enemy of my enemy is my friend’ holds true in
this instance and its rational basis is obvious. It is then a challenge for advocates of the
associational model to explain this result without reference to such logic, which is off-

limits as associations have no such basis (Mandelbaum, 2016, 639).

The second way in which Mandelbaum finds support for rational processes at work
in implicit evaluations is with regard to the strength of arguments and how they affected
implicit attitudes. Brinol et al (2009) tested this by subjecting one group of participants to
only strong arguments about hiring black professors (such as it would decrease class sizes
and improve the overall quality of the faculty without raising costs), while another group
were exposed to only weak arguments (such as it being trendy or would give current
professors more free time). The arguments presented to each group were of equal length
and mentioned “African American professors” equal amounts of times. Participants then

took a race implicit association test. The data found that subjects “in the strong argument
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group had more positive implicit attitudes towards African Americans than those in the

weak group” (Mandelbaum, 2016, 640).

The content presented to each group was meticulously controlled to identical in all
respects except for the strength of the argument. As a result, the only mechanism available
to explain the discrepancy in evaluative responses is the engagement with subjects’ higher-
level reasoning faculties. In fact, the associational model would hypothesize that merely
associating African American with professor (which is assumed to have a positive valence),
should decrease the bias present in subjects (Mandelbaum, 2016, 641). Furthermore, even
weak arguments contained positive content, providing another reason to expect the
procedure to reduce bias. Nevertheless, only the strong arguments had any noticeable effect
on reducing racial bias. These findings support the structured belief hypothesis because
argument strength is exactly the kind of evidence that propositionally structured processes
are equipped to deal with. Reasoning and inference play a key role in evaluating whether

evidence is convincing or not.

Gregg et al. (2006) ran a series of experiments that directly tested the effects of
conditioning versus reasoning on implicit attitudes (Mandelbaum, 2016, 643). Specifically,
researchers were interested in probing a dual-process model of implicit bias that postulated
the “existence of two complementary representational systems: a rule-based one, in which
sudden transformations of serial representations (or symbols) occur, and an associative one,
in which gradual transformations of connectionist representations (or weights) occur”
(Mandelbaum, 2016, 643). In other words, researchers were interested in the effects of

learning via assimilating the same piece of information multiple times, which they termed
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“concrete learning”, compared to hypothetically assuming that an object possesses
particular characteristics, which they termed “abstract learning” (Mandelbaum, 2016, 643).
To engage in abstract supposition, they posited, required entertaining “cognitions that were
purely formal and symbolic,” making them especially well-suited to explain attitudes that
are “rule-based, rational, and constructed” (Mandelbaum, 2016, 643). Concrete learning,
on the other hand, was well-suited to activate associational representations as it involved

experiential and repeated exposure.

To test their theory, researchers created two fictional tribes: the Niffites and the
Luupites. Participants were then split into a group of ‘concrete learners’ and a group of
‘abstract learners’. The first group was then conditioned through a traditional approach —
consisting of 240 rounds — by pairing strongly valenced words with each group (e.g.
Niffites were paired with ‘barbaric’, while the Luupites were paired with ‘benevolent’)
(Mandelbaum, 2016, 643). Abstract learners were instead asked to suppose that there were
two such tribes, one that was peaceful and the other savage. Importantly, this group was
subjected to no conditioning at all. All participants then took a IAT that tracked good and
bad associations with the two tribes. The results found that no differences were found
between the two differently conditioned groups (Mandelbaum, 2016, 644). For supporters
of associational models, this poses several problems. First, the fact that an association could
be generated without any conditioning and only considering a hypothetical challenges the
assumptions of how such implicit attitudes are developed. Beyond this, the strength of the
implicit attitude should at least be stronger for the participants who endured 240 rounds of

classical conditioning, compared to the group who merely considered one sentence.
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Finally, researchers replicated the experiment, this time with a twist. Participants
underwent the same procedure, and then those in the abstract learning group were asked to
suppose two more hypothetical groups and were told that one was equivalent to each of the
previously mentioned groups (Mandelbaum, 2016, 644). The mere mention of equivalence
between groups was enough to make the results of a corresponding IAT indistinguishable
across category for the abstract learners. They had the same attitude strength towards the
second set of hypothetical groups as the first. These results indicate that implicit attitudes
can have “cognitive effects that are not predicated on chains of conditioning, but are
modulated based on acknowledgement of logical equivalence” (Mandelbaum, 2016, 644).
The problems for defenders of associational models became even worse when researchers
then tried to counter condition the hypothetical learners through classical conditioning and
the attempt failed to extinguish the original attitudes. Logical intervention, on the other
hand, was successful when the researchers informed subjects that a mistake had been made

earlier and the two groups had been inadvertently switched (Mandelbaum, 2016, 645).

In the words of the researchers themselves, “our first two experiments therefore
empirically contradict what dual-process models can plausibly be taken as imply, namely,
that automatic attitudes are relatively immune to sophisticated symbolic cognition”
(Mandelbaum, 2016, 645). If the associational hypothesis were correct, intensive
evaluative conditioning should “create stronger attitudes than merely giving subjects a
single piece of counter attitudinal information” (Mandelbaum, 2016, 645). Nevertheless,
the data shows that this is not the case, and further, logical intervention was more successful
than counter conditioning. The defender of the associational model would be hard pressed

to explain these phenomena on purely associational grounds; the mental processes required
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are far from the kinds of automatic, non-rational processes are thought to produce the

results of direct measures.

In addition to the studies referenced by Mandelbaum, Jan De Houwer provides
evidence that propositional attitudes can be formed automatically through the process of
task misapplication (De Houwer, 2014, 345). Further, she goes on to argue that
propositional attitudes can also be stored in episodic-like memory and activated
spontaneously when the correct stimulus is presented. There is no reason to think that
propositional processes cannot be triggered automatically and occur outside of our
conscious awareness. Such a narrow view of propositional mental states would fail to give
credit for the kind of everyday tasks that involve reasoning but nonetheless feel like second
nature with enough practice such as checking your mirrors while driving or dribbling in
basketball. Mandelbaum goes on to argue that, beyond the evidence from experiments, the
fact that purely associational models have been abandoned in other fields of psychology —
such as psycholinguistics — is evi