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Abstract
Could a sufficiently detailed computer simulation of consciousness replicate con-
sciousness? In other words, is performing the right computations sufficient for
artificial consciousness? Or will there remain a difference between simulating and
being a conscious system, because the right computations must be implemented in
the right way?

From the perspective of Karl Friston’s free energy principle, self-organising sys-
tems (such as living organisms) share a set of properties that could be realised in
artificial systems, but are not instantiated by computers with a classical (von Neu-
mann) architecture. I argue that at least one of these properties, viz. a certain kind of
causal flow, can be used to draw a distinction between systems that merely simulate,
and those that actually replicate consciousness. Since this property is instantiated
by all systems that conform to the free energy principle (not just conscious beings),
the account on offer here can be extended to draw a distinction between simulating
and being a certain type of system, more generally. In particular, this may inform
meta-ethical accounts of artificial moral status and artificial moral agency.

1 Introduction
We live in times in which some smart people believe that at least a few existing arti-
ficial intelligences (AIs) are conscious. How can we assess such views? Do we need
a theory of phenomenal consciousness1? A recent report (Butlin et al., 2023) draws
on theories of consciousness to assess the likelihood of consciousness in existing and
future AIs. A limitation of this report is that it explicitly assumes computational func-
tionalism, according to which performing the right computations is sufficient (and
necessary) for consciousness. As the authors of the report point out, this position
is controversial (Butlin et al., 2023, p. 4). Alternatives include non-computational
functionalism (Piccinini, 2020; Prinz, 2012), as well as non-functionalist positions. In
the current debate about the possibility of conscious AIs, such alternative views have

1In what follows, I will mainly use the term “consciousness” to refer to phenomenal consciousness
(i.e., subjective experience / having states for which it is something like to be in, Farrell, 1950; Nagel,
1974).
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motivated the suggestion that there may be principled reasons why many types of ar-
tificial systems cannot be conscious (Aru et al., 2023; Kleiner & Ludwig, 2023; LeDoux
et al., 2023).

Here, I shall only assume a weak form of computationalism, according to which
there are, in living organisms, computational correlates of consciousness (Cleeremans,
2005; Reggia et al., 2016; Wiese & Friston, 2021) that (partly) explain consciousness.
This form of computationalism is weak, because it does not assume that performing
the right computations is nomologically sufficient for being conscious. Neither does
it presuppose that conscious experience is identical to computation, or that computa-
tion is the metaphysical ground of consciousness. It only assumes that computation
is nomologically sufficient for consciousness in living organisms. Artificial systems
that perform the same computations might not be conscious. That is, to replicate con-
sciousness in AI, you might need to implement the right computations + X.

I argue that the free energy principle (FEP) (Friston, 2019; Parr et al., 2022) suggests
an account of what this additional “X” might be. If correct, the FEP provides the means
to determine (at least in principle) whether a system is genuinely conscious or not.

The FEP is not a theory, let alone a theory of phenomenal consciousness. However,
one can formulatemechanical theories that conform to the FEP. A key feature of such a
Bayesian mechanics (Ramstead et al., 2023) is that they provide conjugate descriptions
of a system’s physical dynamics and the dynamics of belief2, i.e., an internal and an
external perspective on the same dynamics (Friston et al., 2020).

Ideally, it may be possible tomake amechanical theory so specific that it becomes a
theory of consciousness, if it captures the computational correlates of consciousness
(Cleeremans, 2005; Reggia et al., 2016), in terms of beliefs encoded by the system’s
internal states (Wiese & Friston, 2021). This presupposes that there is a meaningful
computational difference between conscious and non-conscious processing (at least
in living organisms).

Crucially, this does not mean all systems performing the computations specified
by that theory are conscious: a mere simulation of a conscious systemmay implement
the right computations without being conscious. The FEP does not entail an account
of the difference between simulating and replicating consciousness, but it can be used
to highlight a set of properties that self-organising systems (such as living organisms)
share, and that are not instantiated by large classes of artificial systems (e.g., comput-
ers with a von Neumann architecture). I argue that at least one of these properties,
viz. a certain kind of causal flow, can be used to draw a distinction between systems
that merely simulate, and those that actually replicate consciousness.

The rest of this paper is structured as follows. In section 2, I briefly explain how the
FEP enables two conjugate descriptions of self-organising random dynamical systems:
one in terms of the probabilistic evolution of a system’s states or paths; the other in

2Here, a belief is just a probability distribution over the system’s (external) states.
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terms of the evolution of a probability density over states or paths. The latter type of
description is provided by mechanical theories. In section 3, I discuss what a mechan-
ical theory of consciousness would be. The aim in that section is not to formulate
a mechanical theory of consciousness, but to specify, in general terms, under what
additional assumptions such a theory is possible. In section 4, I consider a criterion
(the “FEP Consciousness Criterion”, FEP2C) that is satisfied by conscious living organ-
isms. FEP2C specifies necessary conditions for consciousness in living organisms. In
section 5, I discuss which (if any) of these conditions may also be necessary for con-
sciousness in artificial systems. I argue that at least one of the conditions should be
taken serious as a candidate for such a necessary condition. Since some conditions
entailed by FEP2C are not only fulfilled by conscious organisms, but by all systems
that conform to the FEP, I suggest that these considerations can be extended to draw
a distinction between simulating and being a certain type of system, more generally
(section 6). In particular, this may inform meta-ethical accounts of artificial moral
status and artificial moral agency.

2 The free energy principle andmechanical theories
Descriptions of the free energy principle (FEP) usually start with the notion of a ran-
dom dynamical system—more specifically, with a stochastic differential equation of a
certain form (Friston, 2019; Ramstead et al., 2023). Such an equation provides a proba-
bilistic characterisation of the system’s dynamics (i.e., of the evolution of the system’s
states over time). The charaterisation is probabilistic in that some paths through the
system’s state space are more likely than others.

The class of systems that the FEP applies to are particular random dynamical sys-
tems, wich can be partitioned into internal (𝜇) and external states (𝜂), separated by a
set of blanket states (𝑏), comprising ‘sensory’ (𝑠) and ‘active’ states (𝑎). For such par-
ticular systems, the FEP enables a conjugate description of the dynamics of internal
states. More specifically, the FEP asks: can we map internal states 𝜇 to a probability
density 𝑞𝜇 over external states (given blanket states), in such a way that the dynam-
ics of internal states can now be formulated in terms of the density 𝑞𝜇? The answer
provided by the FEP is ‘yes’ (see figure 1): the dynamics of 𝑞𝜇 (and thereby of 𝜇) can
be described as minimising variational free energy 𝐹(𝑠, 𝑎, 𝜇).

Perhaps the most interesting implication of this is that internal states can now
be described as performing (approximative) Bayesian inference. In other words, such
mechanical theories describe systems as if they implement approximatively Bayesian
computations. Hence, these theories can be regarded as Bayesian mechanics.

This re-description of the system’s internal dynamics in terms of Bayesianmechan-
ics might seem like a trick, because the mapping from internal states 𝜇 to a density
𝑞𝜇 seems to be chosen arbitrarily in such a way as to enable a formulation in terms of
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Figure 1: The blue line depicts a trajectory of internal states 𝜇(𝑡). The flow of internal
states is given by 𝑓𝜇(𝑠, 𝑎, 𝜇). By mapping internal states to a density 𝑞𝜇 over external
states, the flow can be rewritten in terms of a gradient flow on variational free-energy
∇𝜇𝐹(𝑠, 𝑎, 𝜇).
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a variational free energy gradient ∇𝜇𝐹(𝑠, 𝑎, 𝜇). Is this just a fictional description, or
do internal states really minimise variational free energy? The worry underlying this
question may be that Bayesian mechanics seems to entail a form of pancomputation-
alism, or pan-Bayesianism (everything is Bayesian inference).

As a reply, we can note that the FEP does not apply to everything. There are dif-
ferent conditions under which system dynamics can be recast as Bayesian mechanics
(and research on this is evolving, see Ramstead et al., 2023, for a recent account). Not
all systems satisfy these descriptions (this is especially true for formulations that re-
quire the existence of a non-equilibrium steady-state density, see Aguilera et al., 2022).
Furthermore, it does not imply that any systems perform all types of computation.

Since the FEP does not posit new entities or processes, but only provides a differ-
ent view on processes that are already assumed to unfold, it should be regarded as
a metaphysically neutral re-description, not as a substantial hypothesis about a sys-
tem’s internal states. As Jakob Hohwy (2021) puts it, the FEP analyses the concept of
existence of particular self-organising systems.

At the same time, the FEP also provides a normative description:

Many theories in the biological sciences are answers to the question:
“what must things do, in order to exist?”. The FEP turns this question on
its head and asks: “if things exist, what must they do?” More formally, if
we can define what it means to be something, can we identify the physics
or dynamics that a thing must possess? (Friston, Da Costa, Sajid, et al.,
2023, p. 2)

However, this does notmean that the FEP derives normative frommere descriptive
claims. Instead, this only reflects the fact that the notion of existence of particular self-
organising systems is itself a normative notion (Hohwy, 2021, p. 41).

Furthermore, the FEP does not entail what form the density 𝑞𝜇 encoded by internal
states must have. It only entails that it must approximate the probability of external
states, given blanket states.

To sum up, the FEP shows that for certain classes of self-organising systems, there
exist mechanical theories, which describe the system’s behaviour and internal pro-
cesses in terms of minimising variational free energy. Minimising variational free
energy entails approximative Bayesian inference. Hence, such mechanical theories
can be called Bayesian mechanics.

3 What would amechanical theory of consciousness
be?

If a mechanical theory can describe the dynamics of self-organising systems, it can
also describe the dynamics of (some) conscious systems. It is an open question what
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further conditions conscious systems fulfill, in addition to minimising variational free
energy (for some suggestions, see, e.g, Clark et al., 2019; Friston, 2018; Friston et al.,
2020; Safron, 2020). Variational free energy is minimised with respect to a probability
distribution, a generative model, so it is plausible to assume that the generative model
must have certain features, such as being sufficiently deep, enabling counterfactual
processing (Corcoran et al., 2020).

Regardless of which specific computational features are characteristic for con-
sciousness, it must be possible to capture them in terms of minimising variational
free energy, if the FEP applies to such systems. In principle, it may be that conscious-
ness requires implementation in a particular (e.g., biological) substrate (Searle, 2017),
or that it requires being alive (Froese, 2017). Furthermore it might be that a system
can only be conscious if it conforms to organisational principles of life (Cosmelli &
Thompson, 2010), and it may be that these principles are not entirely captured by
current formulations of the FEP (Di Paolo et al., 2022; but see Friston, Da Costa, Sak-
thivadivel, et al., 2023).

For the sake of this paper, I will put these worries aside and assume the following:
(1) Conscious systems can be described as random dynamical systems that conform
to the FEP. (2) At least some crucial differences between conscious and non-conscious
systems can be captured in terms of features of the stochastic dynamics of conscious
systems, and hence in terms of minimising variational free energy, such that we can
say: living organisms that instantiate these dynamics are conscious.

These assumption might seem relatively strong. However, the FEP is meant to
apply to all self-organising systems, i.e., to dynamic systems that can be distinguished
from their environments. Although some existing formulations of the FEP make
rather strong presuppositions about self-organising systems (as argued by Aguilera
et al., 2022), more recent developments of the FEP strive for greater generality (e.g.,
Friston, Da Costa, Sajid, et al., 2023; Friston, Da Costa, Sakthivadivel, et al., 2023).
Given these developments, it would be premature to conclude that (some) conscious
systems do not conform to the FEP.This means assumption (1) is relatively innocuous.

Assumption (2) might seem stronger. However, note that it doesn’t presuppose
that consciousness is a form of computation. Assuming that some crucial differences
between conscious and non-conscious systems can be captured by Bayesian mechan-
ics is even weaker than the assumption that there are computational correlates of
consciousness, in the sense of computational properties that are sufficient for con-
sciousness (Cleeremans, 2005; Reggia et al., 2016). It only assumes that performing
certain computations is necessary for consciousness (Wiese & Friston, 2021) and suffi-
cient for consciousness in living organisms. It does not presuppose that implementing
the right computations is sufficient for consciousness in all kinds of systems (as sug-
gested by the ‘thesis of computational sufficiency,’ Chalmers, 2011).

Hence, rather than assuming that computation is all one needs to account for con-
sciousness, the account proposed here is compatible with the possibility that the right
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computations must be implemented in the right way. This would mean that there is a
difference between a mere simulation of a conscious system (which performs the right
computations, but not in the right way) and an actually conscious system (which per-
forms the right computations in the right way). What could this difference consist
in?

4 The “FEP Consciousness Criterion” (FEP2C)
Here, I use the following strategy to draw a distinction between simulating and being
a conscious system. First, I highlight some characteristic features of conscious living
organisms that conform to the FEP. Systems satisfying these features fulfill what I shall
call the “FEPConsciousness Criterion” (FEP2C). Since FEP2C is based on consideration
about conscious living organisms, we should not expect that artificial systems must
satisfy FEP2C, in order to be conscious—just as we should not presuppose that having
a neocortex or a biological nervous system is necessary for being conscious. A benefit
of FEP2C is that it abstracts away from the underlying (biological) implementational
details. Hence, FEP2C can be satisfied by non-biological artificial systems; but it is
not satisfied by most current computers. This can be seen clearly by deconstructing
FEP2C into a set of conditions entailed by this criterion. Furthermore, we can then
determine to what extent it is plausible to regard these conditions as necessary for
consciousness in artificial systems.

What does FEP2C consist in? Under the assumption that formulating amechanical
theory of consciousness is possible (section 3) we can express the internal dynamics
of conscious systems in two conjugate ways (section 2). In other words, if we start
with a description in terms of the probability of internal states (or paths), we can
equivalently express the dynamics in terms of a probability distribution encoded by
internal states (or paths). In doing so, wemove from a description of a physical system
to a description of a computational system thatminimises variational free energy, with
respect to an internally encoded probability density (generative model). For the sake
of simplicity, call the former the physical dynamics, and the latter the computational
dynamics.

If the FEP is correct, then a given physical dynamics uniquely specifies the corre-
sponding computational dynamics. Crucially, the reverse does not hold. By mapping
internal states (or paths) to a probability density, information about some physical
details is lost. This assumption is justified by theorems such as the slaving principle
(Haken, 1977/2012) or the center manifold theorem (Carr, 1971/2012; Davis, 2006).

According to these theorems, trajectories of self-organising systems that are not in
equilibrium with their environment unfold in a relatively low-dimensional manifold,
compared to their high-dimensional state space. In the brain, this means that the
activity of neural population can be described in terms of their ensemble properties
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(e.g., statistical averages, Friston et al., 2020). Random fluctuations at the level of
individual neurons can be averaged out, because they do not influence the behaviour
of the ensemble (Palacios et al., 2020).

In particular, this means that a relatively coarse-grained description of the com-
putational dynamics does not uniquely specify the underlying physical dynamics. In
principle, one could implement the computational dynamics of a conscious organism
in a computer simulation. There would thus be a level at which both activity in a con-
scious organism and in a computer could be described as implementing variational
free energy minimisation. The underlying physical dynamics, however, would in gen-
eral differ dramatically.

This brings us to the “FEP Consciousness Criterion” (FEP2C). For all conscious
living organisms that conform to the FEP, the following holds:

(FEP2C) The organism‘s physical dynamics entail computational dynamics that
include computational correlates of consciousness.

Recall that by computational correlates of consciousness I mean computational
processes that correlate with consciousness in living organisms and can be formu-
lated in terms of minimising variational free energy. These processes are sufficient
for consciousness in living organisms (but not necessarily in artificial systems). Com-
putational correlates are thus a particular form of computational dynamics. Let us call
them “conscious computational dynamics”.

FEP2C is not fulfilled by current computers. We can see this by deconstructing
FEP2C into a set of conditions entailed by FEP2C. If a system, e.g., the computer in
your office, fails to fulfill any of these conditions, it also fails to fulfill FEP2C. (In the
following section, I discuss whether failure to fulfill a condition entailed by FEP2C
gives us reason to infer the absence of consciousness.)

If a system S satisfies FEP2C, then:

• [Implementation condition]The computations performed by S are strongly con-
strained by its hardware (or by the particular underlying mechanisms that im-
plement these computations).

• [Energy condition] The “thermodynamic cost of computation” paid by S is rela-
tively low (compared to current computers).

• [Causal-flow condition] The causal flow of S’s conscious computational dynam-
ics matches the causal flow of S’s physical dynamics.

• [Existential condition] S sustains its existence (partly) by virtue of its conscious
computational dynamics.

I shall explain these conditions in the remainder of this section.
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4.1 The implementation condition
According to the implementation condition, the system’s hardware (the material basis
of the computations performed by the system) puts strong constraints on the compu-
tations it performs. This formulation is relatively vague. What does “strong” mean in
this context? It may not be possible to quantify the strength of the constraints, but
there is a clear qualitative difference between the way in which computations are im-
plemented by living organisms, and how they are implemented in current computers
with a classical architecture. In current computers, there is a separation of software
and hardware: the same software can be run on different tokens of the same type
of hardware. This is extremely useful, because apps can be copied and installed on
different computers, without having to modify the apps for each particular computer
(as long as they are of the same type or use the same operating system). Once a large
language model has been trained, its weights can be copied, and multiple instances
of the same model can be run. The involved computational processes are “immortal”,
because the same computational processes can be instantiated over and over again, in
different pieces of hardware of the same type.

GeoffreyHinton (2022) contrasts this form of computationwithwhat he calls “mor-
tal computation”. In mortal computation, the algorithms run by a given system are
strongly constrained by the system’s particular hardware. This is the case for biolog-
ical brains: even if you could record and copy the “connection weights” of my brain,
trying to implement the same connection weights in your brain would be hopeless:
aside from practical complications, the individual differences between our brains (es-
pecially differences in connectivity) would make it impossible to instantiate the same
computations, merely by “copying” connection weights.

Hinton (2022) suggests that allowing for differences between different tokens of
the same type of hardware may reduce the cost of hardware production and save en-
ergy. In turn, every instance of a model would have to learn the model parameters
that work for the particular piece of hardware on which it is running: “These parame-
ter values are only useful for that specific hardware instance, so the computation they
perform is mortal: it dies with the hardware.” (Hinton, 2022, p. 13).

Similarly, conscious organisms that satisfy FEP2C implement computational cor-
relates of consciousness (conscious computational dynamics) in a particular way. Re-
call that I am assuming that the computational correlates can be described in terms
of minimising variational free energy. Variational free energy is defined with respect
to a generative model, the details of which depend on the particular organism. There
may be some general abstract properties shared by all conscious organisms, but the
way in which the computational processes in a particular organism instantiate these
properties differs from the way in which computational processes in other organisms
instantiate them.
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4.2 The energy condition
According to the implementation condition, the computations performed by an organ-
ism are, as it were, deeply tied towhat it means to be that organism (i.e., the organism’s
computational dynamics are just a different way of describing the organism’s physical
dynamics, which capture the characteristic features of the organism). A downside of
this is that living organisms are less flexible in the computations they perform; apart
from the computations an organism “automatically” performs, simply by virtue of its
continued existence, it may be hard or impossible to have the organism perform ad-
ditional computations (think about how hard mental arithmetic can be even for us
humans, let alone for other animals).

On the upside, since the computations that are performed by virtue of the organ-
ism’s continued existence “come for free”, it requires relatively little energy.3 Hard-
ware that uses mortal computation may have a similar benefit, which is why Hinton
suggests that mortal computation may be the future of computing: “If you want your
trillion parameter neural net to only consume a few watts, mortal computation may
be the only option.” (Hinton, 2022, p. 13).

4.3 The causal-flow condition
Conscious living organism that conform to the FEP instantiate conscious computa-
tional dynamics not just in an efficient way. There is also, by assumption, a separation
between internal and external states, and a circular causal flow between internal and
external states, mediated by blanket states (i.e., perceptual and active states). Crucially,
the internal states (or paths) that figure in the description of the physical dynamics
are numerically identical with the internal states that figure in the description of the
conjugate computational dynamics.

In general, such a match between the realisers of physical and computational dy-
namics cannot be taken for granted. For the sake of illustration, assume that a com-
puter with a von Neumann architecture can be described as a self-organising system
that conforms to the FEP. Furthermore, assume that the computer simulates a system
that satisfies FEP2C. This means the computer instantiates computational correlates
of consciousness (which can be described in terms of minimising variational free en-
ergy). In particular, the computer must encode a probability density over some exter-
nal states, given blanket states. Denote the states that encode the probability density
with 𝜇𝑐. Here, the subscript “c” emphasises that these states are presupposed by the
description of the computational dynamics that is simulated by the computer.

3Formally, the thermodynamic cost of computation can be described in terms of the heat generated by
individual computational operations. A lower bound on this is given by Landauer’s principle (Landauer,
1961), which specifies the minimal amount of heat required to erase one bit of information. Current
computers operate vastly beyond Landauer’s bound.

10

Preprint (September 2023)



The computer’s physical states that represent 𝜇𝑐 are part of the computer’s mem-
ory. The computer simulates the computational dynamics by implementing a gradient
descent on variational free energy. Hence, we can assume that the computations per-
formed by the computer include those that are performed by the simulated conscious
organism. But the way in which these computations are implemented differ in the
following respect. Note that in computers with a von Neumann architecture, the cen-
tral processing unit (CPU) is separated from the memory unit, and the memory unit
stores both programme instructions and data. Since the states that encode 𝜇𝑐 are part
of the computer’s memory, and since the computations that update the values of 𝜇𝑐
are performed in the central processing unit (CPU), these states never directly causally
interact with states that represent the organism’s external, sensory, and active states.

To make it even more explicit, denote the simulated external states with 𝜂𝑐, and
sensory and active states with 𝑠𝑐 and 𝑎𝑐, respectively. Because of the separation be-
tween CPU and memory unit, any causal influence of one data element (stored in the
memory unit) on another data element must always be mediated by the CPU. Even if
there are further memory units within the CPU, causal relations between elements of
those memory units will always be mediated by other parts of the CPU, as well. That
is, since a computer simulation must store the values of 𝜇𝑐, 𝑏𝑐 (comprising 𝑠𝑐 and 𝑎𝑐),
and 𝜂𝑐 in the memory unit, any causal relations between these representations is indi-
rect, because it is mediated by the CPU. This differs from the basic causal flow in the
simulated conscious organism: in the simulated system, external and internal states
directly causally interact with blanket states.4

The difference in the basic causal flows is illustrated in figure 2.

4.4 The existential condition
Since the FEP analyses the concept of the existence of particular self-organising sys-
tems (Hohwy, 2021), it follows that being such a system entails minimising varia-
tional free energy. The computations such a system performs, which contribute to
minimising variational free energy, therefore contribute to the sustained existence of
the system. Put differently, the system exists (in part) by virtue of performing those
computations. Notably, this does not mean that minimising variational free energy is
sufficient for one’s continued existence. On the contrary, free energy minimisation
is only necessary for the sustained existence of particular self-organising systems (in-
cluding living organisms, Constant, 2021). But this means that, if a living organism
exists for a certain period of time, we can (partly) explain this fact in terms of the
computations it performed by virtue of existing (i.e., in terms of the computational
dynamics entailed by its physical dynamics).

4Similarly, there can be more direct causal interaction in computers that use memcomputing or
compute-in-memory. I thank Johannes Kleiner and Daniel Friedman for pointing me to this.
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Figure 2: (a) Basic causal flow (depicted by the red arrows) in a self-organising
system that conforms to the free energy principle: there is a direct causal re-
lation between blanket states and external states, as well as between internal
states and blanket states. The causal coupling between internal and external
states is mediated by blanket states. (b) Basic causal flow in a computer simu-
lation in a computer with a van Neumann architecture: the values of internal,
external, and blanket states are stored in memory units. Any causal interaction
between them is always mediated by the central processing units. Hence, there
is no direct causal interaction between blanket states and external or internal
states. (The illustration of the von Neumann architecture has been adapted from
https://en.wikipedia.org/wiki/Von_Neumann_architecture#/media/File:Von_Neumann_Architecture.svg,
which was published under a CC BY-SA 3.0 license. The same license applies to the
adapted illustration used here.)
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Contrast this with a simulation in a von Neumann computer, which may perform
the same computations, by representing the organism’s states in its memory and by
updating these representations in accordance with rules that specify how to minimise
variational free energy. The relevant parts of thememory unit (or the whole computer)
do not exist by virtue of their role in these computations.

Another way of expressing this is that living organisms give a damn (Haugeland,
2000), because they exists (in part) by virtue of performing certain computations.
Since minimising variational free energy is necessary for survival, failing to do so
(over a certain period of time) will lead to death. Hence, it matters what kinds of com-
putations living organisms perform, their continued existence depends on it (again,
this does not mean that performing the right computations is sufficient for survival,
it is only necessary).

5 Which conditions entailed by FEP2C, if any, are
necessary for artificial consciousness?

In the previous section, I described four conditions entailed by FEP2C. These condi-
tions are interesting, because they are not fulfilled by most current computers, even
if the computers were to instantiate computational correlates of consciousness. In
principle, one could therefore use these conditions to draw a distinction between sim-
ulating and replicating consciousness. However, the mere fact that conscious living
organisms have properties that computers lack does not mean that these properties
are essential for consciousness. That is, consciousness could be present in artificial
systems that do not fulfill any of the conditions entailed by FEP2C.

Here, I argue that the implementation condition and the energy condition should
not be regarded as necessary for consciousness in artificial systems. The causal flow
and the existential condition are more plausible candidates, but the existential condi-
tion may in the end be too strong. That is, one has to make strong presuppositions
about consciousness to justify this condition. The causal-flow condition, by contrast,
may be strong enough to be interesting, but weak enough to require only a modest
additional assumption about consciousness.

5.1 Implementation and energy
Human beings are not the only conscious animals. Apart from other mammals, there
are good reasons to also take the possibility of consciousness in invertebrates seri-
ously (Birch, 2022; Klein & Barron, 2016; Wickens, 2022). In fact, consciousness may
have independently evolved multiple times during evolutionary history (Ginsburg &
Jablonka, 2019). If this is true, there are different ways in which consciousness can
be instantiated in animals. Hence, whatever constraints the animal’s body puts on
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the capacity for consciousness must be of a very general kind. (This is not to say that
the body does not shape what it is like to be a particular conscious animal; i.e., be-
ing conscious in a particular way may heavily depend on the way consciousness is
implemented; but the capacity for creature consciousness, as opposed to the capacity
for being in a particular conscious state, is likely to be less dependent on particular
implementational details.)

Furthermore, one could argue that computers are also very much constrained by
their hardware. Although a computer can be regarded as a universal Turing machine
(only limited by its available energy and memory), the computer’s architecture deter-
mines which computations it can efficiently perform within a reasonable amount of
time.

On the one hand, one could therefore argue that being conscious requires at most
fulfilling a rather weak version of the implementation condition. On the other hand,
one could argue that even computers with a classical architecture fulfill a weak ver-
sion of this condition. The implementation condition therefore seems unfit to draw a
distinction between simulating and being conscious.

Similarly, it is hard to see why being energy-efficient should be necessary for being
conscious. The very fact that being energy-efficient brings an evolutionary advantage
helps to explain why this may be necessary for naturally evolved species. But this
does not mean that computers cannot bypass this requirement. From a practical point
of view, future computers (including potentially conscious ones), may need to satisfy
the energy condition. But this not a nomological necessity.

5.2 Existence
The existential condition is perhaps the strongest of the four conditions. It may also be
the most interesting, because it may capture the intuition (which some people have)
that there is a strong connection between life and consciousness (Thompson, 2022);
only systems that satisfy the existential condition have “skin in the game” (Aru et al.,
2023; Taleb, 2018). Hence, if consciousness requires fulfilling the existential condition,
then consciousness matters (Cleeremans & Tallon-Baudry, 2022; Froese, 2017). There
is also a sense in which systems that satisfy the existential condition give a damn
(Haugeland, 2000), because their continued existence is contingent on their conscious
computational dynamics.

Although fulfilling the existential condition does not entail being alive, it is still
a strong condition. For instance, it is not satisfied by virtual agents in a virtual en-
vironment. Even if these agents perform computations that help them sustain their
existence in the virtual environment, the continued existence of the computer (i.e.,
the underlying physical system simulating the agents and their environment) is not
contingent on the computations it performs. If the existential condition is necessary
for consciousness, we could therefore also rule out that we are conscious beings in a
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virtual world, simulated by a computer at the “next higher” level of reality (a possibil-
ity we have to take seriously, according to Bostrom, 2003; Chalmers, 2022). Making
the case that artificial conscious systems must fulfill the existential condition would
therefore require further justification (which I do not intend to provide here).

5.3 Causal flow
This leaves us with the causal-flow condition. Taken by itself, a difference in basic
causal flow may seem arbitrary. However, this difference has further consequences
that are not immediately obvious. A conscious system S that satisfies FEP2C, and
thereby fulfills the causal-flow condition, has a particular architecture, in which in-
ternal states interact with external states (mediated by blanket states); furthermore,
internal states encode a probability distribution over the very same external states
(given blanket states). A computer (with a classical architecture) that performs the
same computations as S must, at some level of analysis, also encode a probability dis-
tribution over S’s external states. But the physical vehicles of this encoding do not
causally interact with S’s external states. Even if the computer simulates S’s internal,
external, and blanket states, the states that represent internal states will not directly
interact with the states that represent blanket states (or external states). Furthermore,
if 𝜇𝑐 is the vehicle of a representation of S’s internal states, its own blanket and exter-
nal states will not be the states that figure in the probability distribution encoded by
S’s internal states.

Another way of describing this difference is that the internal states of a system
that satisfies FEP2C can, in principle, be “detached” from its blanket and external states
(just as a brain in a vat is detached from its biological body). Furthermore, assume that
it is nomologically possible to replace the biological neurons of a conscious brain with
synthetic neurons or silicon chips. It is then also nomologically possible to “detach”
the silicon-chip brain and connect it to a physical (biological or robotic) body. If, by
contrast, the computations performed by the silicon-chip brain are implemented in
a computer with a von Neumann architecture, and if that computer also performs
the computations required to simulate sensory signals, then it will not be possible to
“detach” the part of the computer that simulates the silicon-chip brain. In other words,
although it may be possible to “detach” the simulated brain on the software level (i.e.,
the same computations could be performed by another computer), it is not possible to
“detach” the simulated brain on the implementational (hardware) level. (See figure 3
for an illustration.)

A further way of formulating this idea is in terms of what Sydney Shoemaker
(1976) calls “paradigmatic embodiment”, where a paradigmatically embodied invidual
is an ordinary human being (or an ordinary specimen of a type of animal). Brains in
vats and silicon-chip brains are similar in that they both could (in principle) become
incorporated into the body of a paradigmatically embodied individual, without chang-
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ing their internal structure. In other words, they are, as Block (1978, p. 299) puts it,
“limiting case[s] of an amputee—amputation of everything but the brain.” In a com-
puter simulation of a conscious agent in an environment, the part of the computer
that simulates the conscious agent is not a limiting case of an amputee.

Let us unpack this a little. Imagine a digital agent in a virtual environment that
behaves like a conscious being. Furthermore, imagine that this virtual entity can up-
load itself to a physical robot and can then act in our physical environment just as
flexibly and smoothly as it could in the virtual environment (as in Ted Chiang’s story
„The lifecycle of software objects”, Chiang, 2010). Let us stipulate that a robot of the
right kind (perhaps a soft robot, as suggested by Bronfman et al., 2021; Man & Dama-
sio, 2019) would count as a paradigmatically embodied individual. Hence, it seems
that the virtual agent can become a paradigmatically embodied individual. If correct,
this shows that the virtual agent can be regarded in analogy to a brain in a vat and a
silicon-chip brain. That is, it should be regarded as a conscious being, even when it is
part of a computer simulation (at least, as argued by Chalmers, 2022, if virtual worlds
are as real as non-virtual worlds).

A difference between the virtual agent and the physically embodied agent is the
following. You have to change the internal structure of the virtual agent’s material
realiser, in order to incorporate it into a physical robot. There may not be a relevant
difference in terms of the functional roles performed by them, but you cannot simply
“detach” the physical realiser of the virtual agent and incorporate it into the robot. In
other words, the internal states of the robot are not the same as the internal states
that are part of the physical system (the computer) that performs the computations
required to simulate a virtual agent in an environment. The difference is not just a
lack of numerical identity (after all, the silicon-chip brain is not numerically identical
to the biological brain). It is a difference in the internal causal structure. See figure 3
for an illustration.

Why should this difference be relevant to distinguish between a simulation and
an instantiation of consciousness? Here is one possible reason. Consciousness is a
special property. Perhaps it is more like playing chess than, say, the property of being
wet. If two virtual agents play chess in a sophisticated computer simulation, then
there is actually a game of chess going on in that computer simulation. There can also
be an interface to our level of reality, such that we can play against virtual agents in
the computer simulation.

Contrast this with the property of being wet. A computer simulation of a rain-
storm will not make us wet (Searle, 1980, p. 423). One could respond: yes, it will not
make us wet, but if it occurs within a sufficiently detailed computer simulation, the
virtual individuals in the simulation will become wet. David Chalmers (2022, p. 367)
credits Douglas Hofstadter (1981) with this idea: “Hofstadter’s insight is that whether
or not we recognize a simulated hurricane as a hurricane depends on our perspective.
In particular, it depends on whether we’re experiencing the simulated hurricane from
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Figure 3: This figure illustrates a paradigmatically embodied individual (a brain
within a body; top left), as well as a brain in a vat (top right), which can be
regarded as a limiting case of a paradigmatically embodied individual. A part
of a computer simulation that simulates a conscious being (bottom), however,
is not a limiting case of such an individual, because it could not become in-
corporated in a paradigmatically embodied individual without changing its
internal structure. (The illustration of the human being has been adapted from
https://commons.wikimedia.org/wiki/File:Robert_Fludd,Tomus_secundus…,_1619-
1621_Wellcome_L0028467.jpg, which has been published under a CC BY 4.0 license.)
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inside or outside the simulation.”
The reply works less well if we replace “being wet” with “being conscious”. Con-

sider: Whether a simulated conscious agent is conscious or not depends on our perspective.
In particular, it depends on whether we interact with it from inside or outside the simula-
tion. That would make consciousness strangely observer-dependent. If a virtual agent
in a computer simulation can be conscious, its being conscious does not depend on the
perspective one takes on it (if consciousness is an intrinsic property, as most would
assume). Instead, I suggest we should ask: can it interact with our level of reality in
the same way as it can interact with its virtual environment? In other words, can we
perform an “amputation” of the virtual agent’s material realiser, and incorporate it
into a body in our level of reality? If the simulation is implemented in a computer
with a classical architecture, the answer will be “no”.

One could object that this criterion is too strong. Being able to perform an am-
putation on the software level should be sufficient. That is, we should ask: can we
upload the virtual agent to a robot in our level of reality? Of course, I do not have a
knock-down argument against this reply. I can only say that the conscious beings we
currently know are different, and that this difference might matter. We can substitute
our sensory signals with virtual signals and enter virtual worlds, without having to
alter our entire hardware (at least we can approximate such a substitution; a complete
Matrix-style substitution is of course currently still science-fiction). That is, paradig-
matically embodied conscious beings can enter different levels of (virtual) reality us-
ing numerically identical material realisers: Neo’s conscious experience is grounded
in activity of the same central nervous system, regardless of whether he is currently
in the Matrix or in the non-virtual level of reality. By contrast, a virtual conscious
agent that uploads its mind to a robot in a non-virtual environment leaves its original
hardware entirely behind. Admittedly, the extent to which this difference matters will
probably remain a matter of debate.5

Where does this leave us? I have argued that the implementation and the energy
condition are too strong to be regarded as necessary for consciousness in artificial
systems. Similarly, the existential condition may also be too strong (although it may
capture some intuitions about the connection between consciousness and being alive).
The causal-flow condition is comparably weaker. It may be satisfied by computers
with a non-classical architecture (i.e., by computers that do not separate betweenmem-
ory and central processing units). But it is not satisfied by computers with a von Neu-
mann architecture. Furthermore, considerations about the perspective-independence
of consciousness provide an independent reason to believe that conscious systems

5Without getting into the details here, my impression is that accepting the possibility of conscious-
ness in computer simulations in a classical hardware requires biting a large number of bullets, includ-
ing strange implementations. Conversely, requiring that the material realisers of consciousness can, in
principle, become incorporated into paradigmatically embodied individuals allows one to avoid many
extremely counter-intuitive consequences.
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must fulfill the causal-flow condition. I submit that it is at least a plausible candidate
for a necessary condition for consciousness in artificial systems.

6 The meta-ethical relevance of the distinction be-
tween simulating and being

Regardless of whether any of the discussed conditions that follow from FEP2C are
necessary for consciousness in artificial systems, being able to distinguish between
simulating and being a system of a certain type would be highly useful. Even if none
of these conditions is necessary for consciousness, they may still be necessary for, e.g,
moral agency. Furthermore, these (or other) necessary conditions for consciousness
may help explain why consciousness is morally relevant.

Put differently, there are at least two ways in which considerations about neces-
sary conditions of consciousness are relevant to meta-ethical considerations. First, a
capacity for having phenomenal states with an affective valence is often regarded as
sufficient for having at least some degree of moral status. Conditions that are neces-
sary for consciousness (in living organisms and artificial systems)might help elucidate
why phenomenal consciousness can give an entity a moral standing. If a system has a
moral status, then “states of affairs can be said to be good or bad for it” (Moosavi, 2023 ,
6). Thisminimal requirement onmoral statusmay be satisfied by conscious systems, if,
for instance, the existential condition is necessary for consciousness. Being conscious
then entails that one’s continued existence is in part contingent on the computations
one performs; but this also means that failing to perform the right computations (e.g.,
failing to minimise variational free energy) can be bad for oneself, because it may
jeopardize one’s continued existence.6

Second, in discussions about artificial moral agency, it is common to distinguish
between full moral agents (such as adult human beings, which are conscious and have
genuine intentionality) and (artificial) moral agents that have some degree of auton-
omy, but only simulate full moral agents (Moor, 2006; Wallach & Allen, 2008; Wallach
& Vallor, 2020). Whether artificial systems could ever be full moral agents, and what
specific contribution to moral agency is made by consciousness, is left open by this
distinction. Clarifying the difference between being and simulating a systemmay also
help to understand the difference between being and simulating a moral agent. For in-
stance, the existential condition (or a similar condition) may be necessary for having
moral reasons for acting, instead of merely acting in accordance with moral reasons

6Note that this is only an example and can at most be part of an explanation, because any living
organism, whether conscious or not, exists in part by virtue of minimising variational free energy, if the
FEP is correct. If being conscious can give a system a higher moral status than merely being alive, one
must therefore also explain the special moral significance of having a capacity for affectively valenced
conscious states.
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(a difference that is central to accounts of artificial moral agency, Misselhorn, 2018).

7 Conclusion
One possible approach to artificial consciousness asks: how likely is it that current
AI systems are conscious, and what must be added to existing systems to increase
the probability that they are conscious (Butlin et al., 2023; Chalmers, 2023; Graziano,
2017; Juliani et al., 2022)? Another asks: what types of AI systems are unlikely to be
conscious (Piccinini, 2021; Tononi & Koch, 2015), and how can we rule out that certain
types of systems are conscious?

The second approach has the advantage that it may mitigate the risk of inadver-
tently creating artificial consciousness; this would be desirable, because it is currently
not clear under what conditions creating artificial consciousness would be morally
permissable (Agarwal & Edelman, 2020; Metzinger, 2021).

If there are necessary conditions for consciousness in artificial systems that are
not fulfilled by large classes of artificial systems (e.g., conditions that are not fulfilled
by computers with a von Neumann architecture), then those types of artificial sys-
tems cannot be conscious. How can we find out whether there are any necessary
conditions of this kind? One strategy is to focus on different types of systems with
a known capacity for consciousness (including non-human animals). One can then
look for properties that different types of conscious animals have in common (An-
drews & Birch, 2023). A general property shared by all conscious animals is that they
are alive. Being alive may be too strong to qualify as a plausible candidate for a neces-
sary condition for consciousness (Chalmers, 2023). But perhaps some conditions that
are necessary for being alive are also necessary for consciousness?

From the perspective of the free energy principle (FEP), being alive entails min-
imising variational free energy. As I have shown, the FEP can be used to determine
further properties that conscious living organisms have in common; I have subsumed
these properties under the label of the “FEP Consciousness Criterion” (FEP2C). FEP2C
therefore specifies necessary conditions for consciousness in living organisms, and
one can ask which (if any) of these conditions are also necessary for consciousness
in artificial systems. I have argued that at least one of the conditions should be taken
serious as a candidate for such a necessary condition: the causal-flow condition. The
causal-flow condition is interesting, because it is not satisfied by computers with a von
Neumann architecture. It is also plausible (i.e., worthy of further scrutiny), because
it resonates with the idea that conscious systems must either be “paradigmatically
embodied” (Shoemaker, 1976), or must at least be limiting cases of paradigmatically
embodied individuals. If these considerations are on the right track, the FEP may
provide the resources to draw a substantial and plausible distinction between being
and simulating a systems of a certain type. This may clarify not only the distinction
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between simulating and replicating consciousness, but also between simulating and
being a moral agent.
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