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Abstract
Laurence BonJour has recently proposed a novel and interesting approach to the problem of induction. He grants that it is contingent, and so not a priori, that our patterns of inductive inference are reliable. Nevertheless, he claims, it is necessary and a priori that those patterns are highly likely to be reliable, and that is enough to ground an a priori justification induction. This paper examines an important defect in BonJour’s proposal. Once we make sense of the claim that inductive inference is “necessarily highly likely” to be reliable, we find that it is not knowable a priori after all. 
I. Introduction

At least since Hume, the following argument has seemed to stand in the way of finding an a priori solution to the problem of induction:

(1) To solve the problem of induction, it must be knowable that our patterns of inductive inference are reliable in the sense that their conclusions are likely to be true if their premises are.

(2) Nothing can be known a priori unless it is necessary (i.e., true in all possible worlds).
(3) It is not true in all possible worlds that our patterns of inductive inference are reliable.

(4) Therefore, it cannot be known a priori that our patterns of inductive inference are reliable.

(5) Therefore, the problem of induction cannot be solved a priori.

One might object to (3) on the grounds that inductive inference is defined as inference in which the conclusion is likely to be true if the premises are (see Strawson, 1952), but it would be at least very odd if the whole problem of induction came down to a misunderstanding of what ‘inductive inference’ means. Saul Kripke (1980) denies (2), but he does not apply the idea of contingent a priori knowledge to the problem of induction, and it is doubtful doing so would be appropriate anyway.
More recently, Laurence BonJour (1986; 1998) has denied (1). According to BonJour, we need not know that induction is reliable for our inductive inferences to be justified. Instead, he claims, we would be perfectly well justified in our inductive inferences if we could know that induction is highly likely to be reliable. Furthermore, according to BonJour, that is something we can know a priori, so there is an a priori solution to the problem of induction after all.

My aim in this paper is to explain why we cannot know a priori that induction is likely to be reliable. I describe a version of the problem of induction, and BonJour’s proposed solution, in Section II. According to BonJour’s proposal, two claims we can know a priori jointly imply that induction is highly likely to be reliable. I try to make sense of the claim that induction is “highly likely” to be reliable in Section III, and I argue in Section IV we could not know it a priori even if it were true. In Section V, I address the question why the central claims of BonJour’s proposal might seem a priori even though they are not, and in Section VI I address the objection that my criticisms constitute merely technical curiosities rather than serious challenges to the viability of BonJour’s approach to the problem of induction. 
II. BonJour on the Problem of Induction

The premises of an inductive inference do not guarantee the truth of its conclusion. Nevertheless, we assume various well-established patterns of inductive inference are reliable. That is, we assume they tend to lead us to true conclusions, even though it is possible for them to fail. Call the claim that our patterns of inductive inference are reliable the “inductive principle.” In its most general form, the problem of induction is the problem of justifying that principle.

The problem is sticky because the inductive principle looks unjustifiable on either a priori or a posteriori grounds. The argument outlined at the beginning of Section I seems to show that it is not justifiable a priori. On the other hand, an a posteriori justification would apparently beg the question by justifying induction inductively. BonJour agrees that there can be no a posteriori solution to the problem, but he also thinks that, contrary to appearances, there is an a priori solution after all.
BonJour concentrates on one form inductive inference, which I call “straight induction.” This is the form of induction in which one projects an observed proportion to indefinitely many unobserved cases. In particular, one moves from a “standard inductive premise” (BonJour, 1998, p. 188) of the form:

(6) On many occasions and in a wide variety of circumstances, the proportion of As that are Bs has been observed to be about m/n. (Where A and B are observable characteristics that are logically independent of one another.)
to a “standard inductive conclusion” (BonJour, 1998, p. 189) of the form:

(7) To within a reasonable degree of approximation, m/n of all As (observed or unobserved, past, present or future, even hypothetical as well as actual) are (or will or would be) Bs.
Claims of (6)’s form can be true even when the corresponding claims of (7)’s form are false. So, the problem of straight induction is the problem of justifying our belief that inferences from (6) to (7) are reliable. It is the problem of justifying our confidence that standard inductive conclusions tend to be true when standard inductive premises are. Of course, we cannot appeal to straight induction’s track record of success to justify our confidence; that would be a question-begging straight inductive justification of straight induction.
According to BonJour, we can know a priori that straight induction is likely to be reliable, and that justifies our acceptance of standard inductive conclusions on the basis of standard inductive premises. This approach differs from other a priori approaches because BonJour does not claim—nor does he believe, so far as I can tell—that we can know a priori that straight induction is in fact reliable. It is enough, on BonJour’s view, that we can know it is likely to be.

BonJour’s actual proposal is rather more complex. He first claims (1998, p. 208) we can know the following a priori:

(I-1)
In a situation in which a standard inductive premise obtains, it is highly likely that there is some explanation (other than mere coincidence or chance) for the convergence and constancy of the observed proportion (and the more likely, the larger the number of cases in question).

BonJour does not argue for (I-1) beyond claiming it is obviously true, and he contends that there are only two reasons one would object to its a priori status. One is general skepticism about the possibility of a priori justification altogether, which he dismisses. The other is the view that we cannot know a priori that something is highly likely, only that it is true or that it is false. The only reason BonJour can imagine for that view, however, is that only necessary truths are knowable a priori, and what is necessary is more than just highly likely. Though he is sympathetic with the view, BonJour says, “I do not see why the meta-thesis that a certain thesis is likely cannot itself be the necessary truth [known a priori] in question” (p. 208). 
The right way to understand (I-1), then, is as a meta-thesis to the effect that a certain object thesis (that there is some explanation ….) is highly likely to be true. And, BonJour thinks, the meta-thesis can be necessarily true even when the object thesis is contingent. As a necessary truth, the meta-thesis is a candidate for a priori knowledge. According to BonJour, if you believe in a priori justification at all and you recognize that there can be necessary truths about what is likely, then you will readily see that (I-1) is a priori.

(I-1) alone is insufficient to ground our confidence in straight induction’s reliability. BonJour gives a lengthy a priori argument (1998, pp. 209–212) for the following supplemental thesis:

(I-2)
So long as the possibility that observation itself affects the proportion of As that are Bs is excluded, the best explanation, that is, the most likely to be true, for the truth of a standard inductive premise is the straight inductive explanation, namely that the observed proportion of m/n accurately reflects (within a reasonable degree of approximation) a corresponding objective regularity in the world (and this likelihood increases as the number of observations and the variety of the collateral circumstances of observation increases).
Most details of that argument need not detain us here, but two are worth noting. First, the a priori argument for (I-2) depends on (I-1); it presupposes that the explanation in question is a non-chance explanation. Second, (I-2), like (I-1), is a thesis not about how things are but about how they are likely to be. For (I-2) to be knowable a priori, it must be necessary, and so the apriority of (I-2) also requires positing necessary truths concerning what is highly likely to be the case.
Here is how the solution is supposed to work. Suppose a standard inductive premise obtains. Because we can know (I-1) a priori, we have a priori grounds for thinking there is very likely to be a non-chance explanation for the convergence and constancy of the observed proportion. Because we can know (I-2) a priori, we have a priori grounds for thinking the most likely such explanation to be true is the straight inductive explanation. Our a priori knowledge of (I-1) and (I-2) thus gives us a priori grounds for drawing the standard inductive conclusion from our standard inductive premise.

(I-1) and (I-2) are unwieldy, and most of their details are irrelevant to the points I want to make below. So I ask the reader’s indulgence in allowing me to summarize the conjunction of (I-1) and (I-2) as follows:


(8)
It is highly likely that straight induction is reliable.

That is, it is highly likely that standard inductive conclusions tend to be true when the corresponding standard inductive premises hold.
For a BonJour-style solution to the problem of induction to work, we must be able to know propositions like (8) a priori, so they must be necessary (that is, true in all possible worlds). But what could it mean to say that straight induction is necessarily highly likely to be reliable? Here is how BonJour clarifies the meaning of (I-1):

[T]he relevant claim would be that it is true in all possible worlds that there is likely to be a non-chance explanation for the truth of a standard inductive premise. … It does not … mean that in a particular possible world, which might of course be the actual world, such cases in which there is no non-chance explanation … could not be substantially more numerous than those for which an explanation exists. But it would mean that such possible worlds involve the repeated recurrence of an unlikely situation—and hence that they are quite rare and unlikely within the total class of all possible worlds. (1998, pp. 208–9)
(I-1), (I-2) and (8) are thus not to be understood as claims about what happens in particular possible worlds. For example, (8) does not say that every possible world is a world where induction tends to be reliable. Instead, they are to be understood as claims about the total class of possible worlds. (I-1) says that worlds generally without non-chance explanations for the truth of standard inductive premises are rare, (I-2) says the same thing of worlds where that explanation is not the straight inductive one, and (8) says it of worlds where straight induction is unreliable.
Kit Fine (MS) has recently been exploring a distinction between “transcendental truths” and merely necessary truths. When a proposition is merely necessary, each possible world has features that make the proposition true in that world. Transcendental truths, in contrast, are not made true “in” each world; they are true no matter what not because every world is bound to make them true, but because it is immaterial to them how things stand in the world. Fine describes this as the difference between propositions that hold “whatever the circumstances” (necessary truths) and those that hold “regardless of the circumstances” (transcendental truths). ‘Everything is or is not perfectly square’ is a necessary truth; it is true in each world because each world has features making one or the other disjunct true. BonJour invites us to understand (I-1) and (I-2), and thus (8), as transcendental truths. They are true not because each and every world has intrinsic features of a certain sort, but because of features of the totality of possible worlds itself.
Call the worlds where induction is reliable “R-worlds” and those where it is unreliable “U-worlds.” (8) says that there are very many more R-worlds than U-worlds, so it is highly likely that a randomly selected world (such as the actual world) would be an R-world. We thus have an a priori justification for assuming this is an R-world and accepting standard inductive conclusions on the basis of standard inductive premises.
III. Necessary Conditions for Induction’s Necessary Reliability
BonJour’s explication of (I-1)’s necessity, and so my explication of (8)’s, might appear to replace the obscure with the abstruse. The “clarification” of (8)’s necessity goes from:

It is necessarily highly likely that induction is reliable.

to:

(9)
There are very many more possible worlds where induction is reliable than where it is not.

But there are infinitely many R-worlds and infinitely many U-worlds. How could there be any more of one than the other?

BonJour addresses this problem only a footnote (1998, p. 209, n. 24), and what he says is both misleading and suggestive:
This way of putting the matter assumes in effect that it is possible to make sense of the relative size of classes of possible worlds, even though both these classes and the total set of possible worlds are presumably infinite. But I have no space to go into the issues surrounding this assumption and must be content here with saying that its intuitive credentials in other cases (e.g., the claim that there are twice as many positive integers as even integers) seem to me strong enough to make it reasonable to construe the difficulties as problems to be solved and not as insuperable objections. [emphasis added]

This is misleading because, in a perfectly ordinary sense, there are just exactly as many positive integers as even integers. That is the sense in which the cardinalities of the sets of positive and even integers are equal, since there is a one-to-one function from each onto the other.

But the remark is also suggestive, for there is another perfectly ordinary sense in which there are only half as many even integers as positives. That is the sense of density or frequency: Taken in their usual order, only every other positive integer is even. So, the frequency of positive integers among the positive integers (which is 1) is twice as great as the frequency of even integers among the positive integers (which is ½). Perhaps BonJour has something like this in mind. In that case, the claim that there are “more” R-worlds than U-worlds is not best understood as a claim about the relative sizes of the two classes of worlds. It is best understood as a claim about how the members of the two classes are arranged with respect to some structure, just as the claim about positive and even integers is best understood as a claim about how they are arranged in the customary sequence of positive integers. 

We can illustrate this idea with another mathematical case. Consider the points in the Cartesian plane. There are just as many points in the first quadrant as there are in the whole plane, but there is a straightforward sense in which only ¼ of all the points are in the first quadrant. Take any arbitrary point c and consider the class of circles centered on that point. As the circles’ radii approach infinity, the limit of the portion of their area lying in the first quadrant is ¼. We can thus give sense to the idea that “most” (3/4, to be precise) points are in quadrants II, III, and IV: For any fixed point c, as the radii of circles centered at c approach infinity, the proportion of their area in those quadrants tends toward ¾.
This idea can be extended to spaces of any dimensionality. If we think of the possible worlds as occupying a space of n-dimensions, then we can make sense of the claim that there are more R-worlds than U-worlds: For any point c in that space, as the radii of n-dimensional hyperspheres centered on that point approach infinity, the proportion of their volume occupied by R-worlds tends toward some value greater than ½.

It is customary to talk about possible worlds as being “closer” or “further” from one another as a function of how similar they are to one another (Lewis, 1973). Thus it is natural to think of interworld similarity as defining a space, each point of which is occupied by exactly one possible world. Call this the “possibility space.” For convenience, we can visualize possibility space as a Cartesian plane, even though its dimensionality is almost certainly much higher. The dimensionality of possibility space will not matter to the points I make below.
For R-worlds to be more common in possibility space than U-worlds, it must be that for any world w, as the radii of circles centered on w approach infinity, the proportion of their area occupied by R-worlds tends to exceed ½. A few further conditions must be met for that to be the case.

First. R-worlds must come in clumps. There must be contiguous regions of R-ness in possibility space. If the neighborhood of every R-world contained nothing but U-worlds, then the R-worlds would not tend to occupy more than half the area of circles centered on a fixed point. The proportion of the area they occupy will either tend toward 0 or be undefined. Call this requirement Clumpiness.
Second. The clumps of R-worlds must be appropriately spread out. If all the clumps were in the first quadrant of possibility space, for example, then the proportion of R-worlds could not exceed ¼. If they were in an area bounded in all directions, then the proportion would tend to 0. Call this requirement Distribution.
Third. The clumps of R-worlds must not be too spread out. If there is too much space between the clumps, they will tend not to occupy more than half the area of circles centered on an arbitrary point. Call this requirement Density.
Naturally, to know that R-worlds occur more frequently in possibility space than U-worlds, one would have to know that they satisfy the requirements of Clumpiness, Distribution and Density.

IV. (Not) Knowing Induction is Reliable
Differences between possible worlds are differences in the contingent propositions true at them. Because any two worlds differ on infinitely many contingent propositions, not all differences are equally important to determining how similar worlds are. If they were equally important, then all worlds would be equidistant from one another and (9) would be false.

There are very many ways to assign degrees of importance to the contingent propositions. Each way defines a similarity metric on the worlds, and different metrics will yield different similarity spaces. In other words, the distance between any two worlds depends on the similarity metric we are using. Relative to some metrics, the R-worlds satisfy Clumpiness, Distribution and Density; and relative to some of those metrics, the R-worlds do have greater frequency than the U-worlds. Relative to other metrics, though, that is not the case; there are metrics where U-worlds are no less frequent than R-worlds.
To have a BonJour-style solution to the problem of induction, we have to be able to know (9) a priori. That means we have to be able to know a priori that, according to the true similarity metric, the one that expresses the real metaphysical structure of possibility space, the R-worlds satisfy Clumpiness, Distribution, and Density. I claim we cannot know that a priori.

Either there is or there is not a single correct similarity metric expressing the true structure of possibility space. If there is no such metric, we cannot know a priori that the R-worlds satisfy Clumpiness, Size and Distribution on it. (There being no such metric, it would be false that the R-worlds satisfy the requirements relative to it.) Nor do they satisfy the requirements relative to all metrics: There is a metric that gives more weight to the proposition ‘Induction is reliable’ than to any other and guarantees the frequency of R-worlds will be ½.
So let us assume that there is a single true metric describing the objective metaphysical structure of possibility space. We cannot know a priori the exact importance of every proposition on that metric; there are too many hard cases. For example, perhaps we can know a priori that ‘There are physical objects’ is more important than ‘Abraham Lincoln died in his sleep’. But which of these is more important: ‘Space is Euclidean’ or ‘There are souls’? And is ‘Abraham Lincoln died in his sleep’ more important than ‘Alexander conquered the known world’?
We have to settle for a priori knowledge of the correct metric’s general features, rather than knowledge of its details. Some of the things we could know a priori about the metric follow simply from the fact that it is similarity metric, but those things will not help us to know the R-worlds satisfy Clumpiness, Distribution and Density. Whatever is true of the correct metric simply in virtue of its being a similarity metric is also true of every metric on which (9) is false.

Perhaps a general metaphysical insight could provide some a priori information about the similarity metric. Even though we cannot in general know which of two arbitrary propositions is the more important, we might be able to discriminate among classes of propositions. Thus it is plausible that generalizations are more important than propositions concerning particular matters of fact, that generalizations are more important the more law-like they are, and that law-like generalizations are more important the more fundamental they are. It is also plausible that this is something we could know on a priori metaphysical grounds (provided law-likeness and fundamentality are essential features of propositions rather than contingent matters determined world by world).

Suppose we do know a priori that the correct metric ranks propositions along roughly the above lines. Then we might have some a priori justification for thinking the R-worlds satisfy Clumpiness. The worlds most similar to a given R-world will be worlds where the same generalizations hold, including not only standard inductive conclusions but also standard inductive premises. (The premises are generalizations, though they are plausibly less important to similarity than the more law-like conclusions.) So, the worlds most similar to a given R-world will be other R-worlds, where the same inductive premises and conclusions hold. Note, though, that this is not enough to justify our confidence in induction’s actual reliability. To know on this basis that the worlds closest to the actual world are R-worlds, we would first have to know that this is an R-world. But then the problem of induction would already be solved.
Even if we could know a priori that the R-worlds satisfy Clumpiness, we could not know a priori that they also satisfy Distribution and Density. Consider the following generalization:
(10)
When standard inductive premises hold, the corresponding standard inductive conclusion almost always holds as well.

If the objectively correct similarity metric makes (10) too important, it will effectively divide possibility space into two approximately equal subspaces, one populated mainly by R-worlds and the other by U-worlds. That would violate Distribution in such a way that the overall frequency of the R-worlds would be only about ½. On the other hand, if the objectively correct metric makes (10) too unimportant, then it could very easily turn out that Density is violated. The less important (10) is, the less reason we seem to have for thinking that regions of R-worlds typically have other regions of R-worlds relatively close by.
I have no idea how important (10) is to the objectively correct similarity metric, if there is any such thing at all. So I cannot rule out the possibility that the metric gives (10) just the weight it needs—neither so much that it violates Distribution nor so little as to violate Density. Even if the correct metric does get things just right, though, I cannot see any a priori grounds for thinking it does. Without such grounds, though, we still do not have an a priori solution to the problem of induction.

Here, then, is why BonJour-style approaches to the problem of induction do not work. They require us to know a priori that induction is highly likely to be reliable, but that requires knowing a priori that R-worlds occur more frequently in possibility space than U-worlds. If there is no objectively correct similarity metric for worlds, then it is false that the R-worlds are more frequent. Hence we could not know a priori that they are. If, on the other hand, there is an objectively correct metric, then our a priori access to its details is still too sketchy to tell us whether the R-worlds are more frequent or not. Either way, then, we cannot know a priori that induction is highly likely to be reliable.
V. Why Do BonJour’s Principles Seem A Priori?
Even if they are true, we cannot know (I-1), (I-2) and (8) a priori. Nevertheless, (I-1) and (I-2) have great intuitive appeal. BonJour finds (I-1) to be so obviously true (and so obviously a priori) as to require no argument. He does argue for (I-2), but his argument presupposes (I-1)’s apriority. Why, then, would (I-1) and (I-2) seem a priori when in fact we could not know them a priori even if they were true? I think there are four main reasons.

First, (I-1) and (I-2) have relatives that are true (and a priori) in the finite case. When there are only finitely many As, every observation decreases the number of unobserved cases. Consequently, as more observations are made, the observed proportion of Bs among the As will come to approximate more closely the total proportion. In straight induction, however, the observed proportion is projected to indefinitely many unobserved cases, including hypothetical ones. One might find (I-1) and (I-2) plausible by analogy to the finite case, but that would be a mistake. In the finite case, the observed proportion comes to approximate the total proportion only because, as the number of observed cases grows, the number of unobserved cases diminishes. That does not happen when there are indefinitely many unobserved cases.
A second source of plausibility for (I-1) and (I-2) is a misunderstanding of the law of large numbers. The relevant formulation of the law is:

(LN)
If there is a fixed proportion p of Bs among the As (or probability p that an A is also a B), then:

For any small error ε and for any small difference x, there is a number of trials T such that for any t > T the probability is greater than 1 – x that the observed proportion of Bs among the As is within ε of p.
 (LN) applies only when there is some fixed proportion of Bs among the As or probability that an A will also be a B. There is such a proportion when there are only finitely many As, and there is such a probability when a law of nature governs the proportion of As that are Bs. In (I-1) and (I-2), however, it is not given that there is a fixed proportion of Bs among the As at all. If there were such a fixed proportion, then it would indeed be unlikely that the constancy and convergence of the observed proportion arose by chance, just as (I-1) says. Also, the most likely explanation for the constancy and convergence of the observed proportion would be that it closely approximates the overall proportion, just as (I-2) says. The trouble is that we have no a priori guarantee that there is such an overall proportion (or probability) to approximate. When the number of unobserved cases is indefinite, we have no a priori guarantee that there is an overall proportion at all. (I-1) and (I-2) seem plausible because we assume there is a total proportion, but that assumption is not something we know a priori to be true.
A third reason (I-1) and (I-2) seem so plausible is their harmony with the human psychology. Part of (I-1)’s appeal comes from its reinforcement of our natural biases that favor causal explanations over explanations in terms of chance. Even when we know there are no causal mechanisms at work, we tend to perceive sequences of events in terms of causal structures (Michotte, 1963). When there is a regular pattern in our experience, such as consistency and convergence in the observed proportion of Bs among the As, we naturally expect and seek out a non-chance explanation. It is thus no surprise we would be inclined to believe (I-1) even without direct evidence in its favor. Similarly, (I-2) reinforces our natural assumptions about the representativeness of samples. There is a widespread human tendency to discount the importance of sample size and simply assume that random samples, even small ones, tend to resemble one another and the total population in all important respects (Tversky and Kahneman, 1982). From the standpoint of that assumption, one would naturally expect the most likely explanation of a standard inductive premise to be the corresponding standard inductive conclusion. The assumption has no basis in the mathematics of probability, but we make it naturally and we naturally find (I-2) appealing.

BonJour argues for (I-2) on the grounds that any explanation of a standard inductive premise other than the standard inductive conclusion would ultimately amount to a chance explanation, which is ruled out as unlikely by (I-1). His argument thus makes (I-2)’s credibility depend on (I-1)’s, but we endorse (I-1) not because of a priori rational insight but because of an innate tendency to see lawfulness, causation and regularity even where there are none.

A fourth reason (I-1) and (I-2) seem so plausible is closely connected to the third. Like genuine cases of a priori knowledge, (I-1) and (I-2) are relatively unrevisable. By this I mean that they are such central assumptions of our reasoning that we are very reluctant to deny them, and it is very hard to see how we could reason about the world without assuming them. Science itself is the search for regularities in nature, and its existence depends on our willingness to assume that there are such regularities to be found. We seek scientific explanations for things because we expect them not to be the products of mere chance. And much of our science itself consists of the projection of observed proportions to the indefinite totality of cases. If we were to reject (I-1) and (I-2), it is hard to see what principles we might put in their place. It is also hard to see what science would be like, if we could carry it on at all, without presupposing (I-1), (I-2) or something very much like them. Our natural inclinations to believe (I-1) and (I-2), along with our reliance on them in scientific and everyday reasoning, make them strike us as obvious and even as necessary, even though we lack evidence for them and could not know them a priori.

VI. The Deflationary Response
BonJour’s solution to the problem of induction requires us to know such claims as (I-1), (I-2) and (8) a priori. I have argued that we cannot know them a priori, but one might respond that the concerns I raise are mere technical quibbles that do not touch BonJour’s key insight—that induction is justified because we know a priori that it is likely to be reliable. According to this response, the question how to understand ‘likely’ in that insight is a small technical detail of no general importance. Even if BonJour’s proposal is not correct down to the final detail of how to understand ‘likely’, it is in the right neighborhood, and we should expect a technical solution to the problems I have raised to be forthcoming.

I think of this as a deflationary line of response, and it seems to reflect BonJour’s own attitude. Recall that in the footnote where he considers the sorts of issues I have raised he says they represent problems to be solved and not insuperable objections. Nevertheless, I think there are at least two reasons for thinking the problems raised here are more than just technical trivia.

First, there simply is no “core insight” that (8) is knowable a priori until we have settled what ‘likely’ means in it. By the same token, there is no such insight as that (I-1) and (I-2) are a priori until we have settled the meaning of ‘likely’ in those principles. The trouble is that there seems to be no clear understanding of ‘likely’ in (I-1), (I-2) and (8) that will serve BonJour’s purposes. When we interpret ‘likely’ in terms of relative frequencies, as BonJour advises, the principles turn out not to be knowable a priori. On the other hand, if we interpret ‘likely’ in an epistemic sense, the principles say only that we strongly believe induction works; they do not justify the belief.

The only remaining standard interpretation of ‘likely’ would draw on the propensity interpretation of probability. That interpretation, however, makes very little sense when applied to (I-1), (I-2) and (8). Propensities are best understand as supervenient on, if not identical to, the causal powers of concrete particulars. Atomic nuclei have propensities to decay, fragile vases might have propensities to break, and ravens might have a propensity to be black. These are not statistical generalization about how particulars typically are or what they typically do. They are ascriptions of probabilistic properties to individuals, which are meant to underlie and explain the statistical facts about them. (I-1), (I-2) and (8), however, are not claims about how concrete particulars are likely to be or to behave. They are more abstract. (I-1) concerns the likelihood of situations of a certain kind to have non-chance explanations. (I-2) concerns the likelihood of explanations to be true, and (8) concerns the likelihood of patterns of inference to be reliable. It seems a stretch to attribute causal powers to situations, explanations or patterns of inference, and so it is hard to see how they could have any propensities at all, much less the ones (I-1), (I-2) and (8) attribute to them.
One might try to understand the likelihoods estimated in (I-1), (I-2) and (8) as derived from the actual propensities of concrete individuals, such as those that figure in the situations (I-1) mentions or those referred to in the explanations and inferences (I-2) and (8) mention. To know them a priori, then, we would have to know a priori that concrete particulars typically have the required propensities. In the case of (8), for example, that would mean either knowing a priori that concrete particulars ordinarily have the propensities necessary to make induction reliable or knowing a priori that there are natural kinds. If we could know that much a priori, however, there would be no problem of induction to solve.
If (8), (I-1) and (I-2) provide an a priori solution to the problem of induction, there must be some plausible interpretation of ‘likely’ on which they do so. None of the standard interpretations will work. Until some other, plausible interpretation is offered, then, there are only two reasonable views to take. Either the principles use ‘likely’ in one of the standard ways and fail to solve the problem of induction, or the meaning of ‘likely’ in the principles is indeterminate and unsuitable for philosophical labor. Either way, BonJour’s proposal faces more than just a small, technical difficulty.

Of course, one still might think we have enough of a rough and ready grasp of what (I-1), (I-2) and (8) say that they can do philosophical work after all. There is no universally agreed upon explication of ‘evil’, but that does not undermine the atheistic argument from evil. Likewise, one might claim that we haven’t settled all the details about the meaning of ‘likely’ in (I-1) and (I-2), but our vague understanding of likelihood is enough for us to know them a priori and solve the problem of induction.

This brings us to the second reason why the problems raised here are not trivial technicalities. To know (I-1) and (I-2) a priori, we would have to be able to grasp their truth simply on the basis of our understanding of what they say. The less clearly we grasp their meanings, the less firmly we can grasp their truth. If all we know about the use of ‘likely’ in these claims is that it means something intuitive but non-standard, our grasp is very weak indeed. The considerations raised in Section V exacerbate the problem. They indicate that (I-1) and (I-2) might seem a priori to us precisely because we do not understand them clearly. Our lack of understanding could easily lead us to accept the principles by analogy with the law of large numbers or similar claims about finite cases, even though (I-1) and (I-2) are logically much stronger. Our rough and ready grasp of (I-1) and (I-2) is infected by irrelevant and misleading intuitions, as well as by a deep psychological and philosophical commitment to the idea that induction is reliable. It thus seems unreasonable to assume that our reflexive endorsement of the unexplicated principles is a case of genuine a priori insight.
VII. Conclusion
BonJour is mistaken to claim that we know (I-1) and (I-2) a priori, and he is wrong to think they provide an a priori justification of induction. Nevertheless, his proposal’s failure suggests a couple of important lessons.
The first lesson concerns a priori knowledge that something is likely when we cannot know a priori that it is true. Such knowledge, if we ever have it, depends on much more than a proposition’s striking one as very plausible. It often requires both knowing that there is an objectively correct metric of inter-world similarity (which there very well may not be) and knowing details of that metric that are often beyond our grasp. Consequently, we should expect it to be very rare for us to know a priori that something is highly likely, except in the trivial case that its likelihood follows from its necessity.
The second lesson concerns the problem of induction. The plausibility of (I-1), (I-2) and (8) does not depend entirely on the mistaken analogy of the finite and indefinite cases or on the misunderstanding of the law of large numbers. They also seem plausible because of the way the human mind works and because of the central role they play in our cognitive lives. We therefore may not be culpable for believing them, even if our non-inductive evidence for them is scant. In that case, perhaps we have a good excuse for inductive inference, even if we cannot justify it. If BonJour is right that our reliance on inductive inference arises from our commitments to such principles as (I-1) and (I-2), then he may have found an interesting exculpation of induction, even if he has not found an a priori solution to the problem of induction.
Department of Philosophy

University of Alabama
References

BonJour, L. 1986. A reconsideration of the problem of induction. Philosophical Topics, vol. XIV, No. 1 (Spring 1986). pp. 93–124.
-----. 1998. In defense of pure reason. Cambridge, UK: Cambridge University Press.

Fine, K. MS. Necessity and non-existence. Department of Philosophy, New York University.
Hacking, I. 2001. An introduction to probability and inductive logic. Cambridge, UK: Cambridge University Press.
Kripke, S. 1980. Naming and necessity. Cambridge, MA: Harvard University Press.
Lewis, D. 1973. Counterfactuals. Cambridge, MA: Harvard University Press.

Michotte, A. E. 1963. The perception of causality. New York: Basic Books.

Strawson, P. F. 1952. Introduction to logical theory. New York: Wiley.

Tversky, A. and Kahneman, D. 1982 Belief in the law of small numbers. In: Kahneman, D., Slovic, P. and Tversky, A. Judgment under uncertainty: Heuristics and biases. Cambridge, UK: Cambridge University Press. pp. 23–31.
� I thank an anonymous referee for emphasizing the importance of this line of response. Troy Cross also considers the possibility of tweaking the interpretation of ‘likely’ to save BonJour’s proposal in his commentary on a version of this paper delivered at the 2005 Central Division meeting of the APA. Cross concludes (rightly, I think) that tweaking the interpretation of ‘likely’ is not helpful.


� I owe this point to Troy Cross.
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